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Abstract

Implicit Neural Representations (INRs) have recently shown impressive results,
but their fundamental capacity, implicit biases, and scaling behavior remain poorly
understood. We investigate the performance of diverse INRs across a suite of 2D
and 3D real and synthetic signals with varying effective bandwidth, as well as
both overfitting and generalization tasks including tomography, super-resolution,
and denoising. By stratifying performance according to model size as well as
signal type and bandwidth, our results shed light on how different INR and grid
representations allocate their capacity. We find that, for most tasks and signals, a
simple regularized grid with interpolation trains faster and to higher quality than
any INR with the same number of parameters. We also find limited settings—namely
fitting binary signals such as shape contours—where INRs outperform grids, to guide
future development and use of INRs towards the most advantageous applications.

1 Introduction

Signal representation is fundamental to sensing and learning, especially for spatial and visual ap-
plications including computer vision and computational imaging [[1H4]. Recently, implicit neural
representations (INRs) have shown promising performance in a range of imaging and inverse prob-
lems, yielding high perceptual quality with small memory footprint. However, their representation
capacity, scaling behavior, and implicit biases are not well understood, limiting the impact and
confidence with which they can be deployed. Our work aims to shed light on these properties of
different representations through principled experiments, to guide practitioners toward the most
suitable strategy for their specific datasets and use cases as well as inform development of future
signal representations.

Modern signal representations rely on four main strategies, each with unique advantages and limita-
tions. Interpolated grid-based representations [SHS] are fundamentally continuous, enjoy well-behaved
gradients for fast optimization, and inherit classical representation guarantees rooted in sampling
theory [9]. However, they suffer the curse of dimensionality: for fixed resolution, model size grows
exponentially with dimension. In contrast, truly discrete representations such as point clouds and
surface meshes [[10H13] can use fewer parameters to represent a sparse signal, but often lack useful
gradients and require heuristic discrete optimization strategies that are sensitive to initialization.
INRs model continuous signals using neural networks to map input coordinates to output signal
values [, [14H18]. They can provide plausible and stable reconstructions even with very limited
model size, but suffer slow optimization and poorly understood resolution and scaling behavior.
Hybrid approaches merge the strengths of both grids and neural networks [[19H26] by learning grid-
based features alongside a lightweight neural network decoder, but questions remain regarding their
representation capacity and implicit biases.

We compare these representation methods under a comprehensive suite of conditions, including both
synthetic signals (e.g., bandlimited noise, fractal structures) and real-world data (e.g., natural images,



CT scans). We consider tasks including overfitting images/volumes, denoising, super-resolution, and
tomography. Our contributions are threefold:

1. We quantify the capacity of state-of-the-art INRs and hybrid models by evaluating their
performance stratified by signal bandwidth, signal type, and model size. For our 2D
Bandlimited signal class (see Figure[I]), we observe that most models exhibit a power law
relationship between model size and bandwidth.

2. We identify diverse scenarios, including overfitting 2D and 3D Bandlimited signals and
solving inverse problems with both synthetic and real signals, in which simple uniform grids
with interpolation offer pareto-optimal memory, speed, and reconstruction quality.

3. We identify specific scenarios where INRs and hybrid models can outperform grid-based
representations, namely signals with underlying lower-dimensional structure, such as shape
occupancy masks.

2 Methods
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Figure 1: Synthetic Signals. Rows represent synthetic signal types, and columns represent effective
bandlimits from 0.1 to 0.9. Signal detail and complexity increase with effective bandlimit.

Our experiments are designed to systematically assess diverse signal representations on both synthetic
and real-world signals. We aim to address key gaps in understanding by evaluating each method’s
ability to model signals with varying frequency content, generalize and solve inverse problems in 2D
and 3D, and trade off parameter efficiency, representation power, and computation time. Specifically,
we evaluate each model’s:

1. Expressivity: Ability to accurately overfit signals with varying feature scales within a fixed
parameter budget.

2. Scalability: How performance changes with model size, particularly in terms of effective
resolution and representation capacity.

3. Computation Time: Training and inference speeds, with a focus on how these scale with
model size.

4. Inverse Problem Performance: Generalization performance for tasks such as super-
resolution, denoising, and computed tomography (CT) reconstruction.

By systematically comparing representative grid-based, INR, hybrid, discrete models, we provide
practical guidance for selecting appropriate representations for different application-specific needs.

2.1 Models

A broad overview of strategies for 2D and 3D signal representation in inverse problems is provided
in Section 5.1} In our experiments, we compare eight representative approaches including pure
INRs (Fourier Feature Networks [15], SIREN [14], WIRE [16]), hybrid methods (GA-Planes [26],
Instant-NGP [22])), explicit representations (Gaussian Splatting [[10] in 2D, via GSplat [30]), INRs
with adaptive bandwidth (BACON [17]), and pure grids with interpolation (similar to [5]). Each



Table 1: Summary of Synthetic and Real Signals

Dataset Type | Dimensions | Description
Synthetic Signals with “Bandlimits”

Bandlimited Signals 2D, 3D Random noise filtered radially in the Fourier do-
main with exponentially-spaced frequency cut-
offs.

Spheres 2D, 3D Randomly arranged disks or balls that vary in
size and number to represent features at different
scales.

Sierpinski 2D Iterative fractal patterns with increasing structural
complexity and fine detail.

Star Target 2D Radial triangular wedges, such that feature scale
increases radially from the center.

Real Signals
DIV2K Images [27] 2D High-resolution image dataset for (1) image over-

fitting, (2) 4x super-resolution along each axis,
and (3) denoising with Gaussian noise (standard
deviation € € {0.05,0.1}).

Computed Tomography (CT) | 2D X-ray CT scan of a human chest, used to evalu-

[28] ate signal recovery in a classic underdetermined
inverse problem.

3D Dragon Shape 3D A solid 3D object with approximately 1 x 10°

[29] voxels (before super-resolution). Models are eval-

uated for (1) overfitting and (2) super-resolution
(doubling the total number of voxels).

3D Dragon Surface 3D The surface of a 3D object with approximately
[29] 1 x 106 voxels (before super-resolution). Models
are evaluated for (1) overfitting and (2) super-
resolution (doubling the total number of voxels).

model is tested across an exponential sweep of model sizes, with the number of trainable parameters
ranging from 1 x 10% to 3 x 10% on signals with typical underlying dimension of 1 x 10°. All
models are tuned by optimizing hyperparameters on our Star Target image (see row 4 in Figure2)).
Further implementation details are provided in Section [5.5] Table [2] and Table 3] ; the code for
both signal generation and model evaluation is provided at https://github.com/voilalab/
INR-benchmark.

Fourier Feature Networks (FFN) [15] embed the input coordinates x € [—1, 1)d into 2m Fourier
features, where m = 1000 in our experiments. The Fourier feature mapping is defined as

ay cos(2rwlx)  aysin(2rwix)
V(%) = : : )
U cos(2mwl %) a, sin(2rwl x)

where the frequency vectors w; are drawn from an isotropic multivariate Gaussian distribution with
standard deviation o that tunes the bandwidth of the representation. In our implementation, these
Fourier features are then decoded by a 2-hidden-layer ReLU MLP whose hidden dimension is scaled
to vary model size while keeping the Fourier features unchanged.

SIREN [[14]] uses a coordinate multilayer perceptron (MLP) with sinusoidal activation functions to
represent smooth signals at varying scales. The elementwise activation function is:

Y(z;w) = sin(wz),

where the scalar hyperparameter w tunes the bandwidth of the representation. While the original
paper sets w = 30 as the default, we use w = 90 based on tuning on our Star Target image. Based on
the original paper, we use a 3-hidden-layer SIREN and adjust the hidden dimension to control the
model size.
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WIRE [16]] uses a coordinate MLP with wavelet activation functions to capture multi-scale signal
details that are localized in both space and frequency. The elementwise activation function is:

. _ jwx ,—|sz|?
IRl - )
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where the hyperparameters w and s control the frequency and spatial spread (width) of the wavelet.
Based on the original paper, we use a 2-hidden-layer WIRE network and vary its hidden dimension
to adjust the model size. We use w = 15 and s = 10 based on tuning on our Star Target image.

GA-Planes [26] learns features in line, plane, and volume grids (if the signal is 3D) made continuous
by linear, bilinear, and trilinear interpolation. For a query point q € R? or R3, the features are:

€c = "/)(gm WC(Q)),

where g, is the feature grid for dimension tuple c, 7. extracts the relevant coordinates from q, and i
performs (bi/tri)linear interpolation. These interpolated features are then combined by multiplying
combinations that yield the appropriate output dimension (line x line for 2D signals, and line x line
x line and line x plane for 3D signals) and then these combined features are summed and decoded
by a 2-layer ReLU MLP. The model size is scaled by varying the resolution and feature dimensions
of the grids as well as the hidden dimension of the decoder MLP, following the general strategy
recommended in the original paper to prioritize high resolution in lower-dimensional grids.

Instant-NGP [22] uses a multi-resolution hash table encoding to represent 2D and 3D signals
efficiently in both time and memory. For each resolution ! € {1,..., L}, the hash encoding is defined

as:
e1(x) = ¢ (Hy[hash(p; (x))]) ,

where p;(x) scales the input coordinate x to the resolution of the [-th grid, hash(-) maps grid indices
to feature table indices (allowing collisions), H; is the hash table for resolution /, and v performs
(bi/tri)linear interpolation. Following the original paper implementation, the hash features from each
resolution are concatenated and decoded by a 2-layer ReLU MLP with 64 neurons at each layer. We
adjust model size by varying the length of the hash tables, while the MLP decoder remains fixed.

Gaussian Splatting (GSplat). [10, 30] represents a scene with N Gaussians G; = (u;, X;, C;, @;).
Each Gaussian is projected to screen space and rendered as a 2D density; the splats are then alpha-
blended front-to-back in a fully differentiable rasterizer. Because this model does not provide a
mechanism for direct 3D fitting, we restrict our evaluation of Gaussian Splatting to 2D signals, using
the open-source gsplat implementation [30] to fit 2D Gaussians directly in image space.

Band-Limited Coordinate Networks (BACON) [17] is a coordinate-based network that applies
fixed sine filters at each layer. Each layer samples a frequency range [—B;, B;] and a phase shift,
resulting in a cumulative bandwidth Z;:o B; after ¢ layers. Inputs are normalized to [—0.5, 0.5]4
and the signal is treated as periodic, allowing only a discrete set of frequencies to be represented.

Basic Interpolated Grid directly stores parameter values at discrete lattice points in a grid, repre-
sented as g € R™1*"2XX"4 where n; represents the resolution of the grid along the i-th dimension.
For a query point q € R?, the value is computed through interpolation between neighboring grid
points. If the output is vector valued (e.g., RGB color channels) this is accommodated by adding an
output dimension to the grid. Our 2D experiments use bicubic interpolation, which weights the 16
nearest grid values to produce a continuous and smooth (differentiable) function over 2D space. For
3D, we use trilinear interpolation which weights the nearest 8 grid values to produce a continuous but
nonsmooth 3D function. Higher-order interpolation is also possible in 3D if a smooth function is
desired, at higher computational cost. Further details on grid interpolation are provided in Section[5.2]
We adjust model size by varying the grid resolution hyperparameters n;, as the total model size scales

with H?:l n;.

2.2 Synthetic Signals

We generate diverse 2D and 3D synthetic signals to test how well different models can overfit to
representative components found in natural signals: Spheres, Bandlimited signals, Sierpinski fractals,
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Figure 2: Qualitative overfitting results. Visualizations of each model on each overfitting task
with 1 x 10* parameters, roughly 1% of the pixels/voxels in the original 2D and 3D signals. For
3D signals, a slice is visualized. For synthetic signals with a bandwidth parameter, bandwidth 0.5 is
shown. GSplat is restricted to 2D signals. Full visualizations varying model size and signal bandwidth
are provided in Section [5.6] Different parameterizations induce different characteristic qualitative
compression artifacts.

and a radial Star Target. Each synthetic signal has approximately 1 x 10° total spatial values, usually
arranged as resolution 10002 for 2D signals and 1003 for 3D signals. This ensures that our model
parameter budgets (from 1 x 10* to 3 x 10%) focus on the compressive regime while also including
some overparameterized models, and that the level of compression is independent of the signal
dimension (2D or 3D). Each type of synthetic signal is designed with a variable scale parameter
representing qualitative or quantitative bandwidth on a scale from 0.1 to 0.9, so that we can learn how
well different models fit signals with different bandwidths. These signals are summarized in the top
half of Table|[T]and figs.[Tand 2] More detail on our synthetic signals may be found in Section[5.3]

2.3 Real Signals

In addition to synthetic experiments, we evaluate each model on diverse tasks involving real-world
2D images and 3D volumes. These experiments assess the models’ ability to overfit, generalize,
and solve inverse problems with natural signals. We use 10 images from DIV2K [27] to test image
overfitting, 4 x super-resolution, and denoising at two different levels of Gaussian noise. We use 7
CT scans, including a 2D chest CT scan from Clark et al. [28] and 6 CT scans from the Generalizable
Dose Prediction for Heterogeneous Multi-Cohort and Multi-Site Radiotherapy Planning challenge
at AAPM 2025 [31]], to evaluate performance in a classic underdetermined inverse problem, in
which the task is to recover an image from undersampled X-ray projections. We evaluate volumetric
performance using the occupancy function and surface of the 3D Stanford Dragon [29]. On both of
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Figure 3: Overfitting Synthetic Signals: INR and INR - Grid Heatmaps. Red indicates regimes
where other models outperform the Grid baseline; blue indicates regimes dominated by the Grid
baseline. Each first row shows absolute PSNR values, while each second row shows the PSNR
gap relative to the Grid baseline (i.e., PSNR - Grid PSNR). See Section@ for in-depth discussion.

these 3D signals we test both volume overfitting and super-resolution. Our real-data signals and tasks
are summarized in the bottom half of Table[T} with further details provided in Section 5.4}

2.4 Evaluation Metrics

We use peak signal-to-noise ratio (PSNR) as the primary metric, with higher PSNR values indicating
better reconstruction fidelity. All quantitative results evaluated using PSNR, SSIM, and LPIPS
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Figure 4: Overfitting Capacity and Computational Efficiency. (a) Overfitting capacity of different
models evaluated on the 2D DIV2K and 3D Stanford Dragon datasets. PSNR trends indicate how
well each model fits the training data as a function of model size (top) as well as relative performance
compared to the Grid baseline (bottom). (b) Computational efficiency analysis, showing inference
and training times for each model. While WIRE achieves superior overfitting capacity in some cases,

it requires significantly more computation time—approximately 10 x that of the next slowest model.

for 2D and PSNR and IOU for 3D can be found in the appendix. Note that our Grid baseline
model is unregularized for overfitting tasks but uses total variation (TV) regularization for noisy or
underdetermined tasks. Additional implementation details may be found in Section[5.5]

3 Results

Our experiments span overfitting tasks for synthetic and real signals, as well as more generalization-
oriented tasks such as computed tomography (CT), denoising, and super-resolution (SR).

3.1 Opverfitting

We first analyze how well each model can overfit 2D and 3D signals with a fixed parameter budget.
Our goal is to quantify how representation capacity scales with model size: a successful overfitting
indicates that the model can capture the signal’s complexity within the given parameter constraints.

Qualitative Evaluation. Figure [2| visualizes the outputs of all models on all overfitting tasks,
for the most compressive setting where each model is constrained to at most 1 x 10* parameters,
roughly 1% of the raw signal sizes. For synthetic signals with variable “bandwidth” we show an
intermediate-complexity signal (bandwidth=0.5). These visualizations illustrate the types of artifacts
induced by compression with different signal representations. For example, Fourier Feature Networks
[15] can induce aliasing-like artifacts. SIREN [14] and WIRE [16] work well for many signals but
introduce texture artifacts for others, especially in 3D, while BACON suffers texture artifacts on all
signals at this extreme compression level. Surprisingly, WIRE struggles to fit solid 3D Spheres but
excels at representing a solid 3D dragon. GA-Planes [26] tends to yield the highest quality overfitting
results at this most compressed scale, except for the highest-frequency portion of the Star Target and
pure bandlimited signals, for which the grid excels. Under this extreme compression, Instant-NGP
[22] suffers noisy artifacts on all signals, likely due to extensive hash collisions that are a byproduct of
small hash tables. GSplat tends to represent a subset of each signal well, while failing to capture other
portions, perhaps due to its random initialization and poorly-conditioned gradients for optimization.
The simple interpolated Grid parameterization turns out to be quite a strong baseline across these
diverse signals, with the expected limitation of blurring over super-Nyquist details that are beyond
the grid resolution that is affordable under strong compression.

Comprehensive visualizations including all signal bandwidths and all model sizes are provided in
Section[5.6] We specifically highlight Figure[T0] which shows visual error maps for each model on
the 2D Star Target. This allows us to visualize the distribution of modeling errors with respect to
the scale of local image features, and how these errors change with model size. For example, errors
in the Grid baseline are, as expected, concentrated at sharp edges; the Grid is the only model that
successfully reconstructs the smooth background even at the smallest model size. We also observe
that all models suffer the largest reconstruction errors towards the center of the Star Target, where the
local signal frequency is highest. The size of this high-error region decays with increasing model size,



demonstrating that INRs as well as hybrid, discrete, and grid representations all have an inherent
bandwidth that grows with model size.

Quantitative Evaluation. Figure [3|and Figure ] report PSNR for each model on each overfitting
task. Figure [3|focuses on synthetic signals with a notion of bandwidth, and stratifies performance
within each heatmap according to model size (y axis) and effective signal bandwidth (x axis). For
each signal, the top row of heatmaps reports the PSNR achieved by each model, while the second
row reports the difference in PSNR between the INR, hybrid, or discrete method and the Grid
baseline for each experiment. This second row allows rapid identification of the regimes (in red) in
which INR, hybrid, or discrete methods can outperform the Grid baseline, versus regimes (in blue)
where the Grid is the best-performing representation. First, we observe that several models, notably
GA-Planes and Instant-NGP as well as some Fourier Feature Networks, can outperform the Grid
baseline at intermediate model sizes on the synthetic signals with constant-value regions and sharp
edges (Spheres, Sierpinski, and Star Target). We posit that these signals are easier to fit with an
adaptive representation due to their underlying lower-dimensional structure, as each of these signals
has its complexity concentrated at either a 2D surface embedded in 3D space or a 1D edge embedded
in 2D space. However, we also observe two key takeaways evident in 2D and 3D Bandlimited signals:
(1) most models exhibit an inherent bandwidth that increases with model size, apparently following a
power law since both the model size and signal bandlimit are on a log scale for this signal class, and
(2) no model can reliably outperform the simple Grid baseline for 2D or 3D Bandlimited signals,
regardless of model size. This is a strong and perhaps surprising negative result suggesting that INRs
are not an all-purpose solution but are instead best suited to representing specific types of signals.

Figure ] (a) reports quantitative overfitting performance on real 2D and 3D signals including images
from DIV2K [27] as well as the 3D Stanford Dragon [29] posed as occupancy and surface fitting
tasks. While Grid outperforms other methods on 2D image overfitting, INRs exhibit competitive
performance in 3D overfitting tasks—perhaps because, like our synthetic Spheres signal, the 3D
Dragon consists of constant regions and sharp edges with underlying lower-dimensional structure. In
particular, GA-Planes and WIRE demonstrate strong compression capabilities in the 3D object-fitting
task, highlighting a potential use case for INR development and applications.

Figure ] (b) compares inference and training times for different models on the 2D Star Target across
various parameter budgets. The simple Grid model with bicubic interpolation provides the fastest
inference and training times, pure INRs require the most computation time, and hybrid models
(GA-Planes, Instant-NGP) and discrete (GSplat) models are in between. We note that the training
and inference times for the Grid and hybrid models are in principle independent of model size, with
some caveats depending on batch size and feature dimension (which explain the increasing trend for
GA-Planes). For pure INRs there is an architecturally inherent increase in computation time with
model size.

3.2 Generalization and Inverse Problems

Visual and quantitative results for computed tomography, denoising, and super-resolution are pre-
sented in Figure[5]and Figure[6] respectively. For all of these tasks involving natural 2D signals, we
find that the simple Grid baseline with total variation (TV) regularization is optimal across all model
sizes. However, on our 3D Dragon occupancy and surface super-resolution tasks, GA-Planes, WIRE,
and to some extent SIREN outperform the Grid at the smallest model sizes. As in our overfitting
experiments, this suggests that some INRs and hybrid models may be best suited to representing
and compressing signals with constant regions and sharp edges characteristic of lower-dimensional
structure. Comprehensive visualizations and quantitative metrics including an additional denoising
task with e = 0.05 are provided in Section[5.7]

4 Discussion

Our results shed light on the implicit biases of different signal representation methods: how each
method allocates its limited capacity across signals with varying characteristics, how this capacity
scales with model size, and what visual artifacts are induced by compression with each method.
Our experiments span 2D and 3D synthetic and real datasets as well as diverse tasks including
overfitting, tomography, denoising, and super-resolution. By stratifying performance across signal
bandwidth, model size, and signal type, we provide insights into the strengths and limitations of



FEN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT

with TV regularization achieves the best results. Experiments on the DIV2K dataset are zoomed
in to highlight image details. For image denoising and super-resolution, WIRE produces sharp
images but introduces texture artifacts. GA-Planes outperforms other methods in volume and surface
super-resolution. Artifacts in each model’s output throughout the inverse problem tasks reveal their
inherent structural biases (e.g., sinusoidal artifacts in FFNs and SIREN, line artifacts in GA-Planes).
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Figure 6: Quantitative Generalization and Inverse Problems Results. PSNR vs. model size trends
indicate how well each model performs each generalization task as a function of model size (top)
as well as relative performance compared to the TV-regularized Grid baseline (bottom). WIRE and
GA-Planes perform best at highly compressed 3D super-resolution, but the simple Grid baseline
generally outperforms other signal representation methods across these tasks.

implicit neural representations (INRs), hybrid models, discrete models, and a simple yet surprisingly
strong grid-based baseline.

Our experiments reveal several key findings. First, for bandlimited signals, we observe a power-law
relationship between model size and bandwidth across nearly all models, providing a tool to quantify
the inherent “resolution” of INRs as a function of parameter count. For 2D and 3D bandlimited
signals, a simple interpolated grid representation consistently outperforms other representations in
both computational efficiency and reconstruction quality, using equal parameter budgets. In most
inverse problems, interpolated grids with regularization again offer superior performance, training
faster and achieving higher quality results than other models with the same number of parameters.

However, INRs exhibit advantages in specific scenarios for both overfitting and generalization tasks
in 2D and 3D, specifically when the target signal has an underlying lower-dimensional structure,
such as constant-value regions with sharp edges. Our results suggest that this underlying lower
dimensional structure (such as a 2D surface embedded in 3D, or a 1D curve or edge embedded in 2D)
is key for INRs to be able to compress. For pure bandlimited noise, the interpolated grid performs
best, perhaps due to the Nyquist sampling and interpolation theorem. An intriguing aspect of our
findings is that many “dense” natural signals, such as CT scans and natural images, behave more like
bandlimited noise than like the “sparse” synthetic signals and shapes where there is simple underlying
lower dimensional structure like sharp edges and constant regions. We believe that there is still some



underlying structure to these “dense” natural signals that should enable them to be compressed, but
our work reveals that current INRs are not meeting that goal.

Overall, our results emphasize that a simple grid with interpolation remains the most practical and
effective choice for a wide range of applications involving dense natural signals, offering simplicity,
interpretability, computational efficiency, and in many cases superior reconstruction quality. However,
INRs provide distinct advantages in representing specific types of signals, specifically those with
simple underlying lower-dimensional structure such as object edges or surfaces. By analyzing these
trade-offs, our study offers practical guidelines for selecting the most suitable representation method
for different signal types and applications and for guiding the development of future compressive
signal representations.
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5 Appendix

5.1 Related Work Discussion

Representing and recovering image, volume, and higher-dimensional signals using a compact yet
expressive parameterization is a long-standing goal in fields ranging from computer vision to medical
imaging to scientific computing. While some recent overviews [1}32]] focus on the rapidly evolving
landscape of Implicit Neural Representations (INRs), here we give a broad introduction to four
main strategies for signal parameterization: (1) traditional grid interpolation, (2) INRs, (3) discrete
representations, and (4) hybrid models.

Traditional interpolation methods [5HS] assume signals lie within a predefined space of contin-
uous functions, and represent them through coefficients in a chosen finite basis. For example, the
Nyquist—-Shannon sampling theorem ensures that bandlimited signals can be faithfully reconstructed
by interpolating sufficiently dense samples on a regular grid [9]]. Although signals may be parameter-
ized as discrete samples or coefficients, continuous basis functions ensure that the final representation
is continuous and differentiable, unlike truly discrete representations. Interpolation techniques are
valued for their fast and stable optimization and robust theoretical guarantees, including error bounds
and clear scaling laws relating grid resolution and signal bandwidth. However, grid-based models
struggle to capture sharp boundaries or other high-frequency details without dense sampling, mak-
ing them impractical for high-dimensional data due to the exponential growth of model size with
dimension.

Implicit neural representations (INRs) [[14H16, 33| [34] have garnered significant attention for
their ability to model intricate 3D+ signals as continuous functions parameterized by memory-
efficient neural networks. These networks learn to map input coordinates (e.g., spatial or temporal) to
output signal values (e.g., intensity, color), often leveraging a specialized activation function or input
embedding to mitigate spectral bias. However, INRs are often slow to optimize, and their implicit
biases, representational capacity, and scaling behavior remain understudied. While some posit that
INRSs possess “infinite resolution” [35] due to their continuous nature, we set out to empirically assess
these properties and answer the question: When should you use an INR?

Discrete representations model a signal using discrete primitives such as point clouds or polygonal
meshes [10} 11} 113} 136], without an underlying continuous function. Discrete representations can be
particularly efficient for parameterizing sparse scenes and object surfaces, though dense signals can
require substantial memory or suffer artifacts [[12]. The primary strengths of discrete representations
lie in their interpretability and suitability for downstream processing, including integration into fast
low-level pipelines for optimization and rendering. However, these methods are often sensitive to
initialization and require heuristic optimization strategies because gradients do not flow well in a
discrete representation.

Hybrid approaches seek to fill out the pareto frontier between the adaptability and memory
efficiency of INRs and the interpretability and time efficiency of interpolated grids and discrete
representations. These methods often combine learned grid-based features, which may be uniform
[21]] or compressed via a hash table [22]] or tensor factorization [20} 23} 24, [26]], with a lightweight
neural feature decoder. Although hybrid methods can achieve performance gains over purely implicit
or explicit representations, it is often unclear when and why specific combinations of neural and
grid-based representations work well.

Adaptive-bandwidth representations dynamically adjust a signal’s spatial-spectral bandwidth
during optimization. Notable examples include [[17], which assigns each layer a learnable, coordinate-
dependent frequency cutoff, and [18]], which progressively unmasks higher-frequency components
through a spatially adaptive mask updated by a feedback loop during training. These approaches seek
to represent mixed-frequency content more efficiently than fixed-bandwidth INRs.

We thoroughly evaluate the behavior of representative grid-based, INR-based, discrete, and hybrid
representations to shed light on the tradeoffs made by each method and offer practical guidance on
which representations are best suited to which applications.
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5.2 Interpolation Methods Used in the Grid Model

The Grid model relies on interpolation to query continuous values from its discrete parameterization.
In our experiments, we use bicubic interpolation for 2D signals and trilinear interpolation for 3D
signals, to ensure a continuous representation while maintaining computational efficiency.

Bicubic Interpolation (2D). For 2D experiments, the interpolated value at a query point q = (z, y)
is computed using the values at the 16 nearest grid points (a 4 x 4 region) surrounding (z, y):

flag)= 3 D wil@)-wi(y) - g(iy;),

where g(x;, y;) are the values at the neighboring grid points and w; (), w;(y) are the bicubic weights
derived from the cubic kernel function:

(a+2)[t]P = (a+3)[t2+1 if|t] <1,
k(t) = < alt]® — 5alt|? + 8alt| —4a  if1 < [t| <2,
0 otherwise,

where a = —0.5 is a common choice for visually smooth interpolation.

Trilinear Interpolation (3D). For 3D experiments, the interpolated value at a query point q =
(z,y, z) is computed using the values at the eight nearest grid points:

1 1 1
Fle2) = 3303 wilw) - w(0) - wi(2) - gl )

where g(z;,y;, 2 ) are the neighboring grid values and w; (), w;(y), wy(z) are linear interpolation
weights, defined as:

wi(x) =1— |z — .

By using these interpolation techniques, the Grid model effectively reconstructs continuous signals in
both 2D and 3D.

5.3 Synthetic Signals

Here we provide additional details on the synthetic signals summarized in Figure[I]and Table [T}

Bandlimited Signals (2D, 3D). We start with random uniform noise and apply a discrete Fourier
transform; we then apply a circular low-pass filter in the Fourier domain, followed by an inverse DFT,
to generate noise with different bandwidths. To align the naming convention with other signals, we
divide the frequency range into nine exponentially spaced intervals but label the frequency cutoffs
linearly from 0.1 (lowest bandwidth) to 0.9 (highest bandwidth).

Spheres (2D, 3D). We randomly place a small number of large filled circles (or spheres in 3D) to
create lower “bandwidth” (0.1) signals. As the effective bandwidth moves toward 0.9, we increase
the number of circles/spheres while decreasing their individual radii to create more fine-grained
structures.

Sierpinski (2D). Sierpinski triangles with each fractal iteration mapped to a linear increase of 0.1
in qualitative bandwidth. Greater “bandwidth” yields fractal patterns with more fine-scale detail.

Star Target (2D). Triangular wedges arranged radially around the origin. Qualitative bandwidth
increases radially from periphery to center. To quantify effective bandwidth we divided the image
into 9 concentric rings, assigning bandwidth values from 0.1 (outermost ring) to 0.9 (center disk).
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5.4 Real Signals

Computed Tomography (CT). For CT experiments, we train models on a real chest CT slice
from the dataset in Clark et al. [28]], which was also used in WIRE [[16]]. The training data was 100
projection measurements of the original 326 x435 chest CT slice, forming a 100x435 sinogram
equivalent to approximately 30% of the total pixel count in the original image. Since this inverse
problem is inherently underdetermined, we apply TV regularization in our Grid model. The TV
hyperparameter was tuned using the classic Shepp-Logan phantom image [37] as a reconstruction
target.

DIV2K Dataset. We sample 10 high-resolution images (about 2 x 10° pixels each) from the
DIV2K dataset [27] and evaluate all models on three tasks: image overfitting, 4 X super-resolution,
and denoising Gaussian noise with standard deviation 0.1 or 0.05.

3D Dragon Object. We evaluate the models on a 3D object [29] with approximately 1 x 10° voxels
in two versions, one where the object is solid and the other with only the object surface. We evaluate
all models on overfitting and super-resolution tasks, for which models are evaluated on a higher
resolution grid with double the total number of voxels as the training data.

5.5 Implementation Details

To ensure the parameter count remains consistent while preserving the characteristics of each model,
we solve a quadratic equation to calculate the number of neurons x to use in each hidden layer of an
MLP, using the convention that the input and output layers are distinct from the hidden layers:

LIQ + (L + din or enc + dout)x + dzn + dout + Paramsenc = P

The quadratic term has a coefficient corresponding to the number of hidden layers L in the MLP.
The linear term includes contributions from the weights of the input and output layers (d;s, or enc and
dout) of the MLP as well as the bias parameters of the hidden layers. The constant term includes the
total model size, the bias parameters of the input and output layers, and any trainable parameters in
a separate embedding, Params..,,., which is only used for Instant-NGP (to represent the parameters
in the hash tables). By solving this quadratic equation, we can determine the appropriate number
of neurons in each hidden layer for an INR constrained by a specific parameter count. For hybrid
methods (Instant-NGP and GA-Planes), most of the parameters are allocated to the grid-based features
rather than the MLP decoder, so we adjust model size primarily by varying the size of these feature
grids. For Instant-NGP this is done by changing the size of the hash tables and keeping the width of
the decoder MLP fixed; for GA-Planes we vary the feature dimension of the grids, which also controls
the width of the decoder MLP. For Gaussian Splatting, we counted the number of parameters for one
gaussian and divided the allocated number of parameters to get the total number of Gaussians. Since
the structure of BACON is more complex, we manually swept the model architecture parameters to
achieve the allocated model sizes. Details of these model parameters are in Table [3]

All models are trained using the Adam optimizer with § = (0.9,0.999) and learning rates tuned via
grid search on the Star Target image at model size 1 x 10* (see Table . Initialization schemes follow
prior work: Fourier Features use Gaussian-initialized embeddings [[15] and SIREN uses small uniform
weights to prevent sinusoidal explosion [14]. Mean-squared error loss is used for all experiments,
with optional total-variation regularization applied to grid-based models to encourage smoothness on
generalization tasks. All experiments are conducted on an NVIDIA RTX A6000 GPU with 48GB
VRAM, with memory usage posing no limitations.

5.6 Signal Overfitting: Full Results

Extended Results for Overfitting Tasks. For each synthetic signal we visualize two experiments:
either the bandlimit is fixed at 0.5 while varying the model parameter budget, or the model size is
fixed at 1 x 10* while sweeping across different bandlimits. See Figure 7] and tables [5] to [7] (2D
Spheres), Figure [§ and tables [§] to [[0] (2D Bandlimited), Figure 0] and tables [TT]to [13] (Sierpinski),
Figure [10] and tables [14] to [I6] (Star Target, with error map), Figure [IT] and tables [I'7] and [I§] (3D
Spheres), and Figure[I2|and table[I9] (3D Bandlimited).

For real signals without an inherent notion of bandwidth, such as the DIV2K dataset and the 3D
Dragon, only the model sizes vary. See Figure[I3|(DIV2K), Figures[I4]and[T6](3D Dragon occupancy),
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Model Size | Learning Rate Grid FFN
5e—4 9.95 10.46

le—3 13.09 | 10.84

led 5e—3 1426 | 11.83
le—2 1426 | 12.04

5e—2 1426 | 11.46

le—1 1426 | 11.47

5e—b 10.39 | 1843

le—4 6.28 13.53

5e—4 10.39 | 1843

304 le—3 14.67 | 18.88
5e—3 16.55 | 19.13

le—2 16.55 | 19.01

5e—2 16.55 | 19.48

le—1 16.55 6.36

le—4 6.29 19.05

5e—4 10.66 | 22.81

le—3 16.17 | 23.08

leb 5e—3 19.37 | 23.62
le—2 19.37 | 23.77

5e—2 19.37 6.36

le—1 19.37 6.36

Hbe—4 10.83 | 25.99

le—3 17.25 | 25.74

305 5e—3 22.25 | 28.13
le—2 22.25 | 26.04

5e—2 22.25 6.36

le—1 22.25 6.36

le—4 6.30 25.23

5e—4 10.96 | 29.15

le—3 18.44 | 31.76

le6 5e—3 36.85 6.36
le—2 40.60 6.36

5e—2 46.86 6.36

le—1 47.36 6.36

le—4 6.29 31.34

5e—4 10.96 | 38.81

le—3 18.61 | 35.96

3e6 5e—3 122,78 | 6.36
le—2 133.35 | 6.36

5e—2 152.26 | 6.36

le—1 149.76 | 6.36

Table 2: PSNR comparison between Grid and FFN across different learning rates and model sizes on
the Star Target image. We note that the Grid is in some cases more stable with respect to varying
learning rate. However, the model ranking is unaffected by learning rate tuning, so in all experiments
we use the optimal learning rate for each model tuned at the smallest model size.

and Figures[T5|and [I7] (3D Dragon surface). All quantitative results for the real signals can be found

in Tables[24l and
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Model Hyperparameter Value

Learning Rate le-3
Embedding Size 2000
FEN Hidden Layers 2
o 20
Learning Rate le-4
SIREN Hidden Layers 3
o 90
Learning Rate Se-4
WIRE Hidden Layers 2
o 10
w 15
Learning Rate le-2
Hidden Layers 1 (2-layer MLP)
Instant-NGP L 16
F 2
Number of Neurons 64
Learning Rate le-2
Line Resolution size per axis of signal
GA-Planes Plane Resolution 20
Volume Resolution 5
Hidden Layers 1 (2-layer MLP)
GSplat Learning Rate Se-2
BACON Learning Rate Se-2
Grid Learning Rate le-1

Table 3: Fixed hyperparameters used for each model configuration. For 2D GA-Planes at model
size le4, we used a line resolution of 550 and a plane resolution of 11, so that the feature dimension
can be larger than 1.

Model Var 1led 3ed 1e5 3e5 1e6 3e6

FFN 3 13 46 131 364 820
SIREN 56 99 181 315 576 998
WIRE 48 85 156 272 498 864
Instant

NGP 7 9 11 13 14 16

GA 2D 8 12 41 119 362 907
Planes 3D 6 18 59 167 476 1100

Gray 833 2500 8333 25000 83333 250000
RGB 714 2142 7142 21428 71428 214285

BACON 48 85 156 272 498 684

2D 100 173 316 547 1000 1732

3D 21 31 46 66 99 144
Table 4: Model size-specific parameters. Values are computed using Equation FFN, SIREN,
and WIRE denote the number of neurons x per hidden layer. Instant-NGP values refer to logs
hashmap sizes. GA-Planes values represent feature dimensions and final MLP widths (which must
match). For Gsplat, each Gaussian requires two additional parameters for RGB scenes compared to
grayscale scenes, necessitating slightly different numbers of Gaussians to maintain equal total model
size. For the Grid, we report the resolution (side length). All other hyperparameters are fixed across
model sizes.

GSplat

Grid
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GA Instant
FFN SIREN  WIRE  Planes NGP  GSplat BACON  Grid GT

3x10% 1x10° 3x10° 1x10° 3x10* 1x10*

e

WIRE SIREN FFN

. Instant GA
Grid  BACON GSplat NGP Planes

GT

e
)
o
w

Figure 7: 2D Spheres overfitting with bandwidth = 0.5 (top) and model size = 1 x 10* (bottom).
For the 2D Spheres signal, most models effectively capture the structure even in highly compressed
settings. However, GSplat struggles to fit some regions of the image and BACON produces a blurry
representation at small model sizes. Detailed quantitative results are in Tables E]to
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Table 5: Comparison of model performance across bandwidths on 2D Spheres signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
le+04  29.46+6.20  27.2844.98  25.05+4.13  23.56+3.50  22.53+£2.86  21.40+2.58  20.3242.15 19.28+1.85 18.43+1.67
3e+04 38574128  3586+0.89  33.98+0.71  32.33+0.65  31.09+0.60  30.15+0.53  29.41+£0.50  28.62+0.47  27.94+0.36

FEN le+05  43.11+1.81 42474094  41.03+£0.81  39.65+0.61  38.01+£0.44  37.37+0.51  36.73+0.38  35.69+0.31  34.93+0.22
3e+05  43.54+0.86  44.78+1.22  47.66+1.29  46.98+0.82  47.25+0.49  45.51+0.51 44.58+0.69  43.52+1.21 43.56+0.67
le+06  54.69+1.06  53.16£1.30  53.80+0.81 53.87+1.57  51.46+2.65 50.98+1.42  50.274+1.54  50.23+0.90  48.89+1.17
3e+06  42.234+0.69  43.02+4.80  41.66+4.22  40.81+£5.27  39.93+4.34  38.97+4.23  38.42+3.34  38.24+4.63  37.30+2.64
le+04  28.82+0.59  26.07+£0.26  24.23+£0.14  22.99+0.19  21.70+£0.74  21.16+0.19  20.36+£0.12  19.82+£0.08  18.95+0.61
3e+04  30.02+1.07  27.76+£0.24  25.68+0.96  24.06+1.66  23.15+£1.52  22.61+0.93  22.13+046  21.50+0.39  21.00+0.28

SIREN le+05  24.63+4.13  24.58+4.42  24.16+3.44  21.36+3.48 19914£3.22  20.63+£3.58  21.624+2.20  22.18£1.87 19.1542.67
3e+05  20.3942.60  20.68+2.40  21.43+1.90  18.79+3.44 18174246  18.53%+1.52  17.94+2.51 16.8242.35 19.784+2.99
le+06  23.734+2.56 18.77£3.94  23.93+£2.45  23.68+4.78 19.074£3.25  24.84+5.85 16.53+4.84  19.34+4.06 17.56+2.06
3e+06  42.06+£10.00 21.73+15.54 36.46+11.25 27.08+12.36 29.084+16.24 35.77+£16.08 38.34+17.28 37.19+6.57 37.53+16.24
le+04  27.65+£0.90  2531+0.48  23.57+0.25  22.31+0.08  21.15+£0.10  20.35+£0.06  19.61+0.10  19.02+0.12  18.4740.08
3e+04  30.77£0.57  28.11£0.36  26.35+£0.09  25.01£0.10  23.95+0.04  23.16+0.05  22.47+0.04  21.86+0.02  21.29+0.03

WIRE le+05  34.29+0.64  31.45+037  29.54+0.14  28.08+0.11  26.88+£0.08  26.05+0.07  25.294+0.05  24.66+0.07  24.0540.05
3e+05  37.10£0.63  33.95+0.41 32.1740.10  30.66+0.17  29.3440.11 28.39+0.14  27.62+0.14  26.91+£0.09  26.21+0.11
le+06  38.19+1.08  34.44+049  32.22+0.19  30.68+0.08  29.73+£0.09  29.05+0.15  28.45+0.25  27.88+0.16  27.37+0.13
3e+06  38.444+1.07  34.62+0.90  31.914+0.31 30.26+0.07  29.06+0.11 28.434+0.19  27.92+0.15  27.34+£0.27  27.0240.11
le+04 35.36+13.49 37.34415.09 33.54£12.70 29.79+10.52  25.20+7.64  21.61+£5.54  21.54+5.49 19.524+4.41 17.73+£3.51
3e+04  51.20£10.15  51.69+9.97  48.60+9.32  43.25+6.96  41.70+1.72  34.82+4.35  31.62+3.39  28.52+2.71 27.9943.06

GA-Planes le+05  65.15+£1.04  64.86+2.57  60.45+4.13  61.20+6.53  52.66+£3.90  50.36+1.12  47.04+£2.56  43.64+£2.77  43.2742.61
3e+05  66.10£1.09  63.75£2.07  65.24+2.31  65.00£5.63  61.34+4.33  53.77+3.31  58.80+4.34  52.37+1.17  52.80+2.07
le+06  61.34+2.59 59444277  59.08+£3.76  57.97+4.29  57.63+4.34  58.244+221 56.20+5.31 54.3742.62  53.45+0.58
3e+06  61.97+1.67  62.27+4.96  62.96+2.81 57.37+£1.80  54.50£3.51  50.82+3.60  50.34+1.44  48.79+3.88  49.88+3.80
le+04  26.26+2.74  22.7240.64  20.74+0.39  19.29+0.75 17.11+£0.34  16.58+0.18 15.78+0.26  14.98+0.31 14.514+0.20
3e+04 59214736 56.574£3.28  44.7543.43  38.82+1.55  32.42+1.01 29.70+£1.06  26.73+£0.75  25.524£0.98  23.6740.61

Instant-NGP le+05  64.17+6.69  66.96+1.43  66.64+3.74  68.09+1.86  6551+£4.40 60.99+4.42  62.46+6.42  52.05+£2.12  48.00+3.77
3e+05  63.10£2.63  66.07+£2.79  68.88+1.69  69.27+2.19  68.29+2.03  66.51+3.46  68.93+£1.94  68.91+1.76  68.15+2.24
le+06  67.44+299  69.37+1.44  68.14+4.18  70.30+1.99  69.80+£2.01  70.85+£3.22  69.80+2.37  71.44£3.06  69.631+2.53
3e+06  73.0742.92  75.79+4.53  74.81+339 72524283  73.19+3.85  74.25+1.68  77.01+£4.82  77.04+5.12  71.4242.97
le+04  16.29+3.61 12.61+0.45 12.0040.15 12.34+0.47 11.7740.26 11.58+0.09  11.36+0.11 11.2740.05 11.1840.06
3e+04  15.904+3.96  13.41+0.83 12.4140.57 12.27+0.41 11.9040.45 11.93+0.24  11.56+0.09 11.3840.05 11.3440.13

GSplat le+05  18.00+£3.26  15.10+£1.73 12.8140.66 13.20+0.29  12.89+0.84  12.53+£0.56  11.96+0.18 11.7940.14  11.62+0.06
3e+05  20.01+3.40  16.17£1.71 14.63+1.47  13.92+0.55 13.0340.73 13.47+0.77 12.5240.39 12.23+0.32  11.89£0.19
le+06  21.35+£3.69  16.99+2.03 15.824+1.27 15.11£0.82  14.14+0.84  13.77+0.71 13.4340.18 13.06+0.57  12.91+0.56
3e+06  21.88+3.59 17.80+1.61 16.6240.92 15.89+0.49  14.38+0.54  14.07+0.53 14.13£0.18 13.43+0.18 13.2540.56
le+04  15.80+0.74  14.40+0.52 13.69+0.31 13.27£0.24  1291+0.20  12.70+0.21 12.5240.14  12.42+0.18  12.26+0.16
3e+04  21.1540.62  19.16+0.16  17.8940.06 17.13£0.19  16.47+0.18 16.15+0.17 15.874+0.17 15.61+0.21 15.33+0.25

BACON le+05  30.59+1.24  28.1940.63  26.40+0.40  25.244+0.20  24.20+£0.21  23.57+0.16  23.08+0.25  22.62+0.23  22.1540.18
3e+05  37.204+0.73  34.74+049  33.14+0.24  32.02+£0.27  30.87+0.31  30.25+0.30  29.44+0.25  29.02+0.11 28.354+0.19
le+06  39.16+1.24  36.68+1.07  3536+1.12  34.16+1.22  33.26£1.10  32.51+1.00  32.06+1.14  31.52+£1.08  31.33%+1.20
3e+06  36.97+5.19  35.40+4.33  33.83+426  32.66+3.94  32.00+£3.78  31.64+3.69  30.88+£3.60  30.22+3.46  30.43+3.68
le+04  28.69+0.70  25.63£0.39  23.67+£0.09  22.30+0.10  21.26+0.04  20.43+0.08 19.6740.05 19.15+0.04  18.76+0.04
3e+04  31.06+0.73  28.02+£0.35  26.07+0.07  24.74+0.09  23.65+£0.05  22.89+0.06  22.18+0.05  21.62+0.04  21.09+0.04

Grid le+05  33.82+0.70  30.7840.39  28.84+0.08  27.49+0.09  26.40+£0.05  25.63+£0.06  24.95+0.04  24.36+0.04  23.8240.05
3e+05  36.99+0.72  3391+0.38  31.93+£0.08  30.62+0.09  29.51+0.06  28.76+0.07  28.07+£0.05  27.49+0.04  26.94+0.04
le+06  72.86425.66 59.01£1.36  57.58+0.79  55.06+0.86  54.53+0.74  53.73+0.87  52.96+091  52.23+1.14  51.67+0.90
3e+06  144.20+0.50 144.13+0.13  144.08+0.05 144.06+0.09 144.01£0.06 144.06+0.06 144.07+0.06 144.12+£0.06 144.1440.03
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Table 6: Comparison of model performance across bandwidths on 2D Spheres signal (SSIM).

Model

Size

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.82940.17
0.96740.03
0.96440.03
0.955+0.01
0.99740.00
0.94640.03

0.81540.16
0.95610.03
0.98240.01
0.95440.01
0.99940.00
0.93440.06

0.775+0.16
0.948+0.03
0.98440.01
0.986+0.01
0.99940.00
0.90740.05

0.763+0.18
0.94140.03
0.98340.00
0.991+0.01
0.99940.00
0.90540.05

0.75240.17
0.93840.03
0.98040.00
0.99540.00
0.99940.00
0.89540.08

0.735+0.16
0.935+0.03
0.979+0.00
0.991+0.01
0.998+0.00
0.866+0.07

0.713£0.16
0.933+0.03
0.97940.00
0.993+0.01
0.99940.00
0.90240.07

0.68140.15
0.93140.03
0.97240.01
0.97840.03
0.99940.00
0.85240.10

0.653+0.14
0.921+0.02
0.97610.00
0.990+0.01
0.999+0.00
0.893+0.08

SIREN

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.71540.06
0.78240.03
0.47340.20
0.363+0.18
0.304+0.18
0.8234+0.27

0.68440.07
0.681+0.09
0.5434+0.23
0.33140.05
0.14440.12
0.3284+0.32

0.60310.04
0.608+0.11
0.584+0.29
0.44710.14
0.350+0.10
0.641+0.34

0.58740.08
0.535+0.18
0.4624+0.18
0.31140.16
0.447+0.25
0.408+0.35

0.57940.17
0.538+0.10
0.39340.15
0.23240.04
0.24240.11
0.55240.32

0.54440.09
0.560+0.05
0.548+0.27
0.31540.09
0.473+0.25
0.627+0.42

0.47140.01
0.537+0.01
0.4254+0.13
0.34440.18
0.190+0.15
0.771+0.39

0.53240.15
0.49140.02
0.52740.10
0.27940.08
0.37040.17
0.58140.23

0.46040.11
0.595+0.14
0.415+0.16
0.40040.10
0.176+0.05
0.737+0.38

WIRE

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.52540.04
0.59540.03
0.802+0.01
0.901+0.01
0.93340.01
0.959+0.01

0.48140.03
0.53610.02
0.74740.02
0.83740.02
0.89240.01
0.928+0.01

0.432+0.02
0.48940.02
0.694+0.01
0.815+0.00
0.84040.01
0.886+0.01

0.40040.01
0.44440.01
0.641+0.01
0.771£0.01
0.79840.01
0.838+0.01

0.36610.01
0.41340.01
0.59540.00
0.72610.01
0.75740.01
0.798+0.00

0.348+0.01
0.386+0.01
0.566+0.00
0.702+0.01
0.72040.01
0.766+0.01

0.332+0.01
0.36740.01
0.536+0.01
0.677+0.01
0.68540.01
0.73240.00

0.31940.01
0.35040.01
0.51540.01
0.66110.01
0.65040.01
0.703+0.01

0.309+0.01
0.336+0.01
0.492+0.01
0.639+0.01
0.629+0.01
0.676+0.01

GA-Planes

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.80140.39
0.996+0.01
1.000£0.00
1.000£0.00
0.998+0.00
0.99940.00

0.799+0.39
0.996+0.01
1.000+0.00
1.000£0.00
0.998+0.00
0.99840.00

0.787+0.38
0.995+0.01
1.00020.00
1.000£0.00
0.998+0.00
0.999+0.00

0.79140.38
0.994+0.01
1.00040.00
1.000£0.00
0.99940.00
0.998+0.00

0.76140.37
0.99940.00
0.99940.00
1.000£0.00
0.99940.00
0.99740.00

0.7424+0.36
0.984+0.02
0.992+0.01
0.999+0.00
0.999+0.00
0.997+0.00

0.71440.35
0.973+0.02
0.999+0.00
0.999+0.00
0.998+0.00
0.987+0.01

0.658+0.32
0.91940.05
0.998+0.00
0.999+0.00
0.99740.00
0.98740.02

0.444+0.22
0.941+0.04
0.9960.00
0.999+0.00
0.996+0.00
0.992+0.00

Instant-NGP

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.79540.08
0.99640.01
0.998+0.00
0.998+0.00
0.999+0.00
1.0004-0.00

0.67940.11
0.999+0.00
1.000+0.00
0.99940.00
1.000£0.00
1.000+0.00

0.654+0.06
0.99140.01
1.000+0.00
1.00020.00
1.00040.00
1.000+0.00

0.604+0.08
0.92240.07
1.0004-0.00
1.0004:0.00
1.000£0.00
1.0004:0.00

0.38840.08
0.95140.02
1.000+£0.00
1.000+0.00
1.000£0.00
1.000+£0.00

0.410+0.08
0.859+0.10
1.000+0.00
1.00020.00
1.00040.00
1.000+0.00

0.31040.04
0.88240.03
1.00040.00
1.000£:0.00
1.000£0.00
1.000£:0.00

0.29610.08
0.866+0.03
0.999+0.00
1.000+0.00
1.000£0.00
1.0004:0.00

0.284+0.05
0.82440.06
0.997+0.00
1.000+0.00
1.000£0.00
1.000+0.00

GSplat

le+04
3e+04
1e+05
3e+05
le+06
3e+06

0.74340.17
0.815+0.14
0.85940.06
0.86640.06
0.83140.07
0.83610.06

0.79240.09
0.796+0.06
0.609+0.27
0.708+0.04
0.667+0.09
0.65940.06

0.655+0.15
0.740+0.09
0.605+0.04
0.57040.05
0.586+0.05
0.615+0.08

0.47440.14
0.556+0.15
0.551+0.09
0.51540.04
0.51940.03
0.553+0.03

0.26240.25
0.32240.17
0.33840.09
0.44440.07
0.46010.05
0.44610.04

0.308+0.24
0.311+0.15
0.385+0.07
0.3931+0.02
0.444+0.04
0.441+0.07

0.03540.00
0.107+0.13
0.165+0.11
0.32240.06
0.354+0.01
0.430+0.02

0.03140.00
0.03640.00
0.16440.12
0.25640.08
0.35540.06
0.3604-0.03

0.03240.01
0.059+0.04
0.102+0.07
0.208+0.13
0.297+0.04
0.330+0.02

BACON

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.028+0.01
0.09940.02
0.43140.06
0.90140.02
0.94610.01
0.704+0.31

0.02340.01
0.07740.01
0.3174£0.04
0.84610.07
0.91040.02
0.68740.28

0.023+0.01
0.065+0.00
0.254+0.02
0.831+0.03
0.89740.02
0.659+0.29

0.02440.00
0.06340.00
0.228+0.01
0.78610.02
0.86940.03
0.635+0.28

0.02540.00
0.063+0.00
0.20940.01
0.73610.03
0.84340.02
0.6231+0.26

0.027+0.00
0.06610.00
0.200+0.01
0.720+0.04
0.825+0.02
0.610+0.24

0.028+0.00
0.07140.00
0.195+0.02
0.672+0.07
0.81240.03
0.608+0.24

0.0304:0.00
0.07540.00
0.198+0.01
0.64110.06
0.78940.02
0.5834+0.22

0.031+0.00
0.078+0.01
0.193+0.02
0.640+0.03
0.78540.05
0.591+0.21

Grid

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.96040.01
0.97440.00
0.98740.00
0.994+0.00
0.99940.00
1.000£0.00

0.92140.01
0.94940.00
0.97540.00
0.988+0.00
0.998+0.00
1.000£0.00

0.878+0.00
0.921+0.00
0.961+0.00
0.982+0.00
0.998+0.00
1.00040.00

0.836+0.00
0.89340.00
0.94740.00
0.975+0.00
0.996+0.00
1.000£0.00

0.79640.01
0.86440.00
0.93340.00
0.969+0.00
0.996+0.00
1.000£0.00

0.76540.00
0.841+0.00
0.921+0.00
0.963+0.00
0.995+0.00
1.00040.00

0.73440.00
0.82040.00
0.90840.00
0.957+0.00
0.994+0.00
1.000£0.00

0.703+0.00
0.79610.00
0.89540.00
0.95140.00
0.99340.00
1.000£0.00

0.679+0.00
0.775+0.00
0.88310.00
0.944+0.00
0.992+0.00
1.00040.00
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Table 7: Comparison of model performance across bandwidths on 2D Spheres signal (LPIPS).

Model

Size

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

FEN

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.31540.10
0.22540.08
0.18140.08
0.23740.00
0.056+0.05
0.218+0.09

0.32540.09
0.24440.07
0.13440.06
0.208+0.01
0.02040.00
0.200+0.15

0.348+0.08
0.2584+0.05
0.117£0.05
0.102+0.05
0.01240.00
0.260+0.12

0.35440.08
0.25540.05
0.130+0.02
0.07140.04
0.01140.00
0.250+0.12

0.35540.08
0.24540.04
0.14240.02
0.048+0.02
0.01540.00
0.23140.12

0.365+0.08
0.2354+0.04
0.143+0.02
0.052+0.01
0.01240.00
0.251£0.12

0.377+0.07
0.22540.03
0.132+0.02
0.049+0.01
0.01240.00
0.209+0.10

0.38740.07
0.21340.03
0.13040.01
0.04740.01
0.01140.00
0.21940.11

0.397+0.07
0.206+0.02
0.116+0.02
0.037+0.00
0.009+0.00
0.186+0.10

SIREN

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.42740.03
0.38940.02
0.47940.08
0.52940.05
0.54040.06
0.336+0.10

0.43340.03
0.41040.03
0.43040.08
0.52540.02
0.589+0.04
0.51540.14

0.45440.01
0.427+0.03
0.425+0.09
0.48910.04
0.516+0.03
0.352+0.15

0.45840.02
0.44410.04
0.47140.06
0.53440.06
0.480+0.08
0.486+0.19

0.44540.08
0.448+0.03
0.49440.06
0.55540.03
0.55040.05
0.41540.26

0.4794+0.02
0.445+0.01
0.425+0.13
0.533+0.03
0.476+0.08
0.352+0.25

0.50140.01
0.45040.00
0.471+0.05
0.52840.06
0.602+0.10
0.302+0.28

0.47140.07
0.458+0.01
0.44240.04
0.55240.04
0.52940.07
0.28040.09

0.51310.03
0.419+0.05
0.499+0.06
0.49510.05
0.579+0.04
0.277+0.28

WIRE

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.48440.01
0.43440.01
0.342+0.01
0.32540.01
0.30140.03
0.235+0.02

0.488+0.00
0.44440.00
0.361+0.01
0.36840.01
0.33740.01
0.280+0.01

0.499+0.01
0.45540.00
0.378+0.00
0.359+0.00
0.35440.01
0.317+0.00

0.50740.00
0.46340.00
0.39440.00
0.373+0.01
0.35440.00
0.32740.00

0.52540.00
0.47040.00
0.40740.00
0.39140.00
0.3563-0.00
0.33240.00

0.537+0.00
0.478+0.00
0.414+0.00
0.393+0.00
0.36040.00
0.337+0.00

0.55040.00
0.48540.00
0.42240.00
0.396+0.00
0.36640.00
0.3434+0.00

0.56140.00
0.49040.00
0.42340.00
0.39140.01
0.36740.00
0.3434+0.00

0.569+0.00
0.493+0.01
0.420+0.00
0.386+0.01
0.3660.00
0.343+0.00

GA-Planes

le+04
3e+04
1e+05
3e+05
le+06
3e+06

0.08440.10
0.018+0.02
0.00240.00
0.00340.00
0.02040.01
0.010+0.01

0.09240.11
0.01940.03
0.001£0.00
0.00440.00
0.01740.01
0.015+0.02

0.10940.12
0.019+0.03
0.001+0.00
0.0024-0.00
0.01240.01
0.004+0.00

0.13140.12
0.02240.04
0.002+0.00
0.00140.00
0.00740.00
0.008+0.00

0.17240.13
0.00440.00
0.00440.00
0.00240.00
0.00610.00
0.01140.01

0.20310.12
0.039+0.04
0.008+0.01
0.00240.00
0.00610.00
0.024+0.02

0.21140.13
0.06140.04
0.008+0.01
0.00240.00
0.00840.01
0.028+0.03

0.27440.11
0.12840.05
0.007£0.01
0.00240.00
0.00940.01
0.046+0.06

0.32940.12
0.11440.07
0.009+0.01
0.003+0.00
0.01040.01
0.0324+0.02

Instant-NGP

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.367+0.06
0.038+0.06
0.02040.03
0.02040.01
0.00840.01
0.00140.00

0.41610.03
0.01940.01
0.00340.00
0.00540.00
0.003+0.00
0.00140.00

0.438+0.03
0.07140.03
0.003+0.00
0.003+0.00
0.0024-0.00
0.001+0.00

0.466+0.03
0.11340.02
0.00240.00
0.00240.00
0.00240.00
0.00140.00

0.54740.02
0.15540.02
0.00240.00
0.00240.00
0.00240.00
0.00140.00

0.541+0.02
0.19410.04
0.002+0.00
0.001+0.00
0.00240.00
0.000+0.00

0.568+0.02
0.23540.04
0.002+0.00
0.00140.00
0.00240.00
0.00140.00

0.58610.02
0.26440.04
0.00440.00
0.00140.00
0.00140.00
0.0004:0.00

0.596+0.01
0.29410.06
0.005+0.00
0.001+0.00
0.00140.00
0.000+0.00

GSplat

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.146+0.06
0.12240.06
0.10740.03
0.11040.03
0.12040.01
0.116%0.01

0.163+0.04
0.168+0.03
0.21240.05
0.20540.02
0.22440.03
0.22040.02

0.232+0.03
0.212+0.03
0.27940.02
0.294+0.01
0.302+0.02
0.28540.03

0.323+0.03
0.31140.05
0.31440.02
0.360+0.01
0.365+0.01
0.35340.02

0.362+0.01
0.37440.02
0.40340.02
0.39440.02
0.42040.02
0.42640.02

0.391£0.02
0.406+0.02
0.441+0.04
0.459+0.02
0.441+0.01
0.45040.02

0.43040.00
0.429+0.01
0.44040.02
0.479+0.02
0.488+0.01
0.47240.01

0.45540.01
0.44940.01
0.48840.01
0.49140.01
0.50140.01
0.49440.01

0.483+0.00
0.473+0.01
0.486+0.03
0.488+0.02
0.528+0.01
0.51940.01

BACON

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.6261-0.03
0.58040.01
0.45140.01
0.27040.01
0.27740.02
0.346+0.07

0.63410.01
0.598+0.00
0.468+0.00
0.31240.01
0.29440.01
0.37540.07

0.651+0.01
0.61140.00
0.478+0.00
0.321+0.01
0.27540.02
0.383+0.07

0.658+0.01
0.62440.01
0.486+0.00
0.3324+0.01
0.29240.02
0.388+0.06

0.67310.01
0.63640.01
0.49340.01
0.34610.01
0.31540.02
0.39140.06

0.684+0.01
0.648+0.01
0.496+0.01
0.354+0.01
0.32440.02
0.386+0.06

0.693+0.01
0.65340.01
0.495+0.01
0.362+0.01
0.32740.02
0.388+0.05

0.7004-0.00
0.65140.00
0.49140.00
0.35540.01
0.32340.02
0.38040.04

0.709+0.00
0.65240.00
0.489+0.00
0.350+0.01
0.31940.02
0.364+0.05

Grid

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.064+0.01
0.04140.01
0.03140.00
0.018+0.00
0.00240.00
0.00020.00

0.12140.01
0.07610.01
0.056+0.01
0.03240.00
0.00340.00
0.00020.00

0.178+0.01
0.117+0.01
0.08240.00
0.050+0.00
0.004+0.00
0.000+0.00

0.232+0.01
0.15940.00
0.12040.00
0.076+0.00
0.0060.00
0.000£0.00

0.29040.01
0.19840.00
0.15640.00
0.108+0.00
0.00740.00
0.000+0.00

0.323+0.00
0.232+0.00
0.183%0.00
0.129+0.00
0.008+0.00
0.000£0.00

0.34940.00
0.26740.00
0.20540.00
0.148+0.00
0.01020.00
0.00040.00

0.37140.00
0.29140.00
0.21940.00
0.158+0.00
0.01140.00
0.000+0.00

0.387+0.00
0.302+0.00
0.228+0.00
0.164+0.00
0.012+0.00
0.00020.00
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Figure 8: 2D Bandlimited Signal overfitting with bandwidth = 0.5 (top) and model size =
1 x 10* (bottom). Sinusoid-based models (FFN, SIREN) and BACON which is also bandlimited
exhibit characteristic wave-like artifacts, while GA-Planes introduces subtle blurring and axis-aligned
artifacts. Instant-NGP struggles with severe noise, likely due to hash collisions. Grid remains stable
under limited resource conditions but blurs high-bandwidth signals that exceed the Nyquist frequency.
Detailed quantitative results are in Tables §]to
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Table 8: Comparison of model performance across bandwidths on 2D Bandlimited signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04  19.08+£2.30  19.1941.57 20.614+1.29 21.61£1.07  21.65+0.20  20.95+0.32  20.17+0.19 19.32+0.13 16.7840.26
3e+04  32.08+£0.65  32.7540.81 33.37£1.33 33.96£1.07  33.36£1.04  30.14+0.58  23.8440.12  20.1240.18 16.94+0.28
le+05  42.70+0.75  43.59+0.53 44.3840.17 44.87+0.49  44.66+0.47  43.01+£0.30  34.75+£0.35  23.00+0.17 17.42+0.25

FEN 3e+05  49.36+0.32  50.24+0.16 50.9940.29 51.46+0.36  51.364+0.33  50.62+0.28  44.87+0.18  30.36+£0.26  18.89+0.33
le+06  55.11£0.54  55.8840.66 56.21£0.65 56.84+0.85  56.53+0.76  56.07+0.35  52.97+0.54  39.58+0.58  21.03+0.26
3e+06  62.51+040  64.03+0.53 64.8740.82 64.99+0.49  63.514+1.55  61.60+1.44  58.36+1.03  45.62+1.23  24.46+1.00
le+04  34.38+1.76  34.39+1.73 34.41+£1.22 32.44+255  30.154£2.63  23.85+1.56  20.1440.18 19.23+0.11 16.7640.26
3e+04  31.514£8.00  31.18%£7.79 33.7448.87 32.1448.16  32.0847.90 26424596  20.86+£2.26  18.96+0.93 16.25+1.00

SIREN le+05  22.74+2.79  25.5646.82 30.2446.84 36.87+7.11  32.894+8.40  28.48+7.35  24.38+3.35 18.99+1.10  16.35+0.43
3e+05 20.57+£3.73  16.82+3.97 19.5243.26 22294434  20.624+548  21.18+3.88  18.30+2.50  16.14+2.12  15.13£1.51
le+06  13.75£2.49  14.154+4.69 14.44+6.43 11.704£3.04  16.1945.78  12.08+2.68 16.25£5.91 12.97£3.67 11.65+£2.61
3e+06  26.38+12.15 24.49+12.31 23.1746.49 26.11£9.92  18.2446.08  21.69+8.17  25.2949.31 16.06+£4.99  23.62+8.77
le+04  28.43+0.69  28.67+0.65 28.9740.84 28.98+0.54  27.4540.61 23.53+0.42  20.45+0.17 19.12+0.13 16.64+0.27
3e+04  32.86+0.62  33.03+0.72 33.3140.79 33.39+0.56  32.934+0.68  30.44+0.60  23.85+0.18 19.93+0.11 16.86+0.26

WIRE le+05  38.84+£043  38.90+0.57 39.1140.58 39.26+0.34  39.13+0.50  38.58+0.46  32.50+0.33  22.13+0.21 17.2740.28
3e+05  43.38+0.60  43.59£0.59 43.76+£0.27 43.60+0.61  43.60+0.52  43.21+0.63  39.88+£0.41  26.12+£0.28  17.82+0.31
le+06  44.52+0.60  44.62+0.43 45.0040.86 44.62+0.74  44.89+1.15  44.68+0.88  42.27+0.41 32.99+0.31 19.12+0.35
3e+06  44.47+0.86  46.32+3.47 48.89+3.25 44.48+091  45.18+3.09  46.11+4.46  41.93+0.74  33.17+0.17  20.13+0.31
le+04 53.60+21.79 49.22+18.49  38.66+£11.96  30.44+6.51 22.06+2.25 19.76+£0.64  19.65+0.13 19.21£0.13 16.80+0.28
3e+04  65.42+1.06  57.76+2.99 50.284+2.41 43.28+1.38  31.07+£2.33  22.90+0.96  20.71£0.25 19.62+0.16  16.98+0.28

GA-Planes le+05  65.24+£1.24  57.9642.00 53.2943.28 50.21£1.92  43.73£1.65  32.81+1.86  24.16+0.75  20.92+£0.22  17.62£0.26

3e+05  64.50+£0.59  58.51+0.97 54.0441.48 53.45+1.04  51.3740.69  49.90+1.80  33.64+1.29  24.63+0.53 19.43+0.25
le+06  64.06+£0.52  59.824+0.79 55.594+1.88 56.19£0.82  54.904+1.00  54.73+£1.06  49.25+1.23  37.18£1.76  23.15£3.15
3e+06  58.83+1.77  55.57+1.32 51.90+1.84 51.40£1.63  53.10+1.33  54.06+2.33  51.73+£1.29  42.64+£227  26.81+4.49

le+04  17.16+0.58 19.60+0.75 21.4940.89 21.89+0.65  20.914+0.48 19.86+0.37 19.58+0.22 19.16+0.08 16.754+0.26
3e+04  27.65+£0.90  30.82%1.67 30.00£1.33 29.09+£0.56  25.87+£0.39  22.23+0.33  20.4940.15 19.46+0.11 16.85+0.31
le+05  36.54+£2.42  37.46+1.44 38.14%1.21 36.56+£0.79  32.84+£0.55  27.26+0.23  22.764+0.17  20.3240.17 17.51£0.26
3e+05  43.76+£2.89  43.62+2.97 46.29+0.81 44.57+£0.67  40.80+£0.30  34.23+0.23  27.77£0.23  22.99+0.27 19.71£0.28
le+06  44.14£2.50  44.1940.82 47.78%+1.17 48.30+1.28  44.50+0.66  37.88+0.31 31.34+0.28  25.78+0.31 21.97+0.55
3e+06  58.94+3.04  62.89+4.08 63.80+2.34 66.46£1.68  67.05£1.37  69.04+2.78 66431642  58.55+4.53  48.68+0.66

Instant-NGP

le+04  47.92+1.84  42.9442.50 35.2742.41 2551£1.78 19.0540.36 18.82+0.40  19.3440.22 19.124£0.10  16.7440.26
3e+04 47514476 42.52£3.13 35.20+£2.12 25.64+£0.91 19.24+0.54 18.84+0.40 19.34£0.22 19.12£0.10  16.7440.26
le+05  47.15£3.89  42.6743.04 34.704+2.98 24.52+1.43 19.24+0.47 18.84+0.40 19.34+0.22 19.12+0.10 16.74+0.26

GSplat 3e+05  47.90+3.17  42.02+2.87 36.204+1.24 24.99+1.00 19.18+0.62 18.86+0.38 19.34+0.22 19.124+0.10  16.7440.26
le+06  49.4243.12  42.8942.83 35.14£1.35 25.86£1.10  19.08+0.40 18.86+0.40  19.3540.22 19.1240.10  16.7440.26
3e+06  49.25+4.16  43.12+£4.32 34.67+£1.62 24.56+1.57 19.40+0.21 18.86+0.41 19.35£0.22 19.12£0.10 16.74£0.26
le+04  18.2940.49 18.3140.86 18.80£0.81 19.3840.66 19.42£0.58 19.71£0.45  20.0040.27 19.52+0.09 16.8540.26
3e+04  22.08+0.72  21.92+0.56 22.1940.89 22.19+£0.73  21.9940.47  21.714+0.32  21.4440.17  20.5240.13 17.12£0.26

BACON le+05  28.03+0.28  28.3340.44 28.0340.38 27.87£0.75  27.50+0.64  27.08+0.48  25.67+0.52  23.48+0.06  17.98+0.26
3e+05  37.90+£0.57  38.33+0.83 38.6640.84 39.47+0.61 39.144+0.85  38.58+0.48  36.23+1.02  31.18+0.62  20.33+0.28
le+06  48.97+2.79  49.244293 49.61+£3.39 49.04+3.71  47.7543.98  48.08+£4.72  46.96£3.04  42.99+3.07  25.9540.80
3e+06 45.44412.56 45.35+12.38  46.37+14.85 46.20+13.29 47.03+£13.80 46.17+£14.00 45.52+15.32 39.21+1041  25.17+6.25
le+04  64.97£0.10  61.49+0.37 56.264+0.87 51.92£0.74  50.91£0.55  26.60+£0.48  20.4540.22 19.36+0.10 16.80£0.26
3e+04  69.78+0.10  66.28+0.36 60.9540.86 55.97+£0.72  51.804+0.52  47.33+£0.47  24.01+0.23 19.89+0.10 16.91£0.26

Grid le+05  75.06+£0.10  71.5540.36 66.1840.86 61.02+0.71 55.814+0.52  51.99+0.44  43.15+£0.22  22.47+0.09 17.3440.27

3e+05  79.87+0.10  76.36+0.36 70.9840.86 65.78+0.71  60.35+0.53  55.18+0.45  52.39+0.22  35.96+0.09  18.874+0.26
le+06  138.64+0.08 139.02+0.97  140.02£1.01  140.79+0.59 140.45+0.81 139.77+£0.50 137.84£1.00 105.67+0.45  49.96+0.28
3e+06  106.10£1.09  121.9445.67 125.94410.48 135.95+5.16 140.974+2.42 144.424+0.65 146.03£1.48 145.79+0.60 145.72+0.74
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Table 9: Comparison of model performance across bandwidths on 2D Bandlimited signal (SSIM).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04  0.5034+0.11 0.564+0.09 0.618£0.10 0.664+0.05 0.631+0.02 0.526+0.03 0.299+0.03  0.13240.02  0.053%0.01
3e+04  0.702+£0.03  0.7404+0.03  0.783+0.05 0.836+0.03 0.871£0.03 0.865+0.02 0.683+0.02 0.313+£0.03  0.10240.01
le+05 0.946+0.01 0.957£0.00 0.967£0.00 0.976+£0.00 0.984+0.00 0.988+0.00 0.969+£0.00 0.693+£0.02 0.234:+0.01
3e+05  0.9874£0.00 0.990+0.00 0.992+0.00 0.995+0.00 0.996+0.00 0.998+0.00 0.997£0.00 0.95440.00 0.54040.02
le+06  0.9964+0.00 0.997+0.00 0.998+0.00 0.998+0.00 0.9994+0.00 0.999+0.00 1.000£0.00 0.994+0.00 0.75140.02
3e+06  0.999+0.00 1.000£0.00 1.000£0.00 1.000£0.00 1.000£0.00 1.000£0.00 1.000£0.00 0.999+0.00 0.897+0.03

le+04  0.904+0.03 0.9074£0.03 0.919+0.02 0.9124+0.03 0.8894+0.04 0.69940.07 0.22940.01  0.09540.00  0.0444-0.00
3e+04  0.756+0.22 0.752+£0.22  0.810£0.24 0.791£0.21 0.847£0.21 0.799+0.16 0.468+0.03 0.14440.02 0.057+0.01
le+05  0.59640.14 0.625+0.24  0.809+0.10 0.924+0.06 0.8674+0.17 0.869+0.12  0.798+0.10 0.2534+0.04  0.08340.02
3e+05 0.416+£0.23 0.212£0.22 0.381£0.21 0.560£0.23 0.464+0.30 0.666+0.13  0.565+£0.19 0.202+£0.16  0.116+0.04
le+06  0.08240.05 0.110+0.11 0.152£0.25 0.049£0.06 0.239+0.24 0.070+0.11  0.341£0.32  0.163+£0.18  0.04740.04
3e+06  0.494+0.36 0.4264+0.36 0.366+0.21 0.524+0.31 0.245+0.24 0.4451+0.39 0.553+0.38 0.196+0.34  0.594+0.46

SIREN

le+04  0.64440.03 0.660+0.03 0.689+0.03 0.725+0.02 0.7374+0.02 0.648+0.01 0.343+£0.01  0.1354+0.00 0.05540.00
3e+04  0.726£0.03  0.73840.03  0.764+0.03 0.801£0.02 0.846+0.02 0.866+0.01 0.671£0.01 0.271£0.01  0.090£0.01
le+05 0.883+0.01 0.887+0.01 0.901£0.01 0.921£0.01 0.946+0.01 0.969+0.00 0.951£0.00 0.60740.02 0.195+0.01
3e+05  0.9594+0.00 0.960+0.01 0.968£0.00 0.9724+0.00 0.9824+0.00 0.991+0.00 0.993+£0.00 0.8724+0.01  0.34240.02
le+06  0.98440.00 0.985+0.00 0.988+0.00 0.989+0.00 0.993+0.00 0.997+0.00 0.997£0.00 0.980+0.00 0.588+0.02
3e+06  0.9824+0.00 0.982+0.01 0.991£0.00 0.988+0.00 0.992+0.00 0.996+0.00 0.997+£0.00 0.98140.00 0.700+0.01

WIRE

le+04  0.968+0.06 0.9774+0.04 0.966+0.06 0.931+0.08 0.7174+0.08 0.416+0.04 0.218+0.03 0.1144+0.02 0.065+0.01
3e+04  1.0004£0.00 0.999+0.00 0.999+0.00 0.991£0.00 0.91240.02 0.639+0.04 0.391£0.02 0.2334+0.02  0.13240.02
le+05  1.00040.00 1.000£0.00 0.999+0.00 0.997+£0.00 0.9884+0.00 0.932+0.02 0.719£0.04 0.4974+0.02 0.32540.03
3e+05 1.000£0.00 1.000£0.00 0.999+0.00 0.998+0.00 0.997£0.00 0.998+0.00 0.966+0.01 0.815+£0.02 0.633+0.02
le+06  1.00040.00 1.000+0.00 0.999£0.00 0.999+£0.00 0.9994+0.00 0.999+0.00 0.999+0.00 0.9914+0.00 0.759+0.31
3e+06  0.999£0.00 0.9984+0.00 0.998+0.00 0.996+0.00 0.998+0.00 0.999+0.00 0.999+0.00 0.997+0.00 0.86440.21

GA-Planes

le+04 0.32740.04 0.485+0.04 0.605+£0.05 0.634+£0.04 0.5774+0.02 0.414+0.01 0.196£0.02 0.094£0.00 0.04540.00
3e+04  0.671£0.04 0.809+£0.06 0.796+£0.05 0.795£0.02 0.716£0.01 0.566+0.01 0.345+£0.01 0.175£0.01 0.078+0.02
le+05 0.8624+0.06 0.895+0.03 0.920+£0.02 0.910£0.01 0.870+0.01 0.774+0.00 0.604+£0.01 0.37540.02  0.28740.03
3e+05  0.953+£0.03  0.9554+0.02 0.981+0.00 0.978+0.00 0.966+0.00 0.9284+0.00 0.861+0.00 0.713+£0.01  0.65940.01
le+06  0.958+0.02 0.9654+0.01 0.985+0.00 0.9904+0.00 0.9854+0.00 0.966+0.00 0.9354+0.01 0.86040.01  0.81940.02
3e+06  0.9994+0.00 0.999+0.00 1.000£0.00 1.000£0.00 1.00040.00 1.000+0.00 1.000£0.00 1.000£0.00 1.0004-0.00

Instant-NGP

le+04 0.996+0.00 0.997+£0.00 0.991£0.00 0.924+0.02 0.606+£0.02 0.327£0.02 0.153+£0.01 0.085+0.00 0.042+0.00
3e+04  0.996+0.00 0.996+0.00 0.992+0.00 0.927+0.01 0.6184+0.03 0.328+0.02 0.153+£0.01  0.085+0.00 0.04240.00
le+05  0.9974£0.00 0.997+0.00 0.992+0.00 0.917+£0.02 0.6184+0.02 0.328+0.02 0.153+£0.01  0.085+0.00  0.04240.00
3e+05 0.996+£0.00 0.997+£0.00 0.994+0.00 0.925+£0.01 0.614+£0.03 0.329+0.02 0.153+£0.01 0.085+0.00 0.042+0.00
le+06  0.9964+0.00 0.997+0.00 0.993+£0.00 0.933+£0.01 0.610+0.02 0.328+0.02 0.153+£0.01  0.085+0.00 0.04240.00
3e+06  0.997£0.00 0.9974+0.00 0.993+0.00 0.919+0.02 0.627+£0.01 0.32840.02 0.153+0.01  0.085+0.00 0.042+0.00

GSplat

le+04  0.0994+0.01 0.118+0.02 0.172£0.03 0.254+0.03  0.3364+0.02 0.351+0.02 0.299+0.01  0.211£0.01  0.08240.00
3e+04 0.176+£0.03 0.188+£0.02 0.229+0.03 0.287+£0.03 0.373+£0.01 0.466+0.01 0.499+£0.01 0.432+0.01 0.174£0.00
le+05 0.416+0.01 0.462+0.03 0.471£0.02 0.513£0.03 0.608+0.02 0.734+0.01 0.789+0.02 0.750£0.01  0.396+-0.00
3e+05 0.858+0.02 0.8794+0.01 0.897+0.01 0.926+0.01 0.947+£0.01 0.971+0.00 0.980+0.01 0.962+0.01  0.713+0.00
le+06  0.983+0.01 0.9854+0.01 0.986+0.01 0.986+0.01 0.9884+0.01 0.993+0.01 0.998+0.00 0.99740.00 0.93440.01
3e+06  0.8044+0.24 0.807+0.23 0.776+£0.27 0.833£0.20 0.8824+0.14 0.915+0.10 0.934+0.08 0.95640.05 0.739+0.29

BACON

le+04 1.000£0.00 0.999+0.00 0.998+0.00 0.997+£0.00 0.997+£0.00 0.818+0.01 0.253+0.00 0.109+0.00 0.048+0.00
3e+04  1.00040.00 1.000£0.00 0.999£0.00 0.999£0.00 0.9984+0.00 0.996+0.00 0.664+£0.00 0.22440.00 0.07940.00
le+05 1.000£0.00 1.0004£0.00 1.000£0.00 1.000£0.00 0.99940.00 0.99940.00 0.99640.00 0.6514+0.00 0.2233-0.00
3e+05  1.0004£0.00 1.000+0.00 1.000£0.00 1.000£0.00 1.00040.00 1.000+0.00 1.000£0.00 0.988+0.00 0.548+0.00
le+06  1.00040.00 1.000+0.00 1.000£0.00 1.000£0.00 1.00040.00 1.000£0.00 1.000£0.00 1.000£0.00  1.0004-0.00
3e+06  1.000£0.00 1.0004£0.00 1.000+0.00 1.000£0.00 1.000£0.00 1.000+0.00 1.0000.00 1.000£0.00  1.000£0.00

Grid
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Table 10: Comparison of model performance across bandwidths on 2D Bandlimited signal (LPIPS).

Model

Size

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

FEN

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.60510.04
0.59240.01
0.412+0.01
0.38540.02
0.20540.03
0.01240.00

0.60310.03
0.58340.01
0.404+0.01
0.35440.01
0.16240.04
0.00740.00

0.628+0.04
0.588+0.02
0.406+0.01
0.348+0.00
0.15740.02
0.004+0.00

0.666+0.03
0.57640.02
0.395+0.01
0.341+0.01
0.11240.03
0.00240.00

0.608+0.05
0.45940.03
0.36240.02
0.16440.02
0.02240.01
0.00140.00

0.598+0.05
0.45040.02
0.144+0.02
0.022+0.00
0.003%0.00
0.001+0.00

0.595+0.05
0.45340.01
0.187+0.01
0.02940.00
0.00240.00
0.00140.00

0.68010.04
0.55940.01
0.40340.01
0.168+0.01
0.02640.00
0.00440.00

0.887+0.05
0.81140.01
0.677+0.01
0.461+0.02
0.338+0.01
0.213+0.04

SIREN

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.47940.03
0.47040.10
0.56010.06
0.63440.07
0.79440.07
0.684+0.18

0.46940.03
0.48040.10
0.53610.11
0.74940.10
0.828+0.09
0.73740.17

0.44240.02
0.447+£0.12
0.478+0.07
0.68040.08
0.881+0.12
0.809+0.10

0.41840.05
0.47140.17
0.35740.07
0.64640.10
0.997+0.09
0.80140.15

0.31540.06
0.28740.18
0.29740.18
0.67740.15
0.84310.15
0.85610.10

0.43310.08
0.337+0.18
0.273+0.18
0.54940.09
0.902+0.08
0.725+0.17

0.63540.01
0.4924+0.02
0.341+0.10
0.52740.06
0.661+0.11
0.510+0.23

0.77440.01
0.65240.02
0.57040.02
0.60240.03
0.63410.04
0.57740.12

0.946+0.01
0.863+0.03
0.807+0.01
0.75610.02
0.603+0.12
0.219+0.20

WIRE

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.549+0.01
0.52540.01
0.474+0.01
0.42610.01
0.38340.01
0.369+0.02

0.54540.01
0.52640.01
0.478+0.01
0.41940.01
0.36740.01
0.3384+0.04

0.562+0.01
0.54340.01
0.477+0.01
0.414+0.01
0.32610.01
0.314+0.01

0.580+0.01
0.54740.02
0.447+0.02
0.41340.02
0.26040.04
0.248+0.03

0.50540.01
0.46240.02
0.37440.02
0.35610.02
0.07740.02
0.106+0.04

0.496+0.01
0.37240.01
0.222+0.01
0.115+0.01
0.01540.00
0.015+0.01

0.559+0.01
0.44240.00
0.198+0.02
0.04140.00
0.01540.01
0.00940.00

0.63740.00
0.54140.01
0.39540.01
0.23610.01
0.050+0.00
0.038+0.00

0.844+0.00
0.76740.01
0.670+0.01
0.596+0.01
0.47040.01
0.382+0.00

GA-Planes

le+04
3e+04
1e+05
3e+05
le+06
3e+06

0.03240.05
0.00440.00
0.00620.00
0.00840.00
0.01040.00
0.068+0.03

0.03440.05
0.00940.00
0.01240.00
0.01340.00
0.01440.00
0.078+0.05

0.12140.13
0.04440.01
0.044+0.01
0.04440.01
0.04040.01
0.09040.01

0.29940.13
0.1324+0.03
0.081+0.03
0.08140.02
0.059+0.01
0.182+0.04

0.53640.07
0.36940.05
0.13340.04
0.05540.01
0.02440.01
0.05040.02

0.6731+0.05
0.560+0.01
0.263+0.02
0.01540.01
0.004+0.00
0.005+0.00

0.61940.08
0.59640.05
0.411£0.01
0.14140.01
0.00540.00
0.003+0.00

0.62040.08
0.49840.03
0.40440.02
0.28240.01
0.03440.02
0.01140.01

0.667+0.12
0.521+0.02
0.388+0.01
0.288+0.01
0.225+0.19
0.138+0.14

Instant-NGP

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.71940.01
0.61610.01
0.528+0.04
0.47440.03
0.51940.03
0.07240.07

0.68140.01
0.57040.03
0.508+0.03
0.47440.05
0.52940.02
0.018+0.02

0.690+0.02
0.609+0.02
0.508+0.03
0.434+0.01
0.46410.04
0.012+0.01

0.729+0.01
0.62740.01
0.545+0.01
0.436+0.02
0.40240.03
0.00340.00

0.668+0.01
0.59140.01
0.50340.01
0.46610.02
0.41540.02
0.0004:0.00

0.653+0.01
0.606+0.01
0.527+0.01
0.473+0.01
0.424+0.02
0.000+0.00

0.653+0.02
0.60940.01
0.51140.00
0.443+0.01
0.39840.01
0.00040.00

0.69540.02
0.606+0.01
0.55540.01
0.458+0.01
0.36540.01
0.00040.00

0.872+0.01
0.61940.09
0.404+0.02
0.277+0.01
0.204+0.02
0.001+0.00

GSplat

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.023+0.01
0.008+0.00
0.01140.00
0.00740.00
0.0104:0.00
0.00640.00

0.038+0.01
0.05540.03
0.03140.01
0.036+0.01
0.02340.00
0.03840.00

0.102+0.02
0.112+0.02
0.09740.02
0.073+0.01
0.093+0.02
0.09940.01

0.290+0.03
0.29340.03
0.29340.03
0.284+0.02
0.268+0.02
0.28140.03

0.62240.01
0.60740.03
0.60740.01
0.61140.01
0.61740.01
0.59640.01

0.733+0.01
0.734+0.01
0.73740.01
0.734+0.00
0.733+0.01
0.73440.00

0.689+0.00
0.689+0.00
0.69240.00
0.691+0.00
0.690+0.00
0.69340.00

0.72240.00
0.72240.00
0.72340.00
0.72240.00
0.72440.00
0.72440.00

0.895+0.00
0.895+0.00
0.895+0.00
0.895+0.00
0.895+0.00
0.895+0.00

BACON

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.72040.02
0.69340.01
0.624+0.01
0.50540.03
0.46440.07
0.361+0.24

0.73610.01
0.71040.02
0.62940.01
0.508+0.02
0.44240.07
0.3574+0.22

0.775+0.01
0.76740.02
0.688+0.01
0.501+0.01
0.43040.09
0.307+0.30

0.838+0.01
0.81240.02
0.696+0.02
0.482+0.01
0.42540.11
0.297+0.27

0.76740.01
0.71740.02
0.58740.02
0.50140.03
0.33240.16
0.258+0.31

0.687+0.01
0.63040.01
0.515+0.01
0.322+0.02
0.117+0.12
0.213+0.26

0.554+0.01
0.50640.01
0.404+0.02
0.150%0.03
0.02540.02
0.155+0.19

0.46740.01
0.41940.00
0.33440.01
0.11940.01
0.01540.01
0.10540.12

0.622+0.01
0.55140.01
0.462+0.00
0.305+0.00
0.14040.01
0.241+0.21

Grid

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.02340.00
0.00540.00
0.000+0.00
0.000+0.00
0.0002:0.00
0.00020.00

0.04740.01
0.01840.00
0.001£0.00
0.0004:0.00
0.00040.00
0.00020.00

0.061+0.00
0.042+0.01
0.00240.00
0.001+0.00
0.00020.00
0.000+0.00

0.038+0.00
0.07540.00
0.00540.00
0.00240.00
0.000£0.00
0.00040.00

0.01440.00
0.03140.00
0.01240.00
0.008+0.00
0.0004-0.00
0.0002:0.00

0.293+0.00
0.018+0.00
0.01120.00
0.017+0.00
0.000+0.00
0.00020.00

0.60240.00
0.38140.00
0.01740.00
0.003+0.00
0.00020.00
0.00040.00

0.716+0.00
0.54940.00
0.34640.00
0.036+0.00
0.0004-0.00
0.00020.00

0.895+0.00
0.754+0.00
0.59440.00
0.474+0.00
0.001+0.00
0.00020.00
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Table 11: Comparison of model performance across bandwidths on 2D Sierpinski signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04 15.83 1466  17.18 17.87 1794 1646 1532 1471 14.72
3e+04  30.63 3026 2999 2944 2860 2721 2504 2278 2251
le+05 34.65 3497 3517 3568 3458 3251 3132 2842 2801

FEN 3e+05 3759 3695  37.13 3889 4145 3955 3754 3337  32.03
le+06 43.01 4447 4380 4542 4856 4525 4228 3838  38.03
3e+06 4831 4644 4732 3730 3632 3558 3220 23.60 2244
le+04 27.17 2478  23.14 2130 1957 17.88 15.37 14.83 14.83
3e+04 28.84 2724 2541 2354 2173 19.97  18.28 16.70  16.68
SIREN le+05 30.75 2859 2593 2642 20.18 1529 19.04 1942 1817
3e+05  28.11 2589 2275 18.46  19.49 16.94 1691 17.57 16.76
le+06  11.34  10.60 1397  10.61 17.39  20.80  16.97 11.19 1430
3e+06 41.83  31.80 1949 1961 3750 2232 1687 3759  41.56
le+04 24.66 2377 2220 2076  19.21 17.71 1626 15.53 15.54
3e+04 28.00 26.71 2531 2382 2223 2054 1899 17.64 17.62
WIRE le+05  31.17 2994 2845 2699 2534 2374 2213 2081 20.63
3e+05  34.17 3273 3143 2978 2796 2610 2445 2291 2261
le+06 3567 34.16 33.00 3125 2939 27.68 2627 2509 2512
3e+06 3557 3432 3232 3097 29.07 2737 2609 2563 2535
le+04 3792 40.74 4552 4560 4543 3376 31.72 3157 30.01
3e+04  50.84 5648 4495  54.61 50.80 51.76 4247 4044 3745
GA-Planes le+05 58.00 58.68 6022 61.74 5988 5552 61.68 5590  49.81

3e+05 5736 56.56 5979 63.84 6255 5587 6437 6733  66.11
le+06 5557 5346 5587 5857 61.19 6045 6184 5790 59.63
3e+06  59.03  55.02 60.83 6165 5804 6154 5490 5253  56.59

le+04  12.42 12.67 13.91 14.22 14.34 13.85 13.47 13.53 13.56
3e+04  31.41 30.44 3235 2743 2474 2125 18.60 17.48 17.65
le+05 4749 6231 6252 5886 5883 4488 3601 3244 3051
3e+05 6243 6373 6376 59.03 6038 5340 56.50 59.19  68.86
le+06 6592 6645 65.04 7098 64.84 5537 5405 5231 5233
3e+06  71.07  66.84 69.65 6995 79.64 7371 80.05  84.06  80.65

le+04  25.71 24.04  20.03 17.74 14.21 13.38 13.25 12.88 12.79
3e+04 2612 2377  21.39 18.84 15.92 14.65 13.93 13.49 13.48
le+05 2570 2419  21.16 19.14  17.07 15.23 14.38 14.41 14.07

Instant-NGP

GSplat 3e405 2492 2391 2107 1932 1799 1633 1500 1480  14.71
1406 2474 2466 2044 1965 1799 1657 1549 1506 1487
3e406 2474 2405 2173 1943 1732 1676 1551 1487  14.96
le+04 1091 1081 IL11 1126 1200 1235 1258 1268 1268
3e+04 1391 1432 1451 1460 1525 1543 1548 1527 1514

sacon  leH05 2173 2103 2193 2224 2239 2195 2141 2062 2058
3e+05 3178 3097 3015 2070 2879 2782 2655 2531 2502
le+06 3576 3403 3350 3220 3092 2989 2866 2696  26.62
3c406 3093 3020 2887 2750 2662 2519 2363 2320 2304
lo+04 2593 2417 2242 2065 1886 1738 1497 1463 1463
3e+04 2860 2686 2519 2344 2180 1993 1829 1654  16.53

Grid 1e+05 3130 2970 2787 2617 2450 2285 2132 1998 1983

3e+05  34.01 3258 3092 2931 2756 2592 2441 2312 22.89
le+06 5998  54.19 5385 5321 5198 5082 4925 48.63 4761
3e+06 137.76  139.00 140.24 14146 142.64 143.74 144.64 145.19 14520
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Table 12: Comparison of model performance across bandwidths on 2D Sierpinski signal (SSIM).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04 0.365 0207 0406 0.546 0.609 0.538 0.505 0.495 0.508
3e+04 0.838 0.870 0901 0917 0.933 0949 0960 0.955 0.949
le+05 0.858 0.900 0.954 0.970 0.968 0973 0973 0.985 0.982
3e+05 0.922 0914 0867 0.938 0974 0970 0.993 0.957 0.981
le+06 0.984 0.981 0.979 0.978 0.998 0.998 0.999 0.998 0.995
3e+06  0.998 0.996 0993 0.885 0.822 0.804 0.691 0.817 0.735

le+04 0.871 0.731 0.636 0.531 0458 0.519 0.374 0398 0.390
3e+04 0.789 0.746 0.705 0.595 0.507 0.453 0344 0.346 0.347
le+05 0.870 0811 0.673 0.735 0414 0285 0.796 0.463 0.389
3e+05 0.759 0.766 0.530 0.339 0.388 0243 0313 0.297 0.303
le+06 0.064 0.034 0.041 0.027 0.248 0350 0.185 0.048 0.214
3e+06 0.870 0.524 0220 0.175 0.690 0.320 0.251 0.705 0.934

le+04 0490 0.458 0408 0.363 0329 0.310 0.305 0.298 0.302
3e+04  0.591 0.542 0495 0437 0385 0338 0310 0.286 0.288
le+05 0.753 0.732  0.670 0.615 0.536 0.481 0427 0372 0.371
3e+05 0.889 0.860 0.816 0.748 0.686 0.618 0.584 0.558 0.537
le+06 0.926 0.886 0.865 0.811 0.745 0.663 0.610 0.536 0.545
3e+06  0.939 0921 0.887 0.850 0.807 0.723 0.658 0.604 0.595

le+04 0995 0986 0.998 0.999 0999 0.938 0.994 0.994 0.990
3e+04  0.999 1.000 0.994 1.000 1.000 1.000 1.000 0.999 0.999
le+05 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000
3e+05  0.999 0.999 0.999 1.000 1.000 0.999 1.000 1.000 1.000
le+06  0.995 0.994 0.996 0.998 0.999 0.998 0.999 0.998 0.999
3e+06  0.997 0.980 0.999 0.999 0.999 1.000 0.998 0.996 1.000

le+04 0.183 0.183 0.211 0.228 0269 0.269 0.249 0.257 0.361
3e+04 0.757 0.836 0.687 0.866 0.746 0816 0.831 0.564 0.834
le+05 0984 0.999 0.999 1.000 1.000 1.000 0.995 0.989 0.981
3e+05 0.998 0.999 1.000 0.998 1.000 1.000 1.000 1.000 1.000
le+06  0.999 0.999 1.000 1.000 0.997 1.000 1.000 1.000 1.000
3e+06 1.000 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000

le+04 0937 0864 0.769 0.717 0.650 0.602 0.585 0.433 0.598
3e+04 0.940 0.877 0802 0.745 0.719 0.690 0.675 0.624 0.621
le+05 0935 0875 0.775 0.736 0.724 0.675 0.640 0.619 0.650
3e+05 0.922 0.866 0.771 0.737 0.731 0.711 0.690 0.687 0.688
le+06 0923 0873 0.755 0.725 0.712 0.697 0.706 0.678 0.693
3e+06 0.922 0.872 0.794 0.724 0.703 0.713 0.669 0.678 0.665

le+04 0.014 0.011 0.013 0.018 0.029 0.040 0.047 0.044 0.045
3e+04  0.027 0.029 0.032 0.044 0.067 0.098 0.118 0.118 0.114
le+05 0.122 0.100 0.124 0.152 0.178 0.207 0.225 0.245 0.238
3e+05 0.614 0.637 0.640 0.667 0.586 0.619 0.550 0.482 0.544
le+06 0916 0.849 0.867 0.827 0.7890 0.722 0.704 0.658 0.652
3e+06 0.505 0.453 0375 0.342 0335 0327 0330 0.330 0.326

le+04 0929 0.897 0.855 0.808 0.773 0.760 0.729 0.723 0.724
3e+04 0956 0934 0908 0.871 0.838 0.824 0.827 0.801 0.801
le+05 0977 0968 0.953 0.934 0913 0.902 0.909 0.904 0.903
3e+05 0.989 0985 0978 0.968 0.957 0949 0954 0.956 0.955
le+06  0.999 0.995 0.995 0.994 0993 0.993 0.994 0994 0.994
3e+06 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

FFEN

SIREN

WIRE

GA-Planes

Instant-NGP

GSplat

BACON

Grid

28



Table 13: Comparison of model performance across bandwidths on 2D Sierpinski signal (LPIPS).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04 0472 0491 0467 0460 0456 0489 0.503 0.499 0.501
3e+04  0.391 0.351 0296 0252 0.218 0209 0218 0.218 0.225
le+05 0.366 0.331 0245 0.153 0.134 0.127 0.152 0.125 0.139
3e+05 0.282 0.292 0262 0.226 0.123 0.088 0.089 0.166 0.157
le+06 0.219 0.203 0202 0.131 0.021 0.018 0.013 0.030 0.034
3e+06 0.096 0.066 0.055 0.297 0.323 0333 0382 0.361 0.396

le+04 0.390 0.440 0460 0483 0507 0.510 0.552 0.539 0.543
3e+04 0.360 0.386 0398 0418 0436 0460 0.487 0482 0.483
le+05 0.312 0331 0437 0.342 0503 0.557 0.377 0.409 0.496
3e+05 0.397 0414 0494 0.544 0.537 0560 0.550 0.537 0.546
le+06 0.703 0.737 0.655 0.722 0.567 0.490 0.594 0.662 0.601
3e+06 0.317 0.460 0558 0.548 0.314 0492 0.547 0.304 0.246

le+04 0.503 0.503 0.516 0.526 0.547 0.566 0.568 0.561 0.562
3e+04 0448 0444 0446 0457 0467 0489 0510 0.515 0.514
le+05 0.378 0368 0.373 0.376 0385 0.389 0412 0421 0428
3e+05 0.336 0.340 0348 0.370 0.373 0388 0.396 0.401 0.406
le+06 0.335 0.345 0326 0.332 0339 0353 0370 0.373 0.373
3e+06  0.290 0.289 0292 0.300 0.306 0.321 0.339 0.339 0.341

le+04 0.102 0.094 0.032 0.011 0.025 0.103 0.043 0.048 0.054
3e+04 0.018 0.003 0.027 0.002 0.001 0.001 0.002 0.001 0.002
le+05 0.003 0.012 0.003 0.002 0.001 0.001 0.001 0.001 0.001
3e+05 0.031 0.038 0.015 0.003 0.002 0.003 0.001 0.000 0.001
le+06 0.086 0.092 0.045 0.016 0.008 0.013 0.008 0.012 0.009
3e+06 0.012 0.004 0.009 0.004 0.006 0.002 0.005 0.018 0.001

le+04 0.669 0.651 0.629 0.630 0.624 0.630 0.621 0.611 0.585
3e+04 0.382 0.354 0233 0.282 0405 0353 0361 0.388 0.327
le+05 0.195 0.007 0.006 0.002 0.001 0.002 0.047 0.076 0.093
3e+05 0.017 0.008 0.005 0.004 0.001 0.006 0.003 0.001 0.001
le+06 0.006 0.003 0.003 0.001 0.002 0.001 0.001 0.001 0.001
3e+06 0.001 0.001 0.001 0.002 0.000 0.001 0.000 0.000 0.000

le+04 0.126 0.182 0.251 0.263 0302 0.317 0.311 0318 0311
3e+04 0.138 0.181 0224 0255 0.287 0309 0312 0315 0.313
le+05 0.132 0.181 0.236 0.258 0273 0311 0.325 0324 0318
3e+05 0.138 0.170 0234 0.252 0.265 0.300 0.317 0.313 0.309
le+06 0.140 0.168 0.230 0.250 0.275 0.303 0.303 0.301 0.301
3e+06 0.134 0.158 0223 0.256 0.282 0294 0.319 0.300 0.305

le+04 0.714 0.710 0.703 0.716 0.696 0.696 0.684 0.675 0.672
3e+04  0.660 0.664 0.664 0.666 0.662 0.653 0.634 0.614 0.613
le+05 0.562 0.568 0.549 0.527 0.498 0.479 0470 0453 0.455
3e+05 0413 0437 0424 0365 0352 0341 0355 0.357 0.352
le+06 0.335 0352 0.320 0.325 0317 0319 0326 0332 0.332
3e+06 0461 0.469 0469 0450 0436 0422 0419 0424 0421

le+04 0.119 0.164 0207 0.230 0253 0.265 0.281 0.281 0.283
3e+04  0.069 0.098 0.125 0.149 0.147 0.180 0.184 0.202 0.203
le+05 0.053 0.073 0.094 0.108 0.106 0.111 0.125 0.124 0.125
3e+05 0.038 0.053 0.065 0.073 0.071 0.078 0.080 0.075 0.076
le+06 0.002 0.011 0.011 0.011 0.010 0.009 0.009 0.008 0.009
3e+06 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Figure 10: 2D Star Target overfitting outputs (top) and error maps (bottom). As the signal
transitions to higher frequencies toward the center of the Star Target, most models incur larger
reconstruction errors (visualized in the lower figure via pixelwise PSNR). The error maps visually
reveal the implicit biases of each model, illustrating which regions (e.g., background, constant regions,
edges) are best captured by each model at each level of compression. Detailed quantitative results are

in Tables |E| to @
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Table 14: Comparison of model performance across bandwidths on 2D Star Target signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04  15.83 1466 1718 17.87 1794 1646 1532 1471 14.72
3e+04  30.63 3026 2999 2944 2860 2721 2504 2278 2251
le+05 34.65 3497 3517 3568 3458 3251 3132 2842 2801

FFN 3e+05  37.59 3695  37.13 3889 4145 3955 3754 3337 3203
le+06  43.01 4447 4380 4542 4856 4525 4228 3838  38.03
3e+06 4831 4644 4732 3730 3632 3558 3220 23.60 2244
le+04 27.17 2478  23.14 2130 1957 17.88  15.37 14.83 14.83
3e+04 28.84 2724 2541 2354 2173 19.97 1828 16.70  16.68
SIREN le+05  30.75 2859 2593 2642  20.18 15.29 19.04 19.42 18.17
3e+05 2811 2589 2275 1846 1949 1694 1691 17.57 16.76
le+06  11.34  10.60  13.97  10.61 17.39  20.80 1697 11.19 1430
3e+06 41.83  31.80 1949 19.61 3750 2232 1687 37.59 41.56
le+04 2466  23.77 2220 2076  19.21 17.71 1626 15.53 15.54
3e+04  28.00  26.71 25.31 23.82 2223 2054 1899 17.64  17.62
WIRE le+05 31.17 2994 2845 2699 2534 2374 2213  20.81 20.63
3e+05  34.17 3273 3143 2978 2796 2610 2445 2291 2261
le+06 3567 3416 33.00 3125 2939 27.68 2627 2509 2512
3e+06 3557 3432 3232 3097 29.07 2737 2609 2563 @ 25.35
le+04 3792 40.74 4552 4560 4543 3376 31.72 3157  30.01
3e+04  50.84 5648 4495  54.61 50.80 51.76 4247 4044 3745
GA-Planes le+05 58.00 58.68 60.22 61.74 59.88 5552 6168 5590 49.81

3e+05 5736 56.56 5979 63.84 6255 5587 6437 6733  66.11
le+06 5557 5346 5587 5857 61.19 6045 6184 5790 59.63
3e+06  59.03  55.02 6083 6165 58.04 6154 5490 5253  56.59

le+04  12.42 12.67 13.91 14.22 14.34 13.85 13.47 13.53 13.56
3e+04  31.41 30.44 3235 2743 2474 2125 18.60 1748  17.65
le+05 4749 6231 6252 5886 5883 4488 3601 3244 3051
3e+05 6243  63.73 6376  59.03 6038 5340 56.50 59.19  68.86
le+06 6592 6645 65.04 7098 6484 5537 5405 5231 52.33
3e+06  71.07  66.84  69.65 6995 79.64 7371 80.05  84.06  80.65

le+04  25.71 24.04  20.03 17.74 14.21 13.38 13.25 12.88 12.79
3e+04  26.12 2377 2139 18.84 15.92 14.65 13.93 13.49 13.48
le+05 2570 2419  21.16 19.14 17.07 15.23 14.38 14.41 14.07

Instant-NGP

GSplat 3e+05 2492 2391  21.07 1932 1799  16.33 15.00 14.80 1471
le+06 2474  24.66  20.44 19.65 17.99 16.57 1549  15.06 14.87
3e+06 2474 2405 2173 19.43 17.32 16.76 15.51 14.87  14.96
le+04 1091 10.81 11.11 11.26 1200 1235 12.58 12.68  12.68
3e+04 1391 1432 1451 14.60  15.25 15.43 15.48 1527  15.14

BACON le+05 21.73  21.03 2193 2224 2239 2195 2141 2062 2058
3e+05  31.78 3097  30.15 2970 2879  27.82 2655 2531 25.02
le+06 3576  34.03 3350 3220 3092 2989 28.66 2696  26.62
3e+06 3093 3020 2887 2750 26.62 2519 23.63 2320 23.04
le+04 2593  24.17 2242 2065 1886 1738 1497  14.63 14.63
3e+04  28.69 2686 25.19 2344 2180 19.93 1829 1654 1653

Grid le+05 31.30  29.70  27.87 26.17 2450 2285 2132 1998  19.83

3e+05  34.01 3258 3092 2931 2756 2592 2441 2312 2289
le+06  59.98 5419 53.85 5321 5198 50.82 4925 48.63  47.61
3e+06 137.76  139.00 140.24 141.46 142.64 14374 144.64 14519 14520
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Table 15: Comparison of model performance across bandwidths on 2D Star Target signal (SSIM).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04 0.365 0207 0406 0.546 0.609 0.538 0.505 0.495 0.508
3e+04 0.838 0.870 0901 0917 0.933 0949 0960 0.955 0.949
le+05 0.858 0.900 0.954 0.970 0.968 0973 0973 0.985 0.982
3e+05 0.922 0914 0867 0.938 0974 0970 0.993 0.957 0.981
le+06 0.984 0.981 0.979 0.978 0.998 0.998 0.999 0.998 0.995
3e+06  0.998 0.996 0993 0.885 0.822 0.804 0.691 0.817 0.735

le+04 0.871 0.731 0.636 0.531 0458 0.519 0.374 0398 0.390
3e+04 0.789 0.746 0.705 0.595 0.507 0.453 0344 0.346 0.347
le+05 0.870 0811 0.673 0.735 0414 0285 0.796 0.463 0.389
3e+05 0.759 0.766 0.530 0.339 0.388 0243 0313 0.297 0.303
le+06 0.064 0.034 0.041 0.027 0.248 0350 0.185 0.048 0.214
3e+06 0.870 0.524 0220 0.175 0.690 0.320 0.251 0.705 0.934

le+04 0490 0.458 0408 0.363 0329 0.310 0.305 0.298 0.302
3e+04  0.591 0.542 0495 0437 0385 0338 0310 0.286 0.288
le+05 0.753 0.732  0.670 0.615 0.536 0.481 0427 0372 0.371
3e+05 0.889 0.860 0.816 0.748 0.686 0.618 0.584 0.558 0.537
le+06 0.926 0.886 0.865 0.811 0.745 0.663 0.610 0.536 0.545
3e+06  0.939 0921 0.887 0.850 0.807 0.723 0.658 0.604 0.595

le+04 0995 0986 0.998 0.999 0999 0.938 0.994 0.994 0.990
3e+04  0.999 1.000 0.994 1.000 1.000 1.000 1.000 0.999 0.999
le+05 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000
3e+05  0.999 0.999 0.999 1.000 1.000 0.999 1.000 1.000 1.000
le+06  0.995 0.994 0.996 0.998 0.999 0.998 0.999 0.998 0.999
3e+06  0.997 0.980 0.999 0.999 0.999 1.000 0.998 0.996 1.000

le+04 0.183 0.183 0.211 0.228 0269 0.269 0.249 0.257 0.361
3e+04 0.757 0.836 0.687 0.866 0.746 0816 0.831 0.564 0.834
le+05 0984 0.999 0.999 1.000 1.000 1.000 0.995 0.989 0.981
3e+05 0.998 0.999 1.000 0.998 1.000 1.000 1.000 1.000 1.000
le+06  0.999 0.999 1.000 1.000 0.997 1.000 1.000 1.000 1.000
3e+06 1.000 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000

le+04 0937 0864 0.769 0.717 0.650 0.602 0.585 0.433 0.598
3e+04 0.940 0.877 0802 0.745 0.719 0.690 0.675 0.624 0.621
le+05 0935 0875 0.775 0.736 0.724 0.675 0.640 0.619 0.650
3e+05 0.922 0.866 0.771 0.737 0.731 0.711 0.690 0.687 0.688
le+06 0923 0873 0.755 0.725 0.712 0.697 0.706 0.678 0.693
3e+06 0.922 0.872 0.794 0.724 0.703 0.713 0.669 0.678 0.665

le+04 0.014 0.011 0.013 0.018 0.029 0.040 0.047 0.044 0.045
3e+04  0.027 0.029 0.032 0.044 0.067 0.098 0.118 0.118 0.114
le+05 0.122 0.100 0.124 0.152 0.178 0.207 0.225 0.245 0.238
3e+05 0.614 0.637 0.640 0.667 0.586 0.619 0.550 0.482 0.544
le+06 0916 0.849 0.867 0.827 0.7890 0.722 0.704 0.658 0.652
3e+06 0.505 0.453 0375 0.342 0335 0327 0330 0.330 0.326

le+04 0929 0.897 0.855 0.808 0.773 0.760 0.729 0.723 0.724
3e+04 0956 0934 0908 0.871 0.838 0.824 0.827 0.801 0.801
le+05 0977 0968 0.953 0.934 0913 0.902 0.909 0.904 0.903
3e+05 0.989 0985 0978 0.968 0.957 0949 0954 0.956 0.955
le+06  0.999 0.995 0.995 0.994 0993 0.993 0.994 0994 0.994
3e+06 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Table 16: Comparison of model performance across bandwidths on 2D Star Target signal (LPIPS).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04 0472 0491 0467 0460 0456 0489 0.503 0.499 0.501
3e+04 0.391 0351 0296 0.252 0.218 0209 0218 0.218 0.225
le+05 0.366 0.331 0245 0.153 0.134 0.127 0.152 0.125 0.139
3e+05 0.282 0.292 0262 0.226 0.123 0.088 0.089 0.166 0.157
le+06 0.219 0.203 0202 0.131 0.021 0.018 0.013 0.030 0.034
3e+06  0.096 0.066 0.055 0.297 0.323 0333 0.382 0.361 0.396

le+04 0390 0.440 0460 0.483 0507 0.510 0.552 0.539 0.543
3e+04 0.360 0.386 0398 0418 0436 0460 0487 0482 0483
le+05 0.312 0331 0437 0.342 0503 0.557 0.377 0.409 0.496
3e+05 0.397 0414 0494 0.544 0.537 0560 0.550 0.537 0.546
le+06 0.703 0.737 0.655 0.722 0.567 0.490 0.594 0.662 0.601
3e+06 0.317 0.460 0.558 0.548 0.314 0492 0.547 0.304 0.246

le+04 0.503 0.503 0.516 0.526 0.547 0.566 0.568 0.561 0.562
3e+04 0448 0444 0446 0457 0467 0489 0510 0.515 0514
le+05 0.378 0368 0.373 0.376 0385 0.389 0412 0421 0428
3e+05 0.336 0340 0348 0.370 0.373 0388 0.396 0.401 0.406
le+06 0.335 0.345 0326 0.332 0339 0353 0370 0.373 0.373
3e+06  0.290 0.289 0292 0.300 0.306 0.321 0.339 0.339 0.341

le+04 0.102 0.094 0.032 0.011 0.025 0.103 0.043 0.048 0.054
3e+04 0.018 0.003 0.027 0.002 0.001 0.001 0.002 0.001 0.002
le+05 0.003 0.012 0.003 0.002 0.001 0.001 0.001 0.001 0.001
3e+05 0.031 0.038 0.015 0.003 0.002 0.003 0.001 0.000 0.001
le+06 0.086 0.092 0.045 0.016 0.008 0.013 0.008 0.012 0.009
3e+06 0.012 0.004 0.009 0.004 0.006 0.002 0.005 0.018 0.001

le+04 0.669 0.651 0.629 0.630 0.624 0.630 0.621 0.611 0.585
3e+04 0.382 0.354 0233 0.282 0405 0353 0361 0.388 0.327
le+05 0.195 0.007 0.006 0.002 0.001 0.002 0.047 0.076 0.093
3e+05 0.017 0.008 0.005 0.004 0.001 0.006 0.003 0.001 0.001
le+06 0.006 0.003 0.003 0.001 0.002 0.001 0.001 0.001 0.001
3e+06 0.001 0.001 0.001 0.002 0.000 0.001 0.000 0.000 0.000

le+04 0.126 0.182 0.251 0.263 0302 0.317 0.311 0318 0.311
3e+04 0.138 0.181 0224 0.255 0.287 0309 0312 0.315 0.313
le+05 0.132 0.181 0.236 0.258 0273 0.311 0.325 0324 0318
3e+05 0.138 0.170 0234 0.252 0.265 0.300 0.317 0.313 0.309
le+06 0.140 0.168 0.230 0.250 0275 0.303 0.303 0.301 0.301
3e+06 0.134 0.158 0223 0.256 0.282 0294 0319 0.300 0.305

le+04 0.714 0.710 0.703 0.716 0.696 0.696 0.684 0.675 0.672
3e+04  0.660 0.664 0.664 0.666 0.662 0.653 0.634 0.614 0.613
le+05 0.562 0.568 0.549 0.527 0.498 0479 0470 0453 0455
3e+05 0413 0437 0424 0365 0352 0341 0355 0.357 0.352
le+06 0335 0352 0.320 0.325 0317 0319 0326 0332 0.332
3e+06 0461 0.469 0.469 0450 0436 0422 0419 0424 0421

le+04 0.119 0.164 0.207 0.230 0253 0.265 0.281 0.281 0.283
3e+04  0.069 0.098 0.125 0.149 0.147 0.180 0.184 0.202 0.203
le+05 0.053 0.073 0.094 0.108 0.106 0.111 0.125 0.124 0.125
3e+05 0.038 0.053 0.065 0.073 0.071 0.078 0.080 0.075 0.076
le+06 0.002 0.011 0.011 0.011 0.010 0.009 0.009 0.008 0.009
3e+06 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Figure 11: 3D Spheres overfitting with bandwidth = 0.5 (top) and model size = 1 x 104 (bottom).
FFN and Instant-NGP struggle to fit the 3D Spheres in the most compressed settings, while BACON
suffers instability at large model sizes. Detailed quantitative results are in Tables and@
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Table 17: Comparison of model performance across bandwidths on 3D Spheres signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
le+04  11.28+0.16  10.96+£0.09  10.87+0.04  10.84+0.04  10.81+£0.04  10.81+0.04  10.80+£0.04  10.79+0.03 10.7840.04
3e+04  12.0440.41 11.49£0.13 11.36%0.15 11.33£0.17 11.2840.17 11.28+0.16 11.26+0.17 11.2840.18 11.2840.15
FEN le+05  15.31+0.56  14.06+0.21 13.8440.21 13.77+0.21 13.7740.17  13.72+£0.16 ~ 13.69+0.16 ~ 13.67+0.17  13.67+0.17
3e+05  27.95+1.37 2435139  23.86+1.54  23.79+1.21 23.594+1.29  23.51+1.29  23.57+129  23.45+1.40 23.21+1.34
le+06  56.65+7.55  51.80+£3.51  51.58+4.73  51.17+6.68  51.88+4.47  54.78+5.87  52.5545.13  52.25+4.95  53.114+4.82
3e+06  48.55+1.76  4595+£2.24 45464292  45.07£2.77  46.124£3.61  47.10£2.37  44.93+£2.74  46.46+1.93  46.39+1.26
le+04  18.52+1.36 14.53£0.29  13.29+0.14 12.35+0.08 11.78+0.05 11.41£0.03 11.19£0.02  11.04+0.02 10.94+0.01
3e+04  24.47+1.16  19.23+0.95 16.40+0.67  14.44+0.24  13.35+0.14 12.68+0.14  12.06+0.17 11.69+0.10  11.48+0.07
SIREN le+05  23.63+1.45  20.64+4.96  17.99+1.48 17.03£2.49  1529+£1.00  13.37£1.26 13.64+£0.56  13.34+0.23 12.70£0.30
3e+05  28.16+6.20  24.56+6.61 19.63+7.44  18.37£7.32  15.25+£3.04  17.66+4.96  13.91+2.37 12.584+2.67  13.17£0.91
le+06  18.62+9.74 17.9246.43 17.0248.05 15.9848.76  17.21+£5.82 11.66+5.05 13.9946.15 13.76+5.31 15.43+6.33
3e+06 24201549 23.59+16.42 19.62+17.23  30.14+£20.37 24.75+15.26 23.99+15.32 18.45+15.82 16.10+15.27  8.00+2.55
le+04  29.30+1.73  21.4240.95 14.3640.55 12.36+0.11 11.56+0.10  11.21£0.06  11.07+0.03 10.99+0.02  10.94+0.01
3e+04  34.1241.42  27.27+£1.57 18.0440.85 14.43+0.34  12.66+0.09 12.03£0.04  11.77£0.03 11.6540.03 11.56+0.03
WIRE le+05  37.94+2.67  24.59%1.11 18.2140.23 16.06+0.18 14.9740.12 14.41%0.07 14.08+0.06  13.89+0.07  13.74+0.06
3e+05  28.144+0.82  24.37+0.16  22.404+0.08  21.22+0.08  20.38+0.04  19.85+0.05 19.4440.04  19.16+0.03 18.93+0.05
le+06  36.82+0.44  34.15+£0.06  32.60+0.10  31.48+0.06  30.66+£0.06  30.07+0.07  29.64+0.09  29.21+0.06  28.8440.06
3e+06  54.014+1.78  40.08+0.60  37.61+0.24  36.05+0.11 34.804+0.40  33.89+0.21 33.364+0.38  32.33+£0.17  31.9640.30
le+04  29.73+4.47  25.6142.63 18.8440.92 14.68+0.14  12.89+0.07 12.05+£0.08  11.49+£0.20  11.34+0.14 11.17£0.12
3e+04  50.54+3.32  39.19+0.91 32.39+0.43  23.80+0.74  18.014+0.75  15.14+£0.20  13.6140.17 12.924+0.16  12.30+0.18
GA-Planes le+05  55.76+3.68  45.43+1.21 39.554+1.23  34.04+2.19  28.884+0.60  24.58+0.38  21.18+0.30  18.684+0.26  16.64+0.22
3e+05  61.3446.58  50.62+£1.60  46.14+2.05  40.44+£1.96  36.73£1.60  31.88+1.68  28.82+0.75  27.08+1.28  23.95£1.06
le+06  58.66+4.04  50.89+£3.37  47.70£2.11 42944125  39.24+£1.68  39.17+4.14  36.72+791 34.39+5.63  30.10£1.58
3e+06  63.69+5.67  50.67+£3.92  45.88+3.08  42.06+3.35  39.83+3.88  36.16+4.00  38.94+3.64  38.86+4.07  37.49+1.92
le+04  11.53+0.17  11.16%0.05 11.0240.02 10.93+0.01 10.8940.02 10.85+0.01 10.8340.01 10.84+0.01 10.8040.01
3e+04 12404022  11.87+0.08 11.6640.04 11.5240.04  11.41+0.02 11.34+0.07 11.2640.03 11.284+0.04  11.26+0.04
Instant-NGP le+05  17.1140.46 15.70+0.18 14.60+0.22 14.21+0.13 13.7040.11 13.42+0.18 13.27+0.18 13.15+0.13 13.04+0.20
3e+05  42.01+4.30  36.21+£3.20  31.58+1.17 28214230  27.88+£2.21  26.02+1.90  22.67+£0.77  22.15+£1.06  21.75+0.88
le+06  67.78+2.60  62.04+6.10  54.50+4.88  51.39+9.90  48.47+4.51  51.89+9.87  45.624+2.42  4553+4.02  45.474+6.80
3e+06  77.61+6.19  78.78+2.45  75.74+2.83  79.04+£3.45  78.57+3.13  77.86+3.53  78.67+£2.85  80.42+3.97  79.98+6.18
le+04  21.45+0.28  17.48+0.08 15.1840.05 13.4240.05 12.40+0.04  11.80+£0.02  11.44+0.02 11.2140.01 11.07+0.01
3e+04  23.5940.27 19.58+0.12  17.28+0.03 15.7240.02  14.35+£0.04  13.30+0.02 12.53+0.02 12.03+0.01 11.71£0.01
BACON le+05  25.60+0.30  21.60+£0.16  19.30+0.05 17.67+£0.06  16.6040.02 15.5340.05 14.55+0.04  13.81£0.03 13.2340.02
3e+05  17.2548.15 10.34+0.04  10.254+0.06  10.22+£0.06  10.184+0.07 10.17£0.06  10.15+0.07 10.14+0.07  10.13£0.06
le+06  6.76+0.10 6.72+0.14 6.75+0.14 6.77+0.13 6.78+0.12 6.81+0.15 6.82+0.13 6.82+0.14 6.84+0.14
3e+06  3.23+0.03 3.23+0.02 3.2240.03 3.2240.02 3.24+0.02 3.23+0.03 3.24+0.03 3.24+0.02 3.23+0.06
le+04  20.10+0.27  16.61+0.08 13.95+0.10  12.48+0.03 11.7440.03 11.35+0.01 11.1340.01 11.00£0.00  10.91+0.01
3e+04  21.96+0.26  18.51+£0.06  16.5540.03 14.72+0.01 13.3240.02 12.45+0.01 11.9040.01 11.56+0.00  11.34+0.01
Grid le+05  23.89+0.26  20.49+0.05 18.52+0.02 17.274£0.02 16.02+0.02 14.80+0.02 13.794£0.02  13.07+0.01 12.54+0.01
3e+05 26294026  22.87+£0.02  20.98+0.02  19.63+0.01 18.6540.02 17.82+0.01 16.9240.02 16.04+0.02  15.15+0.01
le+06  38.6840.70  35.51+0.33  33.644+0.24  32.30+£0.24  31.2740.15  30.15+£0.06  30.16+0.03  29.944+0.08  29.27+0.05
3e+06  147.03+0.18 146.03+0.06 145.34+0.02 144.79+0.02 144.29+0.01 143.84+0.03 143.434+0.02 143.05+£0.02 142.6840.02
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Table 18: Comparison of model performance across bandwidths on 3D Spheres signal (IoU).

Model

Size

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

FFN

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.04£0.05
0.2440.06
0.6140.04
0.98+0.01
1.004-0.00
1.004-0.00

0.0340.03
0.18+0.03
0.52+0.02
0.96+0.01
1.00+0.00
1.00+£0.00

0.03£0.03
0.184+0.03
0.5140.03
0.9540.02
1.004-0.00
1.004-0.00

0.0340.03
0.18+0.03
0.51+0.03
0.95+0.01
1.00+0.00
1.00+£0.00

0.03£0.03
0.184+0.03
0.5140.02
0.95+0.01
1.0040.00
1.004-0.00

0.0340.03
0.18+0.03
0.51+0.02
0.95+0.02
1.00+£0.00
1.00+£0.00

0.03£0.03
0.184+0.03
0.5040.02
0.954+0.02
1.004-0.00
1.004-0.00

0.0340.03
0.18+0.04
0.49+0.02
0.95+0.02
1.00+£0.00
1.00+£0.00

0.03£0.03
0.184+0.04
0.5040.02
0.94+0.02
1.00£0.00
1.004-0.00

SIREN

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.69+0.07
0.8940.02
0.874+0.02
0.874+0.20
0.554+0.40
0.631+0.45

0.49+0.03
0.75+0.03
0.74+0.21
0.85+0.11
0.61£0.37
0.55+0.41

0.40+0.01
0.61+0.06
0.69+0.08
0.65+0.28
0.534+0.38
0.4540.45

0.34+0.01
0.49+0.04
0.61£0.12
0.59+0.29
0.43+0.43
0.63+0.45

0.30+0.01
0.4240.02
0.524+0.07
0.51+0.19
0.554+0.37
0.6010.44

0.25+0.00
0.38+0.01
0.40+0.08
0.60+0.31
0.25+0.29
0.63+0.45

0.21+0.01
0.34+0.02
0.4440.04
0.43+0.13
0.374+0.38
0.38+0.39

0.17+0.01
0.29+0.01
0.42+0.02
0.36+0.16
0.41£0.34
0.36+0.37

0.13+0.01
0.27+0.01
0.384+0.02
0.394+0.06
0.54+0.37
0.13+0.09

WIRE

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.9610.01
0.9940.00
1.004-0.00
0.9940.00
1.004-0.00
1.004-0.00

0.83+0.04
0.94+0.02
0.90+0.02
0.96+0.00
1.00+0.00
1.00+£0.00

0.4740.05
0.6740.05
0.6240.01
0.884+0.00
1.004-0.00
1.004-0.00

0.34+0.01
0.44+0.02
0.50+0.01
0.80+0.01
1.00+0.00
1.00+£0.00

0.2740.01
0.35+0.01
0.4540.00
0.7440.00
1.004-0.00
1.004-0.00

0.21£0.02
0.31£0.00
0.43+0.00
0.70+£0.00
1.00+£0.00
1.00+£0.00

0.1840.01
0.2940.00
0.4140.00
0.67+0.00
1.004-0.00
1.0040.00

0.15+0.01
0.27+0.00
0.41£0.00
0.65+0.00
1.00+£0.00
1.00+£0.00

0.14+0.01
0.2740.00
0.4040.00
0.64+0.00
1.0040.00
1.0040.00

GA-Planes

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.9540.03
1.004-0.00
1.004-0.00
1.0040.00
1.0040.00
1.004-0.00

0.93+0.06
1.00+0.00
1.00+£0.00
1.00+0.00
1.00+£0.00
1.00+0.00

0.76+0.07
0.9940.00
1.004-0.00
1.004-0.00
1.0040.00
1.004-0.00

0.56+0.01
0.93+0.02
1.00+£0.00
1.00+0.00
1.00+£0.00
1.00+£0.00

0.4240.01
0.78+0.07
0.9940.00
1.004-0.00
1.004-0.00
1.004-0.00

0.33£0.01
0.63+0.03
0.9640.00
0.99+0.00
1.00+£0.00
1.00+£0.01

0.2440.04
0.5140.02
0.9240.00
0.98+0.00
0.9940.00
1.004-0.00

0.22+0.03
0.45+0.03
0.85+0.01
0.98+0.01
0.99+0.01
1.00+0.00

0.184+0.03
0.35+0.03
0.754+0.02
0.95+0.01
0.9940.00
1.004-0.00

Instant-NGP

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.1440.01
0.294+0.01
0.67+0.02
1.004-0.00
1.004-0.00
1.004-0.00

0.13£0.01
0.2640.00
0.63+0.02
1.0040.00
1.00+0.00
1.004:0.00

0.1140.01
0.2440.01
0.5540.03
0.9940.00
1.004-0.00
1.0040.00

0.09+0.01
0.23+0.01
0.53+0.02
0.98+0.01
1.00+£0.00
1.0040.00

0.0740.01
0.204+0.02
0.48+0.01
0.98+0.01
1.004-0.00
1.004-0.00

0.05+0.01
0.20+£0.02
0.45+0.03
0.97+0.01
1.00+£0.00
1.004:0.00

0.05+0.01
0.184+0.01
0.44+0.03
0.94+0.01
1.004-0.00
1.004-0.00

0.06+0.01
0.18+0.01
0.43+0.02
0.92+0.01
1.00+£0.00
1.004:0.00

0.04+0.02
0.20+0.01
0.41+0.02
0.924+0.02
1.0040.00
1.004-0.00

BACON

le+04
3e+04
le+05
3e+05
le+06
3e+06

0.7740.01
0.8240.01
0.88+0.01
0.4240.41
0.0840.00
0.08+0.00

0.6240.02
0.69+0.02
0.76+0.01
0.08+0.00
0.08+0.00
0.08+0.00

0.5240.01
0.60+0.01
0.66+0.01
0.0740.01
0.0840.00
0.08+0.00

0.42+0.00
0.52+0.01
0.59+0.01
0.07+0.01
0.08+0.00
0.08+0.00

0.36+0.01
0.46+0.01
0.5540.02
0.0740.00
0.084+0.00
0.08+0.00

0.30+0.01
0.41+0.01
0.49+0.01
0.07+0.00
0.08+0.00
0.08+0.00

0.2540.00
0.3740.00
0.46+0.02
0.0740.00
0.084+0.00
0.0940.00

0.21£0.00
0.33+0.01
0.43+0.02
0.06+0.00
0.08+0.00
0.09+0.00

0.1740.00
0.3040.00
0.4040.00
0.06+0.00
0.084+0.00
0.09+0.00

Grid

le+04
3e+04
le+05
3e+05
1e+06
3e+06

0.7240.01
0.7940.00
0.8540.00
0.9040.00
1.004-0.00
1.00£0.00

0.56+0.00
0.6640.00
0.74+0.00
0.81£0.00
1.00+0.00
1.00+0.00

0.4440.00
0.5740.00
0.661-0.00
0.7540.00
1.004-0.00
1.00£0.00

0.36+0.00
0.48+0.00
0.60+0.00
0.6940.00
1.00+£0.00
1.00+0.00

0.2940.00
0.4140.00
0.5440.00
0.65+0.00
0.9940.00
1.00£0.00

0.23+0.00
0.3640.00
0.48+0.00
0.6140.00
0.99+0.00
1.00+0.00

0.1740.00
0.3140.00
0.4340.00
0.5740.00
0.9940.00
1.00£0.00

0.13£0.00
0.27+0.00
0.40+0.00
0.53+0.00
0.98+0.00
1.00+0.00

0.1040.00
0.2340.00
0.360.00
0.49+0.00
0.98+0.00
1.00£0.00
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Figure 12: 3D Bandlimited overfitting with bandwidth = 0.5 (top) and model size = 1 x 104
(bottom). FFN, Instant-NGP, and BACON show similar behavior as on the 3D Spheres, while other
models exhibit similar behavior as with 2D Bandlimited images. Detailed quantitative results are in

Table |T_9l
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Table 19: Comparison of model performance across bandwidths on 3D Bandlimited signal (PSNR).

Model Size 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

le+04  14.43+0.36  17.17+£0.54  18.254+0.31 18.86+0.18  19.35+0.30  19.48+0.26  19.24+0.36  17.87+0.25 13.71£0.06
3e+04  18.174£2.05  17.52+£0.69  18.38+0.32  18.99+0.20  19.48+0.30  19.60+0.26  19.36+£0.36  18.00+0.26  13.86+0.05
le+05  23.48+1.73 19.27£0.60  19.10+£0.30  19.61+0.17  20.07£0.27  20.19+£0.25  19.95+0.38  18.60+£0.24  14.514+0.06

FEN 3e+05  27.29+1.56  21.74+0.54  21.11+0.28  21.56+0.16 ~ 21.97+0.28  22.08+0.24  21.87+£0.39  20.59+0.23 16.7040.05
le+06  31.04+2.59  27.77+0.47  27.44+043  27.74+027  27.90+0.35  27.92+0.34  27.944+0.53  26.81+0.31 23.2540.17
3e+06  45.64+1.64  42.28+1.80 42374221  4276+2.34  43.04+1.35  44.14+190  44.24+1.38  41.69+1.67  38.87£1.70
le+04  29.07+£3.49  20.64£1.51  20.76+0.35  20.50+0.37  20.16+0.31 19.79+0.23 19.3140.35 17.86+0.25 13.6940.06
3e+04  31.304+2.39  2536+1.23  24.76+1.18  23.49+0.66  22.02+0.46  20.62+0.14  19.62+0.36  17.96+0.25 13.76+0.06

SIREN le+05  27.10+2.81 27.66+1.07  26.59+1.80  26.06+2.04  25.01+0.46  20.10+£3.63  20.7040.37 18.324+0.25 14.0440.07
3e+05  19.60+4.18  21.994£5.50  23.4842.94 18.914£2.79  23.09+5.29 17.96+4.38 19.2041.69 17.514£1.05 14.91£0.51
le+06  11.76+3.50  13.07+4.41 16.16+3.66  15.82+5.18 13.64+3.91 14.07£5.02  15.48+4.27 15.9746.05 15.7243.10
3e+06  16.994+8.20  27.96+£6.69  21.25+8.81  26.10£17.85 19.84+11.55 20.11+£9.76  21.354£5.78  22.90+10.93  18.1949.03
le+04  30.60+1.03  26.92+1.47  22.92+0.61 20.84+0.33  20.12+£0.34  19.774£0.22  19.324+0.36  17.88+0.25 13.7340.06
3e+04  32.824+1.36  31.08%1.12  27.80+0.49  24.35+0.46  21.81+£041  20.60+0.17 19.7740.35 18.16+0.25 14.004-0.06

WIRE le+05  33.17+0.81 32.70+0.89  30.86+0.50  28.08+0.51 24.86+0.55  22.60+0.17  21.0940.34  19.21+£0.23 15.154:0.04
3e+05  31.04+042  31.02+£0.27  30.00+0.37  28.85+0.40  27.45+£0.36  25.95+0.14  24.41+£042  22.46+0.12  18.49+0.04
le+06  37.73+£0.15  38.11+0.21 37.88+0.21 37.54+0.22  36.79+£0.17  35.56%0.11 34.07£0.29  31.96+£0.27  27.9640.10
3e+06  48.824+0.18  49.04+0.39  48.90+0.36  48.95+0.32  48.41+0.39  47.48+023  45.18+£045  39.64+0.53  30.13+0.14
le+04  60.93+1.64  4829+1.84  34.71+1.40  25.544+0.58  21.30£0.27  20.06+0.41 19.4040.33 17.9140.23 13.7240.06
3e+04  64.844+1.40  5433+1.88  48.15+2.34  38.04£1.06  26.27+0.38  21.43+0.50  19.90+0.33 18.07+0.21 13.8740.10

GA-Planes le+05  69.25+0.71 60.70+1.74  56.05+£0.79  42.46+0.92  32.724+1.47  24.81+1.07  21.2940.28 18.58+0.22 14.43+0.28

3e+05 7020049  60.67£1.33  57.12+£0.65  4584+1.33  39.14£1.86  30.90+1.34  23.97+0.51 19.7440.38 16.1640.26
le+06  66.04+1.38  61.22+0.93  56.97+£043  46.29+0.41 39.58+1.11 30.86+1.01 24.36%1.12 19.63+0.29 16.83+1.47
3e+06  70.06+2.09  66.13£1.95  66.32+£0.49  60.80+0.34  52.68+1.11  46.37+1.04  39.16+£1.46  34.63+422  34.55£1.70

le+04  14.26+0.40  17.184£0.54  18.31£0.29  18.8840.17 19.364+0.30  19.47+£0.27  19.2240.35 17.8440.25 13.6840.07
3e+04  15.26+0.23 17.79£0.54  18.78+£0.30  19.2740.17 19.6040.28 19.60+0.27 19.2940.37 17.9140.28 13.81£0.06
le+05  16.91+0.61 19.4240.55  20.35£0.28  20.62+0.15  20.70£0.29  20.40£0.30  19.9240.40  18.404£0.27  14.58+0.15
3e+05  21.01+1.37  23.30+£0.68  23.94+0.28  24.37+0.16  24.09+0.25  23.20+0.31 22444049  20.86+0.37 17.09+0.22
le+06  24.12+0.80  26.16£0.65  26.99+0.43  27.25+0.37  27.00£0.24  26.67+0.56  25.83+0.49  23.90+0.61 20.58+0.33
3e+06  72.6948.18  70.06+£7.32  75.34+9.42  73.68+£13.05 80.09+£6.94  77.25+4.82  66.84+£9.87  77.76+£9.41  88.87+27.66

le+04  31.33+£0.37  34.33+£0.58  31.59+£041  26.50+0.16  21.90+£0.30  20.13+£0.24  19.37+£0.34  17.87+0.25 13.704:0.06
3e+04  37.93+4.03  36.79+049  37.49+1.04  3473+£1.44 28194021  22.03+0.23  20.07+0.35 18.07+0.25 13.8440.06
le+05  38.90+1.56  41.91+0.82  41.23+1.26  39.80+£0.94  36.28+0.44  26.80+0.12  22.79+0.28 18.88+0.23 14.32+0.07

Instant-NGP

BACON 30405 14341520 7374045  7.3640.60  7.54£043 7404042 7514028  10.0844.54  9.96:541  6.87+0.10
1e+06  6.60£0.13  7.104023  7.124026  725+0.13 718018  726£0.07 738021  7.1240.10  6.62+0.09
30406 537+008 5831006 5894004  594£002 50955002 5074002 5964002  588+002  546:0.02
les04 61831055 47484061 35004034  25.62£020 21112030 19984026 19394035 17902025  13.71=0.06
30404 69.0440.50  55.04+0.62  43.654032  3439+0.15 25784032 21404026 19824035 18062025  13.80+0.06
Grid 1es05  7645£050  62.6200.61 51824031  4341£0.17  3467£031 26524026 21554035  18.62+025  14.11-0.06

3e+05  85.844+0.52  71.93+£0.62  60.91+0.32  52.33+0.17  43.70+£0.33  35.04+0.25  26.79+£0.36  20.56+0.24  15.1540.06
le+06  138.54+0.27 139.36+0.52 137.70+£0.52 132.37+0.59 126.204+0.57 100.44+0.78  70.52+0.59  34.49+£0.23  24.5740.07
3e+06  141.9940.35 144.01+£0.76 144.28+1.06 144.86+0.68 144.67+0.68 144.95+£0.31 145.374£1.02 144.11£0.40 142.2640.19

FFN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT

3x 10% 1x10% 3x10° 1x10° 3 x 10*1 x 10*

Figure 13: DIV2K Overfitting. FFN and Instant-NGP struggle to overfit colors with small model
sizes. Similar to synthetic signals, SIREN and BACON exhibit noisy artifacts and BACON exhibits
unstable performance in the over-parameterized regime. Detailed quantitative results are in Tables 20]

and @

38



FFN SIREN WIRE GA-Planes Instant-NGP ~ BACON Grid GT

3x10° 1x10% 3x10° 1x10° 3x10% 1x 10*

Figure 14: 3D Dragon Occupancy Overfitting. All models except BACON effectively learn the
signal when model size matches or exceeds the inherent signal size of 1 x 10°. At small model
sizes (high compression), WIRE and GA-Planes produce much sharper representations than the Grid,
which is blurry when underparameterized. Detailed quantitative results are in Table

FFN SIREN WIRE GA-Planes Instant-NGP ~ BACON Grid GT

3x10% 1x10% 3x10° 1x10° 3x10* 1x 10*

Figure 15: 3D Dragon Surface Overfitting. Results mirror those for the solid 3D Dragon occupancy
overfitting task. At small model sizes, GA-Planes produces the sharpest representation. Detailed
quantitative results are in Table 20}
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Figure 16: 3D Dragon Occupancy Overfitting Render. Detailed quantitative results are in Table@
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Figure 17: 3D Dragon Surface Overfitting Render. For most models, results parallel results at
dragon occupancy fitting. However, WIRE and BACON notably exhibit different performance in
these two tasks, both struggling to fit the dragon surface at small model sizes. Detailed quantitative
results are in Table 20}
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Table 20: Comparison of PSNR across model sizes on overfitting tasks.

Task Model le+04 3e+04 1le+05 3e+05 1le+06 3e+06
FEN 15994129 22.0042.26 28.88+328 35.95+334  44.08+3.67 48.26+2.86
SIREN 21984326 23934327 22.0542.90 20354242  15.8744.03  11.2243.20
WIRE 21584275 24.0842.90 27.67+2.93 31.62+2.92  36.09+226  39.06+1.96
DIVIK GA-Planes  22.0543.53 24.96+3.88 29.81+4.13 35204338 38754223 29324241
Instant-NGP 1571124 20.18+2.40 24734343 32424344 39214356 63214425
GSplat 209743.56 21.464+3.55 21.90+346 22.07+341 21.81+3.19  21.62+3.24
BACON 17.5741.64 21.6542.54 27194327 32.17+3.63  34.59+4.14 10.35+11.38
Grid 24064397 26954421 33.0144.65 148.7040.85 154.3540.84 156.0340.69
FEN 8.56 10.86 15.55 19.79 42.43 62.75
SIREN 16.72 23.08 26.95 30.24 25.89 45.08
, WIRE 23.54 28.01 26.41 24.56 34.53 46.17
é?:i;i‘:y‘ GA-Planes 2423 30.40 4145 45.90 48.43 47.42
Instant-NGP 8.91 9.64 12.11 2522 40.71 76.17
BACON 18.28 2039 22.63 7.63 5.64 3.13
Grid 17.61 19.40 21.36 23.76 28.47 42.63
FEN 13.42 14.67 19.27 35.04 7336 47.47
SIREN 14.60 15.92 18.25 28.28 16.27 3871
, WIRE 15.68 16.42 18.81 23.61 33.29 37.08
32&:5;’“ GA-Planes 17.99 22.62 38.86 40.86 39.44 43.11
Instant-NGP 13.62 14.44 18.81 4537 78.03 77.92
BACON 15.83 17.77 20.48 22.66 7.60 3.20
Grid 14.87 15.83 17.51 20.10 25.35 40.33
Table 21: Comparison of metrics across model sizes on overfitting task (DIV2K).
Task  Metric Model lo+04 30404 16+05 36405 16406 36406
FFN 025140048 057940036 083940030 09540014 0.991+0.005 0.997+0.001
SIREN 050840108 063740070 0.625+0.124 0.549+0.167 0.281+0.243 0.104+0.149
WIRE 048540056 0.636+£0.042 079840035 0906+0.020 0.959+0.013 0.975+0.011
s GAPlanes  0.545+0.134  0708+0.101 0876:0050 09580016 0.982+0.004 08830035
Instant-NGP  0.200+0.041 0.430+0.050 0.691+0.057 0.9244+0.024 0.979+0.009 1.000-0.000
GSplat 0.489+0.165 0.525+0.154 0.553+0.138  0.561+0.136 0.549+0.132  0.538+0.137
BACON 025340037 050740057 079340030 0.935+40.014 0.967+0.014 0.195+0.384
DIVIK Grid 0.69240.122 084540074 0962+0.022 1.00040.000 1.000+0.000 1.000+0.000
FEN 0714002 056+£0.04  02640.04  0.08£0.04  0.01£0.01  0.00+0.00
SIREN 0584005 0474005  048+0.11  050+0.13  0.65+0.16  0.76+0.09
WIRE 0594002 0504003 0294005  0.15+0.06  008+0.06  0.06+0.05
Lpips  GA-Planes 056006  044£007 0222005 0074003  0.03+001  0.2240.07
Instant-NGP ~ 0.7240.03  0.63+0.04 0454006  0.1440.05  0.04+0.02  0.00+0.00
GSplat 0.59+40.08  056+£0.08 0544007  053£0.07  053+0.06  0.55+0.06
BACON 0.68+£0.02  059+40.02  033+£0.04  0.1240.04  0.07£0.03  0.67+0.31
Grid 0384007 0234006  006+40.02  000+0.00  0.00+0.00  0.00+0.00
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5.7 Inverse Problems: Full Results

Extended Results for Generalization and Inverse Problems. We present detailed visualizations
of each model’s predictions on the computed tomography, image denoising (¢ = 0.05,0.1), and
super-resolution tasks for both images and volumetric data. See Figure [I8] (CT reconstruction),
Figure [T9 (PSNR curves for DIV2K image denoising), Figure 20| (DIV2K denoising, e = 0.05),
Figure[21|(DIV2K denoising, € = 0.1), Figure 22](DIV2K super-resolution), Figure 23] (3D Dragon
occupancy super-resolution), and Figures[24] and [26] (3D Dragon surface super-resolution).

FFN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT

3x10% 1x10%° 3x10° 1x 10° 3 x 10* 1 x 10*

Figure 18: CT Reconstruction. All models except SIREN and BACON successfully reconstruct
the CT image at medium to large model sizes. However, the qualitative performance of GA-Planes
degrades in the over-parameterized regime, perhaps due to lack of explicit regularization for this
underdetermined inverse problem. No model outperforms the TV-regularized Grid at any model size
in the compressive regime. Detailed quantitative results are in Tables |7_Z| to @
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Figure 19: Denoising Evaluation. Denoising performance of various models on the DIV2K dataset,
evaluated using 10 images. Grid with TV regularization consistently outperforms other methods at
both noise levels.

Table 22: Comparison of model performance across model sizes on inverse problems (PSNR).

Task Model le+04 3e+04 1e+05 3e+05 1e+06 3e+06
FEN 12204£2.64 17162210 23.17+1.55 26.8140.94 29.75+092 28.50+2.14
SIREN 12204063 1096+3.09 8.09+0.64  8.52+£0.72  7.26+0.50  6.82+0.95
WIRE 18.75£1.00 20.69+0.76 21.08+0.46 21.52+0.32 21.86+026 22.27+0.14
oT GA-Planes  31.49+2.64 33.76+3.02 33.15+3.16 3241+2.88 31914349 29.89+2.37
Instant-NGP  12.3422.41  19.03+2.73 18.94£1.74 1664247 18324232  22.0142.02
GSplat 27.59+2.74  27.57+£2.53 28.36+2.89 27.9242.87 28.20+£3.38  27.00+3.28
BACON 1637143 1630+2.30 12074072 13.2742.56 9.87+2.61  5.11£0.25
Grid 38314491  40.35+4.48 41134439 40.7144.76 37.76+£2.46  31.82+1.62
FEN 1596129 21.83+2.17 27.11+228 28.39£0.81 27162020 26.81:+0.21
SIREN 21.8943.14  23.89+3.17 21.81+231 19.59+171 16914421  14.1745.72
prvok  WIRE 21544272 23.8242.77 2649+2.29 27.86+138 27.35+043  26.63+0.22
Denoising  GA-Planes 22014351 24.78+3.68 27.93+£3.05 2875+127 27774045 28744233
c—005 InstantNGP 15724127 20.104241 24074300 2743127 27.104024  26.29+0.29
GSplat 2097+3.50 21.54+3.64 21.86+348 21.9743.34 21.93+£330  21.65+3.29
BACON 17.54£1.64 21554251 26214273 27.71£1.49 27.16+0.87 11.57+10.50
Grid 23.84+3.84 26.16£3.68 28.53+3.07 29.6442.37 28.93+£0.87 26.73+2.64
FEN 1594129 21.34+193 2435£138 22.56£0.26 21.02+021  20.81+0.29
SIREN 21.83+3.12 2345£291 20.85+2.70 18.19+1.68 1583+3.75  11.40+3.35
pivak  WIRE 21384264 23.20£2.44 24.14+142 23294050 21.48+0.19  20.67+0.24
Denoising  GA-Planes  21.87+3.42 23.9043.19 2473:+165 22.59+033  20.95:0.29  25.14:1.96
(=01 Instant-NGP 15664124 1983222 22494219 22564038 21.10£022  20.50:£0.29
GSplat 20924353 21.324£3.50 21.76+344 21.83+£334 21.8443.24  21.4243.12
BACON 1747£1.60 21254238 24.10£1.64 22.812042 2196042  9.80+7.80
Grid 23.50+3.61 24.58+£2.71 25.80+1.88 25.06£1.02 22.32+£025 25.12+1.96
FEN 15.16£1.64 19512297 21.98+£3.94 22.51£4.09 22724410 22.78+4.11
SIREN 19.74+3.52  20.78+3.69 18.75+£245 1697+1.95 13.92£226  9.95:+2.12
prvak  WIRE 19.45£3.19 2076348 21.89+3.81 22.41£3.99 2254401  22.61+4.01
Super  GA-Plancs 10714360 20.83+3.92 21.77+4.10 2224413 22344406 2192+3.57
Rosolution  Instant-NGP 14394146 17.7762.85 17714332 14.03£291 12914237  12.29+1.24
GSplat 19.0743.55  19.40+3.59 19.69+3.58 19.8443.62 19.66+342  19.51+3.36
BACON 16.50£2.07 19.38+3.07 21.66+£3.79 22.34+4.01 22.43+4.05  7.68+6.29
Grid 20814397 21.86+4.12 2235+398 22384391 22.3144.03  21.06+3.70
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FFN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT

3x10% 1x10%° 3 x10* 1x10° 3x10* 1x 10*

Figure 20: DIV2K Denoising, e = 0.05. WIRE and GA-Planes produce sharper reconstructions but
exhibit characteristic noisy and grid-like artifacts, respectively, at the smallest model size. SIREN
and Grid produce reasonable but characteristically blurry results in the underparameterized regime,
and SIREN and BACON exhibit unstable performance when overparameterized. Instant-NGP and
FFN also perform well at denoising, except under the strongest compression. GSplat produces sharp
details in some regions but misses details in others. Detailed quantitative results are in Tables [22]

to[24

FFN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT

3x10% 1x10%° 3x10* 1x10° 3 x10* 1x 10*

Figure 21: DIV2K Denoising, ¢ = 0.1. The overall trends remain similar to the ¢ = 0.05 case, but
due to the increased noise level, all models struggle to effectively remove noise in the reconstructed
outputs. Detailed quantitative results are in Tables 22]to [24}
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FFN SIREN WIRE GA-Planes Instant-NGP GSplat BACON Grid GT
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Figure 22: DIV2K Super-Resolution. All methods except Instant-NGP perform reasonably well
at super-resolution, though only SIREN, WIRE, GA-Planes, GSplat, and Grid perform well under
extreme compression. Detailed quantitative results are in Tables @to@

SIREN WIRE GA-Planes Instant-NGP ~ BACON Grid

-mmm-mmm

3x10% 1x10% 3x10° 1x10° 3x10* 1x 10*

Figure 23: 3D Dragon Occupancy Super-Resolution. SIREN, WIRE, GA-Planes, and Grid all
produce reasonable results, with GA-Planes’ the most consistent across model sizes. BACON
struggles to represent the shape at large model sizes. Detailed quantitative results are in Table @
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FFN SIREN WIRE GA-Planes Instant-NGP ~ BACON Grid GT

3x10%° 1x10% 3x10° 1x10° 3x10* 1x 10*

Figure 24: 3D Dragon Surface Super-Resolution. For 3D super-resolution, only SIREN, WIRE,
GA-Planes, BACON, and Grid successfully capture surface details at some model sizes. GA-Planes
consistently achieves high-quality results across model sizes, while WIRE and Grid struggle in
under-parameterized conditions and SIREN and BACON show nonmonotonic performance with
model size. Detailed quantitative results are in Table |7_5l

FFN SIREN WIRE GA-Planes Instant-NGP ~ BACON Grid GT
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Figure 25: 3D Dragon Occupancy Super Resolution Render. Detailed quantitative results are in

Table @



Table 23: Comparison of model performance across model sizes on inverse problems (SSIM).

Task Model le+04 3e+04 le+05 3e+05 le+06 3e+06
FFN 0.102+0.04 0.118+0.06 0.2884+0.07 0.444+0.06 0.627+0.04 0.615+0.10
SIREN 0.110£0.02  0.076+0.05 0.025+0.01 0.026+0.01 0.017+0.01 0.013£0.01
WIRE 0.196+0.02  0.227+0.03  0.2024+0.02 0.206£0.02  0.2124+0.02  0.223+0.02

GA-Planes 0.831+0.08 0.877+0.07 0.8724+0.07 0.868+0.08 0.848+0.10 0.777+0.08

cr Instant-NGP ~ 0.062+£0.03  0.193+£0.09 0.163+0.05 0.10040.06 0.13120.07 0.239+0.09
GSplat 0.803+0.08 0.802+£0.08 0.814:£0.08 0.818+0.08 0.816:0.09 0.80940.09
BACON  0.081+0.03 0.086+£0.05 0.035+0.01 0.050+0.03 0.02640.02 0.005+0.00
Grid 0.940+£0.07 0.954+0.06 0.961+£0.04 0.958+0.04 0.928+0.04 0.78440.06
FFN 0.249+0.05 0.566+0.08 0.764£0.04 0.775+0.08 0.722+0.11 0.71240.12
SIREN 0.507+0.10  0.632+£0.07 0.602+0.12 0.508+0.16 0.299+£0.25 0.22120.26
prvok  WIRE 0.482+0.06 0.618+£0.04 0.737+0.05 0.770£0.07 0.735£0.10 0.705%0.12
Denoising  GA-Planes  0.541=0.13  0.698:£0.09  0.819+0.04  0.800+£0.06 0754010 0.843::0.02
2005 InsantNGP  020140.04 04174005 0.661+0.05 0.766:£0.08 0.724:£0.11 0.688:0.13
GSplat 0.490£0.16 0.526+0.15 0.550:£0.14 0.557+0.13 0.555+0.13 0.537+0.14
BACON  0.251£0.04 0.501£0.06 0.738+0.03 0.769+0.07 0.735£0.09 0.230+0.35
Grid 0.664+0.12  0.786+£0.06 0.856:£0.03 0.873+0.02 0.799+0.07 0.780+0.05
FEN 0.246+£0.05 0.532+£0.08 0.635+0.09 0.5540.14 0.495+0.15 0.487+0.15
SIREN 0.501£0.10  0.603+£0.05 0.537+0.11 0.4260.15 0.218+0.12 0.117+0.18
prvak  WIRE 0.470+£0.05 0.578+£0.04 0.619+0.08 0.582+0.13 0.5114+0.15 0.480+0.15
Denoising  GA-Planes  0.527:0.12 0.640£0.06  0.666=0.07 0.553£0.14  0.495:0.15  0.691::0.08
c=01  InsantNGP  0.19740.04 0.398+0.04 0.569+0.04 0560£0.14 0496+0.16 0.473+0.16
GSplat 0.485+0.16 0.513+£0.15 0.540+0.14 0.5460.13 0.548+0.14 0.530+0.13
BACON 02474004 0480+£0.05 0.625£0.08 0.560+£0.13 0.526%0.14 0.15940.26
Grid 0.631£0.11  0.668£0.03 0.709+£0.05 0.655+0.10 0.536+0.14  0.669+0.05
FEN 02774012 0.392+0.14 0.500+0.15 0.555+0.15 0.591+0.15 0.612+0.15
SIREN 04304020 0.456+£0.19 0.403+0.13 0340+0.10 0.125£0.09 0.040+0.04
prvok  WIRE 0.395£0.16 0.427+0.15 0.488+0.15 0.547+0.15 0.578+0.14 0.593%0.14
Super  GA-Plancs  0445::020 0474=£0.19  0.531£0.18 0.577+0.16 0.594:£0.16 0.555+0.16
Resolution  InStnt-NGP  0.156+£0.07 ~ 0.28240.13  0.274+0.15  0.129+0.09  0.074+0.04 0.06040.02
GSplat 0433£0.20 0444020 0451020 0453020 0.449£0.20 0.445+0.20
BACON  0214+0.08 0.343+0.13 0.486+0.15 0.546+0.15 0.557+0.15 0.108+0.21
Grid 0.476£0.20 0.525+0.19 0.554+0.18 0.559+0.17 0.568+0.17 0.49340.19
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Figure 26: 3D Dragon Surface Super Resolution Render. Detailed quantitative results are in

Table @



Table 24: Comparison of model performance across model sizes on inverse problems (LPIPS).

Task Model le+04 3e+04 1e+05 3e+05 1e+06 3e+06
FFN 0.705£0.03  0.661£0.05 0.580+£0.06 0.525+£0.06 0.464+0.05 0.46740.04

SIREN 0.668-£0.02  0.688£0.02 0.786+£0.04 0.785£0.04 0.849+0.03 0.858+0.04

WIRE 0.634:£0.02  0.626+£0.03 0.623+£0.04 0.612+0.04 0.606:0.04 0.603%0.04

oT GA-Planes  0403+£0.06 0.330£0.05 0.343+0.06 0361+0.08 0.410+0.08 0.482::0.06
Instant-NGP ~ 0.859:£0.05  0.71420.06  0.710+0.06 0.731+0.08 0.69740.08 0.634::0.10

GSplat 0.3974£0.10  0.397:£0.10 0.381+£0.10 0.384-0.09 0384+0.09 0.39540.09

BACON 0666003 0.657£0.04 0.694+0.03 0.690+£0.05 0.73420.04 0.795::0.03

Grid 0.21240.10  0.180£0.09 0.168+0.07 0.168+0.06 0.265+0.06 0.41140.07

FFN 0.70740.02  0.569:£0.03 0.325£0.05 0.244+0.09 0248+£0.10 0.24940.10

SIREN 0.590£0.05 0478005 0.499+0.10 0.513+£0.12 0.620+£0.18 0.670+0.23

prvak  WIRE 0.592+£0.02  0.504£0.03 0.341+£0.06 0.266+0.08 0.258+0.10 0.263%0.10
Denoising  GA-Planes  0.576:0.04  0.467+0.03 0313004 0246£0.09 0243=0.10  0.287+0.08
2005 InsantNGP 07234003 0.6414£0.04 04774006 0.293+0.09 0.255+0.10 0.255+0.10
GSplat 0.593+£0.08 0.563+£0.08 0.542+£0.07 0.534+£0.07 0.533+£0.06 0.550+0.06

BACON  0.675£001 0593+£0.02 0375£0.05 0270+0.08 0.26240.09 0.647+0.28

Grid 0.407+£0.06  0.310+£0.03 0.213+£0.04 0.195+£0.06 0.210+£0.08 0.258+0.05

FFN 0.708£0.02  0.586:£0.03 0.419+£0.07 0404+£0.11 0417+£0.12  0.41740.12

SIREN 0.593+0.04 04994005 0.535£0.08 0.551+0.11 0.677+0.10 0.76040.13

prvok  WIRE 0.59740.02  0.524:£0.04 0.42420.08 0.399+0.10 0.419£0.11 0.428+0.12
Denoising  GA-Planes  0.594=0.03 0521001 0.419+0.07 0.407£0.11 0421012 0.38120.09
c=01  InstantNGP 07274003 0.650+£0.03 0.539£0.06 043240.10 042140.12 0423+0.12
" GSplat 0.597+0.08 0.574:£007 0.553£0.06 0.548+0.06 0.543+£0.06 0.55840.05
BACON  0.678+0.02 0.600£0.02 0443+£0.07 0.41120.10 0.41240.11 0.696+0.23

Grid 04614005 04204005 0.347+0.07 0347+£0.09 0393+0.11 0.35440.07

FFN 0.772+0.04 0.688£0.04 0.586+0.05 0.505+£0.05 0.450+£0.05 0.42140.07

SIREN 0.783+0.06  0.712+£0.06 0.677+£0.06 0.696+£0.06 0.761+0.07 0.818+0.04

prvak  WIRE 07174004 0.666£0.04 0.601+£0.04 0.536+0.05 0.487+0.06 0.465+0.06
Super  GA-Plancs  0.668:0.06 0.622:£0.06 0.551:0.06 0.4840.06 0447£0.06 0.536=0.06
Resolution  INStant-NGP 0.7780.03  0.71040.03  0.685+0.04 0.739£0.05 0.76740.06 0.7620.04
GSplat 0.696:£0.08 0.686:£0.08 0.677£0.08 0.677+£0.08 0.682+0.08 0.686+0.08

BACON  0735£0.02 0.701£0.03 0.613+0.04 0.538+£0.06 0.51740.06 0.764=£0.15

Grid 0.670£0.09 0.577:£0.08 0.524-£0.08 0.511+£0.09 0.504+0.08 0.58440.09

Table 25: Comparison of IoU across model sizes on 3D Dragon Super Resolution tasks.

Task Model le+04 3e+04 1e+05 3e+05 1le+06 3e+06
FFN 0.28 0.37 0.28 0.24 0.29 0.35
SIREN 0.75 0.91 0.93 0.82 0.43 0.22
WIRE 0.92 0.94 0.93 0.67 0.75 0.81
3D Dragon  GA-Planes 0.93 0.95 0.95 0.95 0.95 0.95
Occupancy Instant-NGP  0.21 0.30 0.43 0.45 0.43 0.37
BACON 0.79 0.84 0.88 0.16 0.16 0.16
Grid 0.77 0.82 0.86 0.88 0.91 0.90
FFN 0.00 0.03 0.05 0.07 0.12 0.08
SIREN 0.28 0.36 0.45 0.57 0.27 0.04
WIRE 0.30 0.24 0.17 0.16 0.26 0.47
3D Dragon  GA-Planes 0.44 0.55 0.59 0.60 0.59 0.60
Surface Instant-NGP  0.02 0.06 0.12 0.17 0.17 0.22
BACON 0.33 0.40 0.48 0.51 0.04 0.04
Grid 0.27 0.32 0.38 0.42 0.50 0.50
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our contributions are summarized at the end of the introduction, and supported
with quantitative and qualitative evidence in both the main paper and an extensive appendix.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The Discussion section outlines both the benefits and limitations of grid-based
and INR approaches. We also acknowledge that, although additional signal types and INRs
could have been evaluated, we focus on a representative benchmark suite.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper presents no formal theorems; therefore, no assumptions or proofs
are required.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All hyper-parameters were fixed after tuning learning rate on the Star Target
image (Table [2). The complete training configuration is listed in Section [5.5] enabling
reproducibility of our experiments. We have also released our code to facilitate use of our
benchmark.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: As noted in Section[2.1] we have released our code. We use publicly available
datasets and supply scripts to generate the synthetic data.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section[2]details the experimental pipeline; dataset information is explained in
Figure[T]and table[I} and hyper-parameters are listed in Table[2]and section[5.5]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the mean and + standard deviation over 10 random seeds or images
in Figures[dand[6] Statistical details for all experiments are summarized in Tables [7] [T0] [T§]
toR2Iland

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As stated in Section[5.5] All experiments were held on NVIDIA RTX A6000
GPU with 48GM VRAM, with memory usage posing no limitations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The work relies solely on public datasets and synthetic signals. No human
participants are involved, and we foresee no direct harmful applications. All procedures
conform to the code of ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We foresee two primary positive outcomes: (i) practitioners can adopt more
memory- and energy-efficient representation models, directly reducing GPU hours and
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associated carbon emissions; and (ii) in medical imaging, these savings may permit lower-
dose CT protocols without sacrificing image quality. A potential negative outcome is that
lighter-weight models could ease the creation of high-fidelity synthetic media.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We rely solely on existing open-source code and generate fully synthetic
data. No personal or sensitive information is processed, and we do not release any pre-
trained weights. Therefore, additional safeguards beyond standard open-source licensing
are unnecessary.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer:

Justification: We cite and credit all third-party assets used in our paper, and where applicable,
we include their license types and URLs. For codebases: Fourier Feature Networks, SIREN,
and WIRE are released under the MIT License; GA-Planes under CC-BY 4.0; Instant-NGP
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14.

under NVIDIA Source Code License (non-commercial); and GSplat under Apache 2.0. For
datasets: DIV2K is licensed under CC-BY 4.0.

We were unable to locate explicit licenses for the following assets: the TCIA
Chest CT dataset is in the public domain (https://pmc.ncbi.nlm.nih.gov/
articles/PMC3824915/), BACON (https://www.computationalimaging.org/
publications/bacon/) and the Stanford Dragon (https://graphics.stanford.edu/
data/3Dscanrep/). In these cases, we provide the original URLs and cite their sources
appropriately.

For the Star Target and Sierpinski datasets, we re-generated synthetic versions based on
publicly available ideas or conceptual figures from prior work. However, we could not find
explicit licenses for their original sources either. We provide citations where applicable and
clarify that these datasets are re-creations based on conceptual references, not direct copies
of existing data files.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Section [5.3]and Table [T] describe our synthetic signal generation, including
parameter ranges and intended use. Generation scripts are released under a CC-BY 4.0
license with full documentation.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The study involves no human subjects or crowdsourced data.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: IRB approval is not applicable as no human participants are involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Large language models were used only for minor language polishing and did
not contribute to the scientific methodology.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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