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ABSTRACT

This paper considers decentralized nonsmooth nonconvex optimization problem
with Lipschitz continuous local functions. We propose an efficient stochastic
first-order method with client sampling, achieving the (J, ¢)-Goldstein stationary
point with the overall sample complexity of O(§~1e~3), the computation rounds
of O(6~¢~3), and the communication rounds of O(y~1/25=¢=3), where 7 is
the spectral gap of the mixing matrix for the network. Our results achieve the opti-
mal sample complexity and the sharper communication complexity than existing
methods. We also extend our ideas to zeroth-order optimization. Moreover, the
numerical experiments show the empirical advantage of our methods.

1 INTRODUCTION

The large scale nonsmooth nonconvex optimization covers many applications in fields such as machine
learning (Nair & Hintonl [2010; Xiao et al.| [2024), statistics (Fan & Li, [2001}; |[Zhang| |[2010a:b)), and
economics (Duffie, 2010; Stadtler, 2014). In this paper, we focus on the decentralized stochastic
optimization problem

min, f(x) £ i;fz(x) (1)

over the network with n clients, where the local function at the 7th client has the form of

fi(x) £ Eg,wp, [Fi(x; &) (2)
such that the stochastic component F;( -; &;) is Lipschitz continuous but possibly nonconvex non-
smooth and the random index &; € Z; follows the distribution D;. It is well known that achieving
approximate stationary points in terms of the classical Clarke subdifferential (Clarkel [1990) for the
general Lipschitz continuous function is intractable (Jordan et al., 2022} Kornowski & Shamir, 2021}
Tian & Sol|[2024; [Zhang et al.,2020). Instead, we typically target to find (9, €)-Goldstein stationary

points (Zhang et al., 2020). This criterion suggests studying the convex hull of Clarke subdifferential
at points in the J-radius neighborhood of the given point.

The stochastic optimization methods for finding (0, €)-Goldstein stationary points in non-distributed
setting have been widely studied in recent years (Chen et al., 2023} /Cutkosky et al.,[2023; Davis et al.}
2022} Kornowski & Shamir}, 2024; |Lin et al.l 2022; [Tian et al.,2022; |Zhang et al.,2020). Specifically,
Tian et al.|(2022)); Zhang et al.| (2020) proposed the (perturbed) stochastic interpolated normalized
gradient descent with the stochastic first-order oracle (SFO) complexity of O(5~1e=%). In a seminal
work, |Cutkosky et al.| (2023) established the conversion from nonsmooth nonconvex optimization to
online learning, achieving the SFO complexity of O(§~1e~3). They also extends the lower bound
of |Arjevani et al.| (2023) to show their SFO complexity is optimal. Another line of research is the
zeroth-order optimization. |Lin et al.| (2022) applied the randomized smoothing (Duchi et al.| 2012}
Nesterov & Spokoinyl [2017; [Shamir, |2017} Yousefian et al.| [2012)) to design the gradient-free method
with the stochastic zeroth-order oracle (SZO) complexity of O(d*/26~1e~*). Later, Chen et al.[(2023)
improve this result by incorporating variance reduction techniques (Cutkosky & Orabona, 2019; [Fang
et al.||2018; Huang et al.; 2022} Ji et al.| |2019; Levy et al.;, 2021} |Liu et al., | 2018; Nguyen et al.,|2017;
Pham et al.| [2020; Wang et al., 2019), achieving the SZO complexity of O(dg/ 25 71673). Recently,
Kornowski & Shamir (2024) established the optimal dimension-dependence SZO complexity of
O(dd~te3) based on the inclusion property of Goldstein subdifferential.
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In decentralized setting, we have to consider the consensus error among the variables on different
clients in the network. The popular technique of gradient tracking can successfully bound the
consensus error in for smooth optimization problems (Nedic & Ozdaglar, |2009; Qu & Li, 2017} |Shi
et al.| [2015), while it cannot be directly used in the nonsmooth setting since the Lipschitz continuity
of the gradient (subgradient) may not hold. [Kovalev et al.|(2024); [Lan et al.| (2020) proposed efficient
decentralized algorithms based on the primal-dual framework for the nonsmooth objective but only
limit to the convex problem. A natural idea for decentralized nonsmooth optimization is using the
randomized smoothing to establish the smooth surrogate for the original problem, which works for
both the convex (Scaman et al., 2018)) and the nonconvex settings (Lin et al.,|2024). For example, |Lin
et al.| (2024) extended gradient-free methods (Chen et al.|[2023; Lin et al.| 2022) for decentralized
stochastic nonsmooth nonconvex problem, while their SZO complexity bounds depend on the term
of O(d?/?), which does not match the best-known zeroth-order method in non-distributed scenarios
(Kornowski & Shamir, 2024). Later, Sahinoglu & Shahrampour| (2024) proposed multi-epoch
decentralized online learning (ME-DOL) method for both first-order and zeroth-order decentralized
stochastic stochastic nonsmooth nonconvex optimization, which incorporates the decentralized online
mirror descent (Shahrampour & Jadbabaie, 2017) into the online-to-nonconvex conversion (Cutkosky:
et al.,[2023; Kornowski & Shamir} [2024). The ME-DOL with SFO can find (9, €)-Goldstein stationary
point with the computation and the communication rounds of O(ny~2§~1e~3), and the ME-DOL
with SZO requires the computation rounds and the communication rounds of O(ndy~25~1e=3),
where v € (0, 1] is the spectral gap of the mixing matrix associated with the network.

The objective in distributed optimization problem (1)) naturally has the finite-sum structure in the
view of local functions { f; }}_;. This motivates us to design the partial participated methods, which
performs the client sampling during iterations and only executes the computation/communication
on the selected clients (Chen et al., 2020; [Maranjyan et al.,|2022; Mishchenko et al.,[2022). Some
recent works (Bai et al.|[2024; |Liu et al.| [2024; |Luo et al.| 2022) studied partial participated methods
by considering the balance among the first-order oracle complexity, the computation rounds, and
the communication rounds in decentralized optimization. However, these results heavily depend on
the smoothness assumptions. To the best of our knowledge, all existing methods (Chen et al.,2020;
Kovalev et al.| 2024} [Lan et al., 2020; [Lin et al., 2024;|Sahinoglu & Shahrampour, 2024; Wang et al.}
2023} [Zhang et al.| 2024)) for decentralized nonsmooth optimization require all clients accessing their
local oracle in per computation rounds, which limits the sampling efficiency.

In this paper, we propose the Decentralized Online-to-nonconvex Conversion with Client Sampling
(DOC?S), which integrates the partial participated computation and the multi-consensus steps into
decentralized optimization. We show that DOC?S with local stochastic first-order oracle (LSFO)
can achieve the (J, €)-Goldstein stationary points with the total LSFO calls of O(6~te3), the
computation rounds of O(6~'e~3), and the communication rounds of O(y~1/261e~3). All of
these upper bounds are sharper than the state-of-the-arts results achieved by ME-DOL (Sahinoglu
& Shahrampour, 2024). Recall that ME-DOL requires the computation rounds of O(y~ 26 'e?)
and each of its computation round requires all clients to access their local stochastic gradient, which
leads to the total LSFO calls of O(ny~2§~e~3). In contrast, the total LSFO complexity of our
DOC?S does not depend on the number of clients n and spectral gap . Additionally, we also show that
DOC?S with local stochastic zeroth-order oracle (LSZO) can achieve the (§, €)-Goldstein stationary
points with the total LSZO calls of O(dé~'e~3), the computation rounds of O(dd~1e=3), and the
communication rounds of O(dy~'/26=1¢~3), also improving the results of ME-DOL (Sahinoglu &
Shahrampour, 2024). We summarize theoretical results of our methods and related work in Table

2 PRELIMINARIES
In this section, we formalize our problem setting and introduce the background of nonsmooth analysis.

2.1 NOTATION AND ASSUMPTIONS

We use || - || and || - ||2 to denote the Frobenius norm and the spectral norm of the matrix, respectively,
also the Euclidean norm of the vector. We let 1,, = [1,...,1]T € R"™ and I be the identity matrix.
The notation conv(+) denotes the convex hull of given set. Additionally, we use notations B%(x, §)
and S?~! to present the Euclidean ball centered at x € R? with radius § > 0 and the unit sphere
centered at the origin, respectively.
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Table 1: We present the upper complexity bounds of our methods and related work for finding
(4, €)-Goldstein stationary points in stochastic decentralized optimization problem. The sample
complexity refers to the overall LSFO/LZSO complexity on all n clients.

Oracle Methods Sample Complexity Computation Rounds Communication Rounds
Ist (Sahinogli l:c/li;ggn]];;ur, 2024) 0 (%{;3) © (#) o (Aﬂ%)
m Ry () () (57
R (75 (s o(55a)
o g o(Se () o5 () ol
Oth lSahin()glﬁIZL/Igl;EaCr)ni:)ur. 2024) o (%) o (%) o <7?7z;155>
w20R () o(5s) ()

The dependency on ~y in the complexity of DGFM and DGEM ™ is not provided explicitly (Lin et al.}[2024).
8The complexity of ME-DOL (Sahinoglu & Shahrampour 2024) contains additional dependency on n. Please refer to Appendix@]for details.

We impose following assumptions for formulations (T)—(2).

Assumption 1. We suppose each stochastic component F;(x,&;) is L(&;)-Lipschitz continuous
in x for given §; € Z;, i.e., it holds that | F;(x; &;) — Fi(y; &)| < L(&) [|x — |, for all x,y € R¢
and ¢ € [n]. Furthermore, we suppose each L(§;) has a bounded second moment, i.e., there
exists L > 0 such that E¢, [L(&;)?] < L? for all i € [n].

Assumption 2. We suppose the objective function f : R¢ — R is lower bounded by f*, i.e., it
holds f* £ inf,cpa f(x) > —oo0.

We make the following assumption for the local stochastic first-order oracle (LSFO).

Assumption 3. We suppose the algorithms can access the local function f; : R? — R via the LSFO
consisting of local gradient estimator Fj : R¢ x Z; — R and the random index &; ~ D; such that
E¢;~p, [VFZ'(X; 5&)] = VfL(X) and E¢, p, H|VFL(X7 51) - va(X)HQ] < o? for some o > 0. We
further suppose there exists some G > 0 such that E¢, .p, [|| VF;(x; €)|°] < G2 forall x € R?
and 51 €=

Rademacher’s theorem (Evans} 2018)) states the Lipschitz continuous function is differentiable almost
everywhere. Thus, the LSFO is well-defined almost everywhere under Assumption[I] Besides, we
also consider the local stochastic first-order oracle (LSZO) as follows.

Assumption 4. We suppose the algorithms can access the local function f; : R* — R via the LSZO
consisting of local function value estimator F; : R? x =, — R and the random index &; ~ D; such

that E¢, vp, [Fi(x;&)] = fi(x).

We aim for all n clients in the network to collaborate in solving stochastic decentralized optimization
problem (E]) We use the doubly stochastic matrix P = [p;;] € R™*" to describe the topology
of the network. Specifically, the communication step at the ¢th client is built upon the weighted
average x:r = Z;l:l pi;X;, where x; is the local variable on the jth client. We impose the following

standard assumption in decentralized optimization for the matrix P € R™*™ (Schmidt et al.,[2017;
Scaman et al .l [2018).

Assumption 5. We suppose that the mixing matrix P € R™*™ associated with the network satisfies:
(a) The matrix P € R™*" is symmetric and holds p;; > 0 for all ¢, j € [n]; (b) It holds p;; # 0 if
and only if clients ¢ and j are connected or ¢ = j; (c¢) [t holds 0 < P < T and P'1,=P1,=1,.

Under Assumption the largest eigenvalue of the mixing matrix P € R™*" is one. Consequently,
we define the spectral gap of P € R™*™ as v = 1 — Ao(P) € (0, 1], where \y(P) is the second
largest eigenvalue of P.
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2.2 GOLDSTEIN STATIONARY POINTS

We present the notion of Clarke subdifferential (Clarke et al., 2008) and its relaxation Goldstein
subdifferential (Goldstein, |1977)) for the Lipschitz continuous objective in the nonconvex nonsmooth
problem as follows.

Definition 1 (Clarke et al.| (2008)). The Clarke subdifferential of a Lipschitz continuous function
f:R? — Ratapoint x € R? is defined by 0f (x) := conv{g 1 g = limy, x Vf(xk,)}.
Definition 2 (Goldstein|(1977)). For given § > 0 and a Lipschitz continuous function f : R? — R,

the Goldstein d-subdifferential of at point x € R? is defined by 05 f (x) := conv (Uycpa(x,) O.f (¥)).
where the 0f (y) is Clarke subdifferential.

We are interested in finding the (J, €)-Goldstein stationary point (Zhang et al., 2020), which is defined
as follows.

Definition 3 (Zhang et al.|(2020)). For given Lipschitz continuous function f : RY - R, § > 0, and
x € R%, we denote |V f(x)||; := min{||g|| : g € 9sf(x)}. We call the point x a (4, €)-Goldstein
stationary point of f if ||V f(x)||; < € holds.

2.3 RANDOMIZED SMOOTHING

Randomized smoothing is a popular technique in stochastic optimization (Duchi et al., 2012} [Lin
et al.| 2022} Nesterov & Spokoinyl, 2017} [Shamir}, 2017; |Yousefian et al., 2012)). This paper focuses
on the uniform smoothing as follows.

Definition 4 (Yousefian et al.[(2012)). Given a Lipschitz continuous function f : R? — R, we denote
its smooth surrogate as f5(x) = By~ unit(B4(0,1)) [f (X + du)], where Unif(B9(0, 1)) is the uniform
distribution on the unit Euclidean ball centered at the origin.

The smooth surrogate f5 has the following properties.

Proposition 1 (Lin et al.[ (2022, Proposition 2.2),|Kornowski & Shamir| (2024, Lemma 4)). Suppose
the function f : R® — R is L-Lipschitz, then its smooth surrogate fs holds: (a) |fs(:) — f(-)| < 6L;
(b) f5(-) is L-Lipschitz; (c) f5(-) is differentiable with co/dLS~'-Lipschitz gradients for some
numeric constant c¢o > 0; (d) 0, fs(x) C Ou+sf(z) forall p > 0.

Based on Proposition[I} we can establish unbiased gradient estimators for the smooth surrogate of
local functions, which is shown in the following lemma.

Lemma 1 (Kornowski & Shamir| (2024, Lemma 7)). We let w = x + sA with s ~ Unif([0, 1]) and
given x, A € R% Under Assumptionsand the random vector
_ 8
gi = 2%
with z; ~ Unif(S*1), & ~ D, and given § > 0 holds that B, 5,[gi|s] = V(fi)s(w)
and Eg, 4, [ ||g1||2 | 5] < 16v/27dL? for all i € [n)].

(Fl(X + sA + 6zi;£i) — FZ(X + sA — §z;; ﬁi))zi

3 THE ALGORITHM AND MAIN RESULTS

We propose decentralized online-to-nonconvex conversion with client sampling (DOC?2S) in Algo-
rithm [T} which incorporates the steps of client sampling and Chebyshev acceleration (Algorithm 2))
(Arioli & Scott, [2014; |Liu & Morse, 20115 [Song et al., 2024; Ye et al., 2023) into the framework of
online-to-nonconvex conversion (Cutkosky et al.| 2023} [Sahinoglu & Shahrampour, [2024)) to improve
both the computation and the communication efficiency. Furthermore, our DOC*S (Algorithm
supports both the first-order and the zeroth-order oracles through subroutines of Algorithms [3]and 4]

The key idea of DOC2S (Algorithm [1) is to perform the client sampling i¢ ~ Unif({1,...,n}) at
the beginning of each iteration (line 8). Consequently, the local oracle call (line 14) in the iteration
is only required on the itth client, which significantly improve the sample complexity of existing
decentralized nonconvex optimization methods that requires all n clients perform the computation in
each iteration (Chen et al., [2020; Kovalev et al.,[2024; [Lan et al., [2020; [Lin et al.| 2024} [Sahinoglu &



Under review as a conference paper at ICLR 2026

Algorithm 1 Decentralized Online-to-Nonconvex Conversion with Client Sampling (DOC?2S)
1: Input: OracleType € {Oth, 1st}, 6’ >0, K,T,R€N, n,D >0, P € R**"
2: Initialization: y)"" = 0 for all i € [n]
3: for k =1to K do
4: parallelfori = 1ton

5. ARVR g yho kit
6:  end parallel for
7: fort=1toT do
8: it ~ Unif({1,...,n})
9: parallel for : = 1 ton
. y;c,tfl +nAf,t—1/27 =gt
10: X" =9 pia
yqj T k) Z 7é it
11: sf’t ~ Unif([0, 1]), wf"t = yf’Fl + sf‘tAf’Flm
12: end parallel for
13: {yf’t}z;l = FastGossip ({Xf’t}?:17 P, R)
14 gk’ ¢ First-Order-Estimator (Fit,Dit , Wf{t, 5’), OracleType = 1th
' i Zeroth-Order-Estimator (Fjt, D;e, wf,;t, 8"), OracleType = Oth
15: parallel for i = 1ton
. D kt—1/2 k.t L
nmin < 1, . A -ng;”"), i=1
P O | )
0, i#it
17: end parallel for
18: {Af’t+1/2}j:1 = FastGossip({Af’t}:;1,P7 R)
19:  end for
20: end for
21: Output: wi™ ~ Unif ({%},...,wX}) foralli € [n], where WF = L S°7  wh’

Shahrampour, 2024} (Wang et al., 2023; Zhang et al.,2024). We also include the multi-consensus step
with Chebyshev acceleration (Algorithm@ (Arioli & Scottl 2014;|Liu & Morse,, |2011;|Song et al.}
2024; Ye et al.,[2023) in iterations (lines 13 and 18 of Algorithm [I)), which guarantees the consensus
error of the local variables can be well bounded even if only one of the clients performs the local
oracle calls in each iteration.

We present the main theoretical results for proposed DOC2S (Algorithm with the local stochastic
first-order oracle (Algorithm 3 as follows.

Theorem 1. Under Assumptions|I} 2} B| and[5] Algorithm[I|with the local stochastic first-order oracle
(Algorithm 3) by taking &' = §/2, K = O(6~'e™ 1), T = O(e2), R = O(y~'/?), n = O(§€%),
and D = O(6€*) can output {w§"*}"_, such that Egr.c gr.e [||[V f(W)||5] < € forall i € [n].
Corollary 2. Following the setting of Theorem each client can achieve an (9, €)-Goldstein station-
ary point of the objective within the overall stochastic first-order oracle complexity of O(6~1e=3),
the computation rounds of O(6~ ¢=3), and the communication rounds of O(y~ /25~ 1e=3),

Besides the sharper complexity bounds than ME-DOL (Sahinoglu & Shahrampour, [2024)) (see compar-
ison in Table , the proposed DOC?2S also guarantees every client can achieve a (9, €)-Goldstein sta-
tionary point in expectation. Recall that the theoretical analysis of ME-DOL (Sahinoglu & Shahram;
pour, 2024, Theorem 2) only indicates that there exists some point w* = ﬁ Zthl Dy wf’t which
is an (0, €)-Goldstein stationary point, where wf’t is generated on the ith client. However, achieving
such mean vector w¥ is non-trivial in practice for the decentralized setting. In contrast, the point w
in our algorithm and theory only depends on its local variables (line 21 of Algorithm|T]).

out
%

Similarly, we can also achieve the following results for the local stochastic zeroth-order oracle.
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Algorithm 2 FastGosmp({z( )}Z P.R) Algorithm 3 First-Order-Estimator(F;, D;, w;, 1)
1z = zio) forall i € [n] I &~ Yé} z; ~ Unif(B(0, 1))
2: g = (W i &
1~ (u(P))? i = VI ez &)

3: Output: g;
1+ /1= Ou(P)? put: g;

3: parallelforr =0to R — 1

¢_

" Algorithm 4 Zeroth-Order-Estimator(F;, D;, w;, i)
L) _ () (r=1) — i1
4z =(1+9) E Dijz;  — Pz, 1: & ~D;, z; ~ Unif(S*1)
—

d
5: end parallel for 28 = ﬂ(Fi(Wi‘f'NZi;fi) — Fi(wi—pzi;€))zi
6: Output: {z§R>}j:1 3: Output: g;

Theorem 3. Under Assumptions|]] and[3} Algorithm[I|with the local stochastic zeroth-order
oracle (AlgorithmE]) by taking &' = /2, K = O e ), T = O(de™?), R = O(y~/?),
n = O(6€®), and D = O(6€*) can output {w" }1_ such that Egx.: g [||V f(w")||s] < € for
all i € [n).

Corollary 4. Following the setting of Theoreml 1| each client can achieve an (4, €)-Goldstein station-
ary point of the objective within the overall stochastic zeroth-order oracle complexity of O(d§~1e=3)

the computation rounds of O(dd~"e~3), and the communication rounds of O(dr~/25~1e=3).

s

4 THE COMPLEXITY ANALYSIS

This section provides the brief sketch for the proofs of our main results and the details are deferred in
supplementary materials. In the remains, we use the bold letter with a bar to denote the mean vector,

bt 1 k,t 1 kt kf k,t Akt 1 n k,t
e.g.,x - Ez lxz ’y Zz lyz Eit[git ]’andA _EZizl Az .

We first introduce the following proposition for the subroutine of multi-consensus steps with Cheby-
shev acceleration (Algorithm@ (Ye et al., [2023)).

Proposition 2 (Ye et al.{(2023| Proposition 1)). For AlgorithmE] we denote z = % Z:’ 1 50), then
it holds that =377 2" = 7z and

i=1 z

n (B 1 2R n ©)
Sl -al < (1= (1= ) vA) Yl -l
=1 V2 i=1

Applying Proposmonl we achieve upper bounds for variables {Ak /2 }._, and {yl 9
Lemma 2. Under Assumptions[3|and 3] Algorithm[I|with

1 V14n(n —1)D
e {(1 —vae e W v

satisfies || AR _ ARH2|| < ¢ and | AFTTV2 < D4 € foralli € [n] and € > 0.

Lemma 3. Under the setting of Lemma 2] Algorithm([I|holds

(D+¢€)e
D—¢ '’

k,t

_ kit
ly™" =yl <

foralli € [n]and € < D.
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We first consider the decrease of the objective function value at the mean vector after one epoch in
the smooth case. The update rule of Algorithm|[I]indicates

Esk,t7£k,t [f(f(k"T) — f(iho)]
T T

:Z]Esk»t,gkv‘[<vk7t7A,L-t7t_1/2 _ Ak,t—1/2>] + ZEsk,t,gw[(V’f’t _ gk,tyak,t—1/2>] "
t=1 t=1

T T
+ ) B ere[(85 0]+ B gne[(gF, AR —uF)]
t=1 t=1

holds for all u* € R?, where V*t = fol V- 4 sAfgt*l/z) ds. For the first term of
equation (@), we use Cauchy—Schwarz inequality and Chebyshev acceleration to make the term
sufficiently small, that is

T
S e g [(WH1, ARIT12 L AR1-1/2)]
t? Q)
<3 B [0 k2 - AR2]] < ne
t=1

For the second term of equation (@), we use the following lemma to provide its upper bound.

Lemma 4. Under Assumptions [I} 2| B] and B} we further suppose each f; is H-smooth, then
Algorithm[I|with the local stochastic first-order oracle (Algorithm[3)) by taking po = 0 in Algorithm[3]
holds

2D2He'T
ey

D—¢ ©

T
Z]Esk,,,7£k7t[<vk,t . gk,t’ Ak,t71/2>]
t=1

T n kst
For the third term of equation (4)), we take u* =-D 2ot i vf"(wﬁc t) . Then we can show that
||Z;F:1 im1 Vi(w;” )”

E l@T: g’”,u’“>] < -DE l iiivmwfﬂ ] + D"ff. (7)
t=1 t=1 i=1
For the last term of equation (@), we use the following lemma to provide its upper bound.
Lemma S. Under the settings of Lemma @] we have
2 kit Aki-1/2  k / nG*T  D?> (4D +¢€)€eT
Egkt gt [fz_;(g A —u >] < GET + 5 +%+T, 8)

for all ||uk|| < D.

We can also bound the difference between the gradients of the global and local functions as follows.

Lemma 6 (Sahinoglu & Shahrampour| (2024, Lemma 2)). Let the functions { f;}7_, be H-smooth
and f(x) = L 3" | fi(x). For given sequence {Wf}fﬁl, we suppose there exists some r > 0 such

that ||w! — w'|| < rforalli € [n] and t € [T), then it holds

T n
S SR D] B ) SR

t=1 i=1 t=1 i=1

< + 2rH,

ot 1N
where W' = 371" | Wi

1= K3

Combing above results of Lemmas fH6|and equations (@)-(®), we achieve the theoretical guarantee
for our method in the smooth case.
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Figure 1: The results of first-order methods for binary classification on dataset “rcv1”.
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Figure 2: The results of zeroth-order methods for binary classification on dataset “rcv1”.

Lemma 7. Under the settings of Lemma ) running Algorithm 3| with parameters T = O(e=?),
K =011, D=0(5), R=0("1?), and n = O(5¢*) can output {w"*}?_, such that
E[|Vf(w$")||s] < € holds for all i € [n].

Connecting the following lemma with Lemma[7} we can establish our main result for the nonsmooth
case in Theorem|[I]} The result in Theorem [3]can be achieved in the similar way.

Lemma 8 (Sahinoglu & Shahrampour| (2024, Proposition 2)). From Proposition and Definition E}
we have ||V f(x)[ls < ||V fas(X)||(1—a)s for all a € (0, 1).

To the best of our knowledge, client sampling techniques previously have been studied in the context
of smooth optimization, where convergence analysis relies crucially on the Lipschitz continuity of
the gradient (Bai et al.| 2024; [Liu et al., 2024; Luo et al., [2022). However, in our nonsmooth setting,
the gradient is not Lipschitz continuous, rendering existing convergence analyses inapplicable.

Compared with the full participated method ME-DOL for nonsmooth nonconvex optimization
(Sahinoglu & Shahrampour, 2024), the proposed DOC2S (Algorithm requires only requires one
client to perform its computation per iteration. This results the kei step for bounding the consensus

error ||A]-€’H1/2 — ARH1/2|| in our analysis (the proof of Lemma[2]in Appendix | being different

7

from that of ME-DOL in the following aspects.

» The ME-DOL perform online mirror descent on all clients per iteration (Sahinoglu & Shahrampour,

2024, Algorithm 4), which ensures that HAf’tH/ ?|| < D always holds. This allows the analysis
to directly apply Lemma 1 of[Shahrampour & Jadbabaie (2017) to bound the consensus error.

» Our DOC?S only performs online mirror descent on one client per iteration. Consequently,

the updates of xft and Af’t (when ¢ = %) in Lines 10 and 16 of Algorithm |1|include an
additional factor of n preceding the term Af’t_l/ % and the min operator, respectively. Moreover,
Algorithm [ incorporates an additional communication step in Line 18. These modifications
f’tH/ 2 _ Akt+1/ 2|| can be effectively bounded, even though only one client
participates in the computation and the condition ||Af’t+1/ ?|| < D (as required by Sahinoglu

& Shahrampour| (2024)) is not necessarily satisfied. Specifically, the analysis in Appendix[A.]]
shows that || A®*T/2 _ Akt+1/2|| < ¢ and || AFT/2| < D + ¢. By choosing an appropriate

i
accuracy €' and employing Chebyshev acceleration, the consensus error is sufficiently controlled
to achieve the desired theoretical guarantees.

ensure that ||A
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Figure 3: The results of first-order methods for multi-class classification on dataset “MNIST”.
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Figure 4: The results of zeroth-order methods for multi-class classification on dataset “MNIST”.

5 NUMERICAL EXPERIMENTS

This section empirically compare our DOC?S with baseline methods, including ME-DOL (Shahram{
pour & Jadbabaie, [2017) for both first-order and zeroth-order settings, as well as DGFM (Lin et al.,
2024) for the zeroth-order setting. We conduct experiments on the following two models:

¢ Nonconvex SVM with capped-¢; penalty for binary classification on datasets “rcv1” and “a9a”.

* Multilayer perceptron with ReLU activation for multi-class classification on datasets “MNIST”
and “fashion-MNIST”.

We provide the detailed descriptions for the models in Appendix [E]

We perform our numerical experiments on n = 16 clients associated with the network of the ring
topology. For DOC2S and ME-DOL, we tune the stepsize 7 and diameter D from {0.01,0.05,0.1}
and {0.05,0.01,0.005,0.001}, respectively. For DGFM and DGFM+, we tune the stepsize 7
from {0.001,0.005,0.01}. Additionally, we set the iteration number of Chebyshev acceleration
as R = 2 in our DOC?S.

We evaluate the performance of our method and baselines through sample complexity, computation
rounds, and communication rounds. We present the experimental results for datasets “rcv1” and
“MINST” in Figures[IH4] Due to the space limitation, we defer the results for datasets “a9a” and
“Fashion-MNIST” (Figures to Appendix [EL We can observe that the proposed DOC?2S performs
better than baselines with respect to all measures. In particular, the client sampling strategy makes
the sample complexity of our method significantly superior to that of baselines. All of the empirical
results support the shaper upper bounds achieved in our theoretical analysis.

6 CONCLUSION

The paper presents a novel stochastic optimization methods for decentralized nonsmooth nonconvex
problem. We provide the theoretical analysis to show involving the steps of client sampling and
Chebyshev acceleration significantly improve the computation and the communication efficiencies.
Additionally, our methods work for both stochastic first-order and zeroth-order oracles. The advantage
of proposed method is also validated by empirical studies. In future work, it is possible to extend our
ideas to solve decentralized nonsmooth nonconvex problem in time varying networks (Kovalev et al.|
2024).
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A UPPER BOUNDS FOR CONSENSUS ERRORS
We present the proofs for Lemmas [2and 3] which provide upper bounds for consensus errors.

A.1 PROOF OF LEMMA 2]

Proof. We let ¢ = 1 — (1 — 1/v/2)\/7. According to the line 18 in Algorithm |1{and applying
Proposition 2] we have

Z HAi_c,tJrl/z . Ak,t+1/2H2 < 1402RZ HAf,t _ Akt 2 ©)
i=1 i=1
Based on the update rule of Af’t in Algorithm(line 16) and Proposition |2, we have
- - 1< 1
Ak,t+1/2 — Ak,t —— Al_ﬁ:,t _ 7A’.€t’t.
n ; ¢ n °
Therefore, it holds
)3 ake - are
i=1
1 2 1 2
_ ‘Afgt LNl NSNS
n n
it (10)
1 2 1 2
=[lA% — AR +(n-1) Ho ——AR
n n
1 2
_n HAi’t ‘ < n(n—1)D?
n

where the last step is based on the fact HAfgt ’ <nD.

Combing above results, we have

HAf,t+1/2 _ Ak,t+1/2H2

n
2
: 1/2 A
SZHA?H /2 Ak,t+1/2H
j=1

n 2
2R kit A kot
ST AR
i=1

<14c*Fn(n — 1)D?
forall 4 eg, where the second inequality is based on equation @I), the third inequality is based on
(10

equation (10). Recall that ¢ = 1 — (1 — 1/v/2),/7. Therefore, the setting of R and Proposition
implies

HA?’HUQ _ Ak7t+1/2H <¢ )

for all ¢ € [n]. Consequently, we have
Al;,t+1 /2 H

_||Akt+1/2 o (A?,t+l/2 B Ak,t+1/2)H

< Ak,t—i—l/QH I HA;@‘,t+1/2 B Ak,t-}-l/QH

1 ki
= EAZt

n HAI_C,tJrl/Q _ Ak,t—l/ZH
<D+¢€,

where the last step is based on equation and the fact H Af{t <nD. O
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A.2 PROOF OF LEMMA 3]

Proof. Based on the update rule of xf’t in Algorithm (line 10), we denote
{ kt—1/2 . 4
Kt k.t kit—1 na; , =1

€ =X yz

i 0, i At
Then we have x!"" = y**~! 4 &' forall i € [n] and
gt — ghit1 gt (12)
where &% = 1 $°" e, Furthermore, we get

n
2
kt
2 :He‘, _ gt
k2
i=1

2
n 1 n
DM GEEas
= e e,
i=1 nia
ekt — kt 1/2” kt kt 1/2” (13)
it
H Akzt 1/2 Ak,t71/2H +( HO Akt 1/2H
= %
=n( HAkt 1/2H <n(n—1)(D+¢€)?,

kt 1/2|

where the last inequality is based on the fact H | < D+ € from Lemma

Applying Proposition ! and noticing that yi 0 =0, we get

n
2
k,t —
> [ -]
j=1

n
2
<V14c" Z xf’t—fckt
j=1
n 2
=v/14c8 yf’til + e?’t — xkit (14)
j=1
_ R - k,t—1 k,t —kt—1 ~kt 2
=V 14c Z y; ey —yhith—eb
j=1
- kit—1 2 - k.t 2
<V14cR y; ykvt—lH +V14cE ZHej’ —ékth ,
j=1 j=1

where X%t = 1 o) DY x " and y =1 o) DY yZ . In the derivation of equation 1) the second

inequality is based on Proposmon the equahtles are based on the definition of ef’t and equation l| ,
and the last step is based on the triangle inequality of Frobenius norm. Hence, we achieve the recursion

2 n 2
ZHy ktH < VI4ck ZHy’” oyt VIR |3 [eht ekt as)
j=1

We then use induction to prove

< (D+¢€)é
- D-¢

n

kt Gkt
ZHYJ A
j=1

forallt > 1and € < D as follows.
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Induction Base: For ¢ = 0, we have

; D—¢
Jj=1
Induction Step: We suppose
- _ 2 _(D+¢€)e
k, —kt—
N (10
=1

holds. Substituting the induction hypothesis (I6) and equation (I3)) into equation (I3]) implies

> vt -+ an
j=1
D+ ¢€)e D+ ¢€)e
S\/14CR'%+V14CR nn—1)(D+¢€) < ( D—tj , (18)
where we take
1 ldn(n —1)D
> log p .
(1-1/v2)\7 €
O

B PROOFS FOR THE SMOOTH CASE

This section provides proofs for the results of our method with stochastic first-order oracle in the
smooth case. We first provide two basic lemmas.

Lemma 9 ((Parikh et al., 2014} Section 6.5), (Shahrampour & Jadbabaie, [2017, Lemma 6)). For
giveng, A € R and D > 0, the problem

: L 2
i {(cg) + o x - A7} (19)

has the unique solution

Additionally, we have
1 1 1
(g, x" —u) < %HA —ul? - %Hu —x*|? - %HA - x*||?,

forallu € RY.
Lemma 10. Under the setting of Lemma|[2} we have

2

T
5= > BBy g || A
n

k,t
1 k,t—1/2 k 2 Ait k
B it —u - u
N t=1

2 N/
<g+(4D+e)eT
T2 2n

for all HukH <D.
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Proof. The left-hand side of the above equation can be decomposed as follows:

2 APt ?
ZEﬂEk,gk, HA’” 12 ukH —‘ A
n
T k,t 2
1 NE AN
— S B rEger gre HA’” 1/2 ukH — |2 P
27715 1 n
T
1 ki—1/2  k|? kitl/2xll?
:?ZEZI’ 7TE kit ghit A —u — A1t+1 —u
7= (20)
2

T k,t

1 Z kt+1/2 2 Ay
s k t k
—_— Eil,‘.wiTEskvt,ﬁkvt HAit+1 —u H — d —u

For the first term in equation (20), we obtain

1 & kt=1/2 _ ok 2 K t1/2 ik
oD Ein B ghs HA H —HAit’+1 —u H
=
1 [ 2 2
gy s |3 (et alirr - )
; ,

1 12 2
L B HAW - fante ]
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1 D?
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where the last equality due to A7/~ = 0 and the last inequality is based on the fact [Ju®|| < D.

For the second term of equation (20), we notice:

k.t
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T
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where the first inequality follows the triangle inequality ||a||—||b|| < [|a—b|| witha = Af;f{l/ Z_uk

and b = Af{t/n — u”, the second inequality is based on the fact ||Afft/n|\ < D, |u*| < D,
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and ||Af,;ﬁr1/ | < D+ ¢€ from Lemma The the last inequality in above derivation is achieved as
follows

k.t
Ak,t-‘rl/Q N Ait
n

jt+1

k,t+1/2 A k.t k,t+1/2 A k,t+1/2 ’
- i - 2| gt - aceee] <o,

where the first step is based on the update rule of Ak * (line 16 of Algorithm , the second step is

based on the update rule of Ak /2 (line 18 of Algorithm El) and Proposition |2} and the last step is
based on Lemmal[2l O

We then provide the proofs of lemmas for the smooth case in Section ]
B.1 PROOF OF LEMMA 3]
Proof. The setting i; ~ Unif({1,...,n}) indicates
EiBore gr[g ZEWM& =E[g"],

which implies

T
Eqie g |‘Z<gk?t’ Akt—1/2 _ uk>]

t=1

T
= BB gr (g, ARITY2 —ub)]

T
=Y BB g (gl A2 - ATV

S Akt
+ D BB gr [<gi7t7Aft,tl/2 B ;>1

t=1

T Akt
+ ;EitEsk,t,gk,t [<g2)ta # — uk>1 (21)
We now consider the upper bounds of equation . Line 14 of Algorithm [I] with the stochastic
first-order oracle (Algorithm 3) and Assumption [3]imply

Ektgkt”g \/Emgkt”& ||]7 (22)

For the first term in equation (2I)), we have
Esk,t7£k,t [<gf{t, Ak’t71/2 — A?{t_l/2>]
B o [ | 442 — AEV2] < G,

where the first step is based on Cauchy—Schwarz inequality and the second step is based on equa-
tion and the result ||Akt 12 — AR1/2|| < ¢ from Lemma

(23)

For the second term in equation (ZI)), we have

Al
Byt ghoe K Rt AR >]
n

2
N 1 e ARt
§E kt&ktl:“g H ] +%]Esk,t_’£k,t HAkt 1/2_ 1t

(24)

t
v n

G?* 1
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2

3t

n
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where the first step is based on Young’s inequality and the second step is based on equation (22).

For the third term in equation , We apply Lemma@wuh g = gkt LA = Ak t=1/2 ,u=u" and
x* = Ak K /n and the update rule of Azt (line 16 of Algorlthm to achieve

Al
Esk,tﬁk,t [(gi7t7 ’r;f —uk>]

. AEE Abt|[? (25)
<Eus g —||A’” B PN =
2n n 2n ¢ n
Substituting equations equations (23)), (24), and (23) into equation (Z1), we achive
T
]Esk,t,gk,t [Z<gk,t’ Ak,tfl/Q o uk:>]
t=1
Akt1/2 Al
<GeT E;E, — = S el |y | PP
+ —‘r Z kot ght || || u "
G*T  D? 4D T
<GeT+ ! +——+ %,
2 2n 2n
where the last inequality is based on Lemma[I0}] O
B.2 PROOF OF LEMMA [4]
Proof. Recall that
/ VAR 4 sART?) ds,
We split the left-hand side of equation (6)) as
T
ZEskFt,gk’tKvk’t _ gk,t7 Ak,t—l/Q”
- " (26)
= Egrrgri[(VHF—ghl ARV LN "B e [(VE = VR ARE/2)]
t=1 t=1

where

1 n 1 B _
=-S" v ad VP = [ VAP R sAR T ) ds.
L 0

We now consider the upper bounds of equation (26). Line 14 of Algorithm [T] with the stochastic
first-order oracle (Algorithm 3| with 1 = 0) and Assumption [3]imply

Ege gre[g) ] = VI, 27
which means
Esk‘t{k,t,[gk’t} = Vhkt,

Therefore, the first term of equation (26) equal to 0 so that we only need to consider the second term
in equation (26).
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We have
o - 9|
B %/ (Vf( fet— 1+5Akt 1/2)*Vfi(Yf’t71+5Af7t_1/2)) ds
0

n 1
< Z/ VA 4 sAl ) - AP Al ) as

(28)
A [ sl
S* Z Hyk,tq _ yf,t—l" L1 HAk t—1/2 Af,t—1/2 ’
n
i=1
where the second inequality is based on the H-smoothness of the function f;.
According to Lemma 3] we have
D AP/
||yk,t71 k‘ t— 1|| < ( +e )6 . (29)

D—¢
According to Lemma[2] we have
HAk,t—l/Q —Af’tilﬂH <é
for all ¢ € [n], which means
HA“ 1/2 A?,t—1/2“ < HAk,tq/z _ Af;,t—l/Z” I HAk,tfl/2 7Af7t_1/2” <2¢.  (30)

Substituting equations (29) and (30) into equation (28], we have

2DH€

[VhE— VR < - 31)

D —e¢

Therefore, the second term in equation (26) holds

T
D B gre [V —ght, ARL2)

T
:Z]E o g [(VR — TR ARE=1/2))
t=1
T

Z s g [[[VE = TR AR

2D2H €T
< 77
- D—-¢
where the first step is based on equations (26) and (27), the second step is based on Cauchy—Schwarz
inequality, and the last step is based on equation || and the fact ||AF*=1/2|| = ||Aif;f?1 /n|| <D
from the update rule in line 16 of Algorithm ] O

B.3 PROOF OF LEMMA[7]

Proof. According to the update rule of x’-“’t in Algorithmm(line 10), we have:
Z kt— 1+Akt1/2 ot 1+Akt1/2

where the last step is based on the doubly stochastic assumption of matrix P (Assumption [3)).
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Recall that

gt

/ Vf ki 1+8Akt 1/2)d and gk,t:Eﬂ[gk,tL

then the continuity of the function f means
FEE = FxE
1
/ (Vf(xE1 4 Akt 1/2) ARt 1/2>d
0

<th kt 1/2> (32)
<th kt 1/2 Ak,t—1/2>+<vk,t_gk,t Ak,t—1/2>

+ <gk t,uk> + <gk7t,Ak,t71/2 o uk:>.
Summing equation over ¢ and taking expectation on ﬁf "~ D; and sf’t ~ Unif[0, 1] yields
Egre gre [f(XPT) — f(xF0)]

T T
_ZE e g [(V Al V2 Akt=1/2] 4 ZESKK@J[(VW gt ARt1/2)]

t=1 o -

+ZE“£“ k.t +ZE’”E“ k,t,Ak,t—l/Q_uk”
hold for all u* € R?, where we define x y Oand x¥0 =1 Ly X, kO _ 1 Ly yl
For the first term of equation (33)), we have:

T
ZEsk-,t,gk,t[(Vk’t,Af;t_l/z _ Ak’t*1/2>]
(34)

<ZE g [V Akt = Ak < e,

where the first step is based on the Cauchy—Schwarz inequality and the second step due to the result
HAIC A2 ARIL/2)| < ¢ from Lemmaand the fact that ||V f(x)|| < L. For the upper bound
of [V £(x)]l;

Vi)l = [E[VF (&) S E[IVF(x &)l < E[L(&)] < VE[L(&)?] < L

for all z € R? and i € [n], where we use Jensen’s inequality and Assumption Hence, we have
Zsz <1 Z IVAGIN < = anL = L.
It It

For the second term of equation (33), we apply Lemma]to achieve

IVf(x

T
ZEskv‘,ﬁkv‘ [<Vk,t _ vk,t7 Ak,t—1/2>] (35)
t=1
2D?HE'T
<AL (36)

For the third term of equation (33)), we take

uk = _ Zt 121 1sz(w )
HZt P 1sz(w )

20



Under review as a conference paper at ICLR 2026

which means

t=1 1=1
T 1 T n
+Eskf &k t [<ngt _ szfz(wf7t)’uk>]
t=1 n t=1 i=1
1 T n D T n
<‘mWﬂwnZ§Wﬂﬁ”*w%MW[ZXWWwWw%]
t=114=1 t=1 i=1

1 T n
LSS v

t=1 i=1

< — DTE ks gkt [ + (37)

where the first inequality is based on Cauchy—Schwarz inequality and the fact HukH < D; the last
step is due to

T n
e | [S3 (v0 )|
t=1 i=1
T n 2
< Esk,t7€k,t Z (Vfi(wf’t) . gf’t)
t=1 i=1

T n
<\ DD Eanr g vai(vvf’t) -g"

2
t=1 i=1 }
< VnTo.
Here, the first inequality is based on Jensen’s inequality, the second inequality is based on the fact
By gri[g)"] = Eger gt [VE(W))] = B[V (W] )],
and third inequality is based on the fact from Assumption 3]

For the last term of equation (33), we apply Lemma[3]to achieve

T
~k . G?T D? (4D+¢€)eT
Eore en Z ghit Akt=1/2 _ k n _
e L_1<g 7 " > 2 - 2n - 2n

< GET + (38)

Next, we target to bound the distance from {w!"*} to wo". For all i,j € [n], k € [K], and
t1,ty € [T such that t; > to, we have

kit k.ta

Hwi —whie|| < wa,tl —wht || Wkt -t 4 Hv—vk,tz ~w (39)
The update rule of Wf’t (line 11 of Algorithm implies
wht V—Vk,tH
_ yf,tq I Sf,tAf,t—l/Z _ght=1 1 isf’tAf’t_l/Q
i
- I~ & - 40
<|yrt _yk,t—lH n HAf,t 1/2H " *ZsfiAi’m 1/2 (40)
n
D+ ¢€)ée
g% +2(D +¢)
<3(D+¢),
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forallt € [T] and €’ < D/2, where the first inequality is based on the fact sf’t < 1 and the second
kit=1/2 | < D+¢€ from Lemmasand Consequently, we have

inequality is based on the result || A;

|

t1—1
< Z Hv—vk,tﬂ . V—Vk,tH
t=to
T
< Z ”v—vk,tJrl o v—vk,tH
t=1
T-—1 1 n 1 n
_ k.t kt+1 A k,t+1/2 —kit—1 kjt A k,it—1/2
I O D D
t=1 i=1 =1
T-1 1 n 1 n
kt— k,t—1/2 k1l A kt+1/2 _kt— kjt A kt—1/2
:Z gt 1+Ait /JrﬁzsitJrAi /7ykt I*ﬁzsitAi /
t=1 i=1 1=1
T-1 / 1 n y 1 n y
kt—1/2 kt+1 A k,t+1/2 kit A kt—1/2
=D AT Sy s A, — oD sA
t=1 i=1 =1
- / 1N / 1y /
k,it—1/2 kt+1 A k,t+1/2 kit A kyt—1/2
<3 (Jlabe |3 srrmateers o 15 eate])
t=1 =1 =1
<3(D +€)(T —1) < 3(D + €T, (41)

where the third step is based on the update rule of Wf " in (line 11 of Algorithm ; the fourth
step is based on the update rule of x™* (line 10 of Algorithm EI) and the fact y%* = x%* from the
update rule of yf’t (line 13 of Algorithm and Proposition |2} the last line is based on the result of
HAf’til/2 | < D+ ¢ foralli € [n] from Lemma|2|and the setting s* € [0, 1].

Substituting equations (@0) and (1)) into equation (39), we have

k,t1 k,to
Wit —w

<3(D+€)+3(D+€)T+3(D+¢€) <4, (42)

where the last inequality is based on taking

5 T—6
D=— T>6 d "< D. 43
AT’ e T )
We set ) = D/(G+/T) for equation to achieve
T
]Esk,t’gk,t Z<gk’t, Ak’t_1/2 — Uk>
t=1
2 2 AW
gGe’T+nGT+D—+(4D+6)ET (44)
2 2n 2n
4D ’ /GT3/2
<GeT + GDVT 4 WP :

2D

Substituting equations equations (34), (33), (37), (#4) into equation (33):

By gr [f(RET) = f(x50)]

T T
kt— Nkt _ ~ kot
=Y B g (VRS ARTY2 - ARV 4N B e [(VEE - ght ARETL/2)]
t=1 t=1

T T
+ ) B [(@5 0]+ B gne[(g5 AR —uF)]
t=1 t=1
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2D2He'T 1 ZT Z" DoVT
/ k,t
SLE T ? — DT]Eék t sk t ﬁ : sz(wz ) + \/ﬁ
t=1 i=1
4D / /GT3/2
L 6T+ apyVT + AP .
2D
Taking the average on above inequality over £ = 1, ..., K and dividing DT, we achieve

ZZVﬁ )

flzl

]Esk,t7£k,t [

<1Esk,t7£k,t[f(x110)ff(xKvT)] o G <2DH G+L (4D +¢)GVT

B DKT +\/nT+ﬁ+ D—EI+ D 2D2 €
(45)

Now we start to show the desired approximate stationary point can be achieved at each client.
According to Lemma 6] with 7 = 3(D + €’), we have

T n n
S Vi) < 22

t=1 i=1

+6H(D +¢). (46)

Additionally, we have

|

foralli,j € [n], k € [K], and t € [T], where the first step is based on the setting of W (line 11 of
Algorithm[T) and the last step is based on equation (2. Combing above results, we have

E ktgkt va Out H

1 -
e [15 Hw<wf>||5]

K T
<Egk,t grt [ Z ;;Z;Vf kt

k=1

<]Esk,t7£kt[ ( 0) ( )] g G

k k,t
7 Wj

W,

— <6 A7)

1 T
k,7 k,t
72 (w7 =)

=1

+ +—

- DKT VnT T
°ODH G+L (4D +¢)GVT) )
(D_€/+ D 502 € +6H(D+¢€),

where the first step is based on the setting of w¢"* (line 25 of Algorlthm , the second step is
based on the definition of ||V f()]|5 (Deﬁmtlon , and the last step is based on usmg equations
and (46 . We substitute the settings of ¢ < D and D = 0/(4T) (see equation @) into above result
and assume § < 1, then it holds

By e [[[VF (w5 ]
<4E¢ﬁgﬁu<10y—f(KJﬂ o G 315

+ + —=+
0K vnT T 2T
2DH G+L (4D+€)GVT ,
+<De’+ D 2D? TOH Je
4v 1 (o 3H 2DH G+ L  5GVT ,
< | = i
_5K+ﬁ<\/ﬁ+a+ 2>+<D€,+ 5+ 5D +6H>e, (48)

where we define v = f(x1?) — infycpa f(x) = f(0) — infycpa f(X).
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‘We denote
o 3H
hi=—4+G+ —,
1 7n + G+ 5
and take
12v 9h,?
K:’V(SE—‘ and T:’7€2—‘7

then the first two terms in the last line of equation {@8)) holds

o 1<0+G+3H>§;

0K — 3 VT \Vn 2
For the last term in the last line of equation (48), equation (@3) implies
5 5 T- 9h1*/€*] - 6)6
=== and € < 0 = (( 12/6w ) .
AT~ 4]9h %/ ST+6 12[90%/e2]” + 24 [9h,?/e?]

Combining above results, we can take

2 2 21372\ 1
, ( [%] —6)s . A(G + L) [%] 10GVT [%]

€ < min + +

T e U 5

and R = @(l/ﬂ) to guarantee

€

ou € €
Eskvt,gkvt [va(wz t)”ﬂ < g + g + g = €.

C PROOFS FOR THE NONSMOOTH CASE
This section follows the proof of Lemma(7]to achieve the results in the nonsmooth case.

C.1 PROOF OF THEOREM[I]

Proof. Recall that the setting of Theorem 1| takes © = §/2 in the stochastic first-order oracle
(Algorithm , then Propositionmeans the function f5 /5 is 9 L /2-Lipschitz, and 2¢9LA/d/5-smooth.
In the view of minimizing the smooth function fs/> by Algorithm we can follow the first step in
the derivation of equation (in the proof of Lemma by replacing 4, f, o, and H by 6/2, f5/2.

G, and 2¢oL\/d /3, respectively. This implies

E[[V f5/2(w§™)ls /2]
< 8E .t ghot [f5/2(X10) — f5/2(X5T)] G G 3cLVd

+ 8 49
5K T VT T 9
LD L T 12c¢coL
L[ o \/E+G+ +5G\F+ coLVd n
sD—¢) " D 2D 5

We let v = f(x19) — infycpa f(x) = f(0) — infycra f(x), then we have
fé/z(il’o) - fa/z(iK’T>
SFEN) = FEET) + fo2(X00) = FE) = f5p&0T) + FT)

v+ |f52(X0) = FEO + [ f52FT) = FET))]
<v+46L/2+6L/)2<v+L
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Let v/ = v + L, then combining above results achives

E[|IV fs/2(wi™)]l5/2]

/
_81/ 1 (@G G4 3L coLDVd N G+ L N 5GVT N 12¢oLVd o
ok © VT \Vn 6(D —¢€) D 2D 5

where we take T' > d. We denote

G
h2:ﬁ+G+3(}0L,

and first consider the first two terms in equation (49) By taking

241/ ho?
:{6:-‘ and T:P;-‘—Fd,

then it holds

8/ € 1 G
< = — | =+G+ L) <
6K 3 and \/T (\/ﬁ G 3CO )

Wl m

We then consider the last term in equation (49). Based on the equation (43) that

2,27
D:i:# and g’gT_GD: ((91122/6] 6)6 |
4T 4 ’79h2 /62—‘ 3T + 6 12 |79h22/62—| + 24 |’9h22/62‘|
we take
3 —1
¢ < min ([%l —6)0 27kL\/8 4G+1L) [9”2] N 100G [%2} .
= 9}12 9}L2 25 5 5 3 ,
12 ([TD +24 [ 1

Based on the fact D — ¢/ < 2/3, it holds

coLDVd N G+L N 5GVT N 12¢0LVd \
s(D—¢) D 2D 5 ¢

S (36()[/\/8 + G + L + 5G\/T + 126()[/\/&) 6’

20 D 2D 0

<,
3

Finally, by using Lemma 8] we achieve

B g [[[ VW) 5] < B gra IV s 2(w™) l5/2] < 3 - % +3=¢

for all i € [n]. Hence, for ¢ < O(v/d), we can achieve the desired (6, ¢)-Goldstein stationary point
on each client with T' = O(e~2). O

C.2 PROOF OF COROLLARY 2]

Proof. According to the proof of Theoreml we achieve an (6 e) Goldstein stationary point of the
objective within the the computation rounds of KT = O(6~1e~3). Since we sample one client for
update per round, the overall stochastic first-order oracle complex1ty is O(671e=3). We perform

R communication rounds each time and R = O(y~1/2) from Lemma Thus the communication
rounds is O(y~1/26~1e3). O

25



Under review as a conference paper at ICLR 2026

C.3 PROOF OF THEOREM[3]

Proof. Recall that the setting of Theorem [I] l takes ;4 = 0/2 in the stochastic first-order oracle
(Algorlthm , then Proposmonmeans the function f5 /5 is 9 L /2-Lipschitz, and 2c0LVd d/d-smooth.
In the view of minimizing the smooth function f5/> by Algorlthml we can follow the first step in
the derivation of equation . (1n the proof of Lemma. by replacing 9, f, G and o, H by 6/2, fs/2,
V/16y/2r L and 2¢o L\ d d/é, respectively. This implies

B[V f5/2(wWi")ls 2]

BB gre[foa(X0) — foya(x \/16\/ mdl V16\2mdL N 3coL/d
- oK vnT VT T
N coLDVd  \/16V2rdL + L N 5v/16v2rd LT N 12¢LVd \ 50)
5(D—¢) D 2D 5 ‘
Let v/ = v + L, then combining above results achives
E[[[V fs/2(w{)5/2]
V16V21L
< +14/16V27L L
6K+\f< n 6 7T+3CO)
coLDVd  \/16V2rdL + L 5V 16V2rdLVT — 12c0LVd )\
- + + - ¢,
5(D—¢) D 2D 5
where the inequality is based on v/T' < T
We denote
h
hy =2\/16vV27L  and  hy = —= + hy + 3¢, L.
N
We first consider the first two terms in equation (#9) By taking
24 / 2
K= |=Y and 1= |24l
O€ €2
then it holds
SV/ € \/E hg
— < = d — hs + 3coL
K =3 an \/T(\er 3+co)
We then consider the last term in equation (#9). Based on the equation that
b b 9hs’d/€?] — 6)d
:7:722 and GIS <2|V 42/6—‘ )2 )
AT 4[9hy%d/€?] 12 [9h42d/e2]” + 24 [9h42d/€?]
We take the value of €’ less than or equal to
3 —1
9h d 9h d 9h d]z
min —|— + -
12 {9}1 d—‘ 194 {911 d—‘ 20 0 5 3
Based on the fact D — €’ < 2/3, it holds
coLDVd  hs+ L N 5hsVT N 12¢oL\/d Y
0(D —¢) D 2D )
- 3coLVd Lhs+ L 5haVT N 12¢0LVd €
20 D 2D 0 3
Finally, by using Lemma 8] we achieve
By g [[VFO2)5] < B gealIV o (w2 o) < 5 + 5+ 5 =
Thus, we find a (§, €)-stationary with computation rounds KT = O(dj~te3). O
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C.4 PROOF OF COROLLARY [4]

Proof. According to the proof of Theorem we obtain an (J, €)-Goldstein stationary point of the
objective within KT = O(dé~'e~3) computation rounds. Since we update one client per round, the
overall stochastic first-order oracle complexity is O(dd~'e~3). We perform R communication rounds

each time, where R = (7)(7_1/ 2) from Lemma Therefore, the total number of communication
rounds is O(dy~ /26 1e3). O

D REVISITING THE RESULTS OF ME-DOL

This section shows the the iteration numbers of ME-DOL (Sahinoglu & Shahrampour, 2024) indeed
contains the dependency on n, which is not explicitly showed in the presentation of .

We follow the notations of [Sahinoglu & Shahrampour| (2024). According to the proof of their
Theorem 2 (page 16) for their first-order method case, it requires

cs(ON) ™% <e, (51)

where

Cg

2/3
12V ((1 — )(26 + 261 /i + eLVd(1 - P>03>> _ o)
1—p 16vyn ,

o — GQ(l_P)‘*“LG(L‘FG)\/ﬁ: nl/A

Therefore, we require the computation rounds of N = O(n(1 — p)~25~1e~3). Similarly, the other
complexity of ME-DOL also contain the dependency on n.

E MORE DETAILS OF OUR NUMERICAL EXPERIMENTS

This section provides the detailed description of the models used in our experiments, as well as the
additional experimental results on dataset “a9a” and “Fashion-MNIST”.

E.1 NONCONVEX SVM WITH CAPPED-{; PENALTY

We first consider the model of nonconvex penalized SVM with capped-¢; regularizer (Zhang,, 2010b),
which targets to train the binary classifier x € R? on dataset {(a;, b;)}™,, where a; € R? and
b; € {—1,1} are the feature vector and label for the i-th sample. We formulate this problem as the
following nonsmooth nonconvex problem

min f(x) = %Zgi(x),
i=1

x€R?

where g;(x) = l(bia] x) + v(x), I(2) = max{l — 2,0}, v(x) = )\ijl min{|z(j)], a}, and
A, & > 0. Here, the notation z(j) means the jth coordinate of x. We evenly divide functions {g; }/" ,
into m clients. We set A\ = 107°/m and o = 2 in our experiments.

27



Under review as a conference paper at ICLR 2026

Function value
o o o
= > ®

o
N

Figure 7: The results of first-order methods for multi-class classification on dataset “fashion-MNIST”.
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Figure 8: The results of zeroth-order methods for multi-class classification on dataset “fashion-
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Figure 5: The results of first-order methods for binary classification on dataset “a9a”.
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Figure 6: The results of zeroth-order methods for binary classification on dataset “a9a”.
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E.2 MULTILAYER PERCEPTRON WITH RELU ACTIVATION

We have additionally conducted the applications of image classification on datasets "MNIST" and
"fashion-MNIST" (28 x 28 pixels for each image, 10 classes). Specifically, we consider the two-layer
Multilayer Perceptron (MLP) with ReLU activation and a 256-dimensional hidden layer. Specifically,

the local function at the 7-th client can be written as

1 & .
filx) £ Ezé(g(x;ai)ﬁi) + Allx[13,

j=1

28
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where we organize the parameters of the model as x = (W1, ¢, Wy, ¢3) with W € R256x784,

¢ € R?%, W, € R10%256 ¢, ¢ R and denote g(x;a’) = Wy - ReLU(W;al + ¢;) + ¢ with
ReLU(x) = max(0, x). Additionally, we let

9 N
. exp(Jx))
K(y,y) = - 1[ =k| log (A s
/;) ! > exp (i)

where §; is the j-th coordinate of y. We also denote ag € R™* and bf € {0,1,...,9} as the feature
(flattened 28 x 28 images) of the jth sample on the ¢th client and its corresponding label.

E.3 ADDITIONAL NUMERICAL RESULTS
We present the experimental results for datasets “a9a” and “Fashion-MNIST” in Figures Similar

to the observation in Section 5] the proposed DOC?S also performs better than baselines with respect
to all measures.
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