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Abstract

Spatial world models, representations that support flexible reasoning about spatial
relations, are central to developing computational models that could operate in
the physical world, but their precise mechanistic underpinnings are nuanced by
the borrowing of underspecified or misguided accounts of human cognition. This
paper revisits the simulation versus rendering dichotomy and draws on evidence
from aphantasia to argue that fine-grained perceptual content is critical for model-
based spatial reasoning. Drawing on recent research into the neural basis of
visual awareness, we propose that spatial simulation and perceptual experience
depend on shared representational geometries captured by higher-order indices of
perceptual relations. We argue that recent developments in embodied AI support
this claim, where rich perceptual details improve performance on physics-based
world engagements. To this end, we call for the development of architectures
capable of maintaining structured perceptual representations as a step toward
spatial world modelling in AI.

1 Introduction

Human reasoning is distinguished by its capacity to construct structured simulations of the external
world, or world models, that support prediction, planning, and counterfactual inference beyond what
is immediately perceived [Johnson-Laird, 1983, Wooldridge and Jennings, 1995, LeCun, 2022].
Among these, spatial world models serve as a foundational substrate for structured spatial reasoning:
the ability to represent and manipulate spatial relations in a flexible, generalizable manner [Kuipers,
1978, Kosslyn et al., 1979, Hegarty, 2011, Gao et al., 2025]. Recently, spatial world modelling has
garnered significant attention as a promising approach for enhancing spatial reasoning capabilities in
foundation models [Chaplot et al., 2021, Spies et al., 2024, Gao et al., 2025, Cai et al., 2025]. Yet,
the underlying computational mechanisms remain poorly understood, in part because the concept of
a spatial world model is often treated as an idealized abstraction rather than an empirically grounded
construct.

Current evaluation methods for model-based spatial reasoning tend to rely on task paradigms that
are assumed to require internal simulation, such as mental rotation, visual perspective-taking, and
mechanical reasoning [Jelassi et al., 2022, Gao et al., 2024, Sun et al., 2024, Zhang et al., 2024, Wang
et al., 2025a]. These assumptions are often informed by cognitive science frameworks that describe
how humans approach spatial problems [Shepard and Metzler, 1971, Hegarty, 2004]. If a task is
believed to necessitate mental simulation of spatial transformations, it is categorized as diagnostic of
model-based reasoning. However, such paradigms tend to ignore the nuanced nature of the internal
mechanisms humans employ to navigate these problems, which await consensus among cognitive
scientists.

This paper addresses this important challenge of formulating a clear conceptualization of spatial world
models: namely, what kinds of internal representations are required to sustain robust simulations
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of the external world’s spatial properties? To this end, we first revisit the so-called “simulation vs.
rendering” dichotomy in mental imagery research. Examining the case of aphantasia, we argue that
the standard formulation of this dichotomy is misconstrued. Rather than treating simulation and
rendering as separate processes [Balaban and Ullman, 2025], we propose that both may rely on
convergent, higher-order representations that capture the instantiated relations between perceptual
objects. The implication is that the representational substrate of spatial world models must be more
fine-grained than previously assumed, requiring architectures that go beyond shallow modelling of
spatial relations.

2 On the Split Between Simulation and Rendering

Efforts to characterize spatial world models often appeal to how humans appear to solve tasks that
presumably require internal simulation. A canonical example is mental rotation, where response times
scale with angular disparity, suggesting incremental manipulation of internal spatial representations
[Pylyshyn, 1979, Khooshabeh et al., 2013, Hilton et al., 2022]. This has been interpreted as evidence
for simulation-based reasoning [Pylyshyn, 1979, Searle and Hamm, 2017]. However, the underlying
mechanisms are not directly observable, and mental rotation is typically accompanied by conscious
visual experience, raising the question of whether such imagery plays a functional role or is merely
epiphenomenal [Wexler et al., 1998, Vingerhoets et al., 2002]. To address this, recent proposals
distinguish between physics-based and graphics-based components of mental imagery [Balaban
and Ullman, 2025]. On this view, tasks such as rotation, scanning, and manipulation may be solved
through simulations over structured spatial representations, without requiring perceptual rendering.
Rendering may still occur, but it bares no direct relevance to correctly and robustly completing these
tasks. Here, we note that this position hinges on a linear interpretation of the functional specialization
across streams of visual processing in the human brain, and that it is misguided. Below, we discuss the
theoretical claims and corresponding evidence in objection to the above interpretation, and highlight
that they instead point toward a non-linear, hierarchical relationship between simulation and
rendering.

2.1 Examining the Spatial Imagery Framework and the Case of Aphantasia

The proposed simulation vs. rendering dichotomy draws particular support from studies of aphan-
tasia. Individuals with aphantasia report an inability to generate voluntary visual images, yet often
perform comparably to the general population on tasks such as mental rotation [Kay et al., 2024,
Balaban and Ullman, 2025]. This has been interpreted as evidence that spatial simulation can operate
independently of conscious vision. To explain this, researchers have proposed a distinction between
spatial imagery and visual or object-based imagery, with the former supporting abstract reasoning
about relative positions, distances, and spatial relations without relying on pictorial content. On this
account, preserved task performance in aphantasia is attributed to intact spatial imagery mechanisms.
Balaban and Ullman [2025] further has broadened this concept to encompass physical simulation for
reasoning about motion and interaction. Under this conceptualization, spatial imagery encodes the
entire scene—including geometric structure, spatial extent, and other object properties—sufficient
to simulate its temporal evolution. According to them, while no rendering occurs, non-physical
attributes can still be abstractly represented, akin to an engineer’s amodal model. Importantly, this
implies that simulations required for capturing the spatial relations of the real-world environment,
sufficient for structured physical reasoning, do not demand the computations used to support the
fine-grained perceptual content in the conscious visual scene that someone without aphantasia
would experience when completing tasks.

While the spatial imagery framework offers a plausible account of preserved task performance in
aphantasia [Kay et al., 2024], it rests on a notion that remains under-specified. Notably, it is not
apparent what exactly constitutes the content of spatial "imagery". Proponents of the framework often
suggest that spatial imagery involves abstracted or schematic representations of spatial features, such
as location, relation, or shape, that are "modality-neutral" and potentially amodal. Phillips [2025], for
example, describes such imagery as “neutral as to whether the location, relation, shape or structure
is imagined as seen or touched.” Nevertheless, when describing how such abstract "imageries" are
deployed in action, an example is given as the "subjects imagine grasping the shape and rotating
it". This framing seems to rely on the covert recruitment of embodied sensory modalities without
clarifying how the spatial content itself is accessed or represented. Simply put, there does not seem

2



to be any reason to insist that the spatial component underlying such recruitment must be consciously
experienced.

If this commitment to conscious experience in the spatial imagery framework is denied, the account
then aligns more closely with theories proposing that aphantasia reflects preserved unconscious
mental imagery [Michel et al., 2025]. Yet this position, too, has faced criticism with respect to the
notion of "imagery". Some argue that imagery inherently entails fine-grained perceptual content,
typically associated with modality-specific sensory representations—for instance, those involving
early visual cortex [Scholz et al., 2025]. From that perspective, if individuals with aphantasia lack
the capacity to reconstruct such content, it is unclear how spatial imagery, defined in amodal terms,
could qualify as imagery at all regardless of its experiential status. Given the dubious nature of the
spatial imagery framework with respect to phenomonology, we suggest that a more tractable position
may be to accept that individuals with aphantasia rely on spatial representations—whether imagistic
or not—to solve tasks such as mental rotation, while lacking the corresponding visual experience
[Hinton, 1979, Nanay, 2021]. Determining whether such representations count as “imagery” may
ultimately be undecidable, and for the purpose of conceptualizing spatial world models, this ambiguity
is largely orthogonal.

2.2 Rethinking the Linear Interpretation

Now that we have clarified the nuances surrounding the aphantasia debate, a key question for
understanding the mechanistic basis of spatial world modelling is what kinds of spatial representations
underlie task performance in individuals with aphantasia. In this context, Balaban and Ullman [2025]
propose that aphantasia serves as a proof-of-concept for their claim that spatial/physical imagery
and visual/object imagery, acting as alleged instantiations of simulation and rendering, are subserved
by distinct mechanisms, a view grounded in the neuroanatomical dissociation between the dorsal
and ventral visual streams. The dorsal stream is associated with action-oriented spatial processing,
while the ventral stream supports object recognition and visual imagery [Goodale and Milner, 1992].
However, this linear interpretation of functional specialization is highly contested. Accumulating
evidence from inter-stream crosstalk, perceptual integration, and lesion studies suggests that the two
streams are not strictly independent, but instead operate within a more distributed and interactive
network architecture [Schenk and McIntosh, 2010, de Haan and Cowey, 2011, Milner, 2017]. This
is not to say that all functional specializations with respect to the dorsal and ventral streams are
non-linear, and what Balaban and Ullman [2025] did acknowledge this nuance and maintain otherwise.
However, we highlight that simulation and rendering is indeed one of these examples where this
interpretation does not hold, precisely due to the role of spatial representations in conscious vision.

Following the conceptualization in the original linear interpretation, the dorsal stream has traditionally
been cast as the “zombie” stream—so named for its presumed lack of contribution to conscious
vision [Goodale and Milner, 1992, Chalmers, 1997, de Haan and Cowey, 2011, Milner, 2012, Wu,
2014]. However, later accounts challenge this view by proposing that dorsal-stream information
related to spatial encoding may in fact play a direct role in shaping visual experience. To begin
with, converging evidence from lesion studies and neuroimaging data highlights the involvement of
intraparietal regions such as the ventral intraparietal area (VIP) and the lateral intraparietal area (LIP),
which encode head- and body-centered reference frames and integrate corollary discharge signals.
These dorsal mechanisms help maintain stable spatial representations, including perceived distance,
across saccades and object motion, thereby anchoring egocentric spatial frameworks that are essential
to the continuity of visual experience [Wu, 2014].

This reappraisal has been substantiated by neural evidence indicating that the high-level regions of
the dorsal stream is part of the broader fronto-parietal network that encodes fine-grained perceptual
content integral to conscious vision. Rather than merely representing coarse spatial representations to
support action-oriented or post-perceptual executive functions, these regions appear to participate
directly in constructing the contents of visual experience by interacting with the ventral stream,
suggesting that simulation and rendering may not be functionally dissociated. In particular, it has
been demonstrated that both prefrontal and posterior parietal cortices can decode object identity
from rapidly presented visual stimuli even in the absence of behavioural report, with decoders
performing above chance in the posterior parietal cortex (PPC), a region traditionally associated
with the dorsal “zombie” stream [Bellet et al., 2022]. This finding indicates that dorsal areas
actively encode perceptual information rather than merely mediating visuomotor transformations.

3



Going further upstream, the dorsolateral prefrontal cortex (DLPFC), a region long implicated in
leveraging spatial encodings for action planning and cognitive control, has also been shown to
selectively correlate with visually aware information [Lau and Passingham, 2006, Anzulewicz et al.,
2019]. Complementary evidence from lesion and studies further supports this view: damage to or
deactivation of prefrontal and parietal cortices impairs the integration and maintenance of visual
content in awareness [Szczepanski and Knight, 2014, Persaud et al., 2011], while prefrontal ensembles
exhibit category- and configuration-selective tuning that evolves with visual experience [Rainer
and Miller, 2000, Chan, 2013]. Collectively, these results suggest that simulation and perceptual
representation are deeply intertwined within the fronto-parietal network. Rather than functioning as
isolated control or sensory systems, the dorsal and ventral streams appear to interact dynamically,
integrating spatial encodings with object-level perceptual details to sustain a unified neurocognitive
substrate for conscious vision [Panagiotaropoulos, 2024, Rees, 2007].

Together, these findings provide empirical support for higher-order theories (HOT) of consciousness,
which posit that meta-representations of perceptual content, supported by fronto-parietal networks,
play a central role in shaping perceptual awareness. In particular, relational HOT—including
perceptual reality monitoring (PRM) [Lau, 2019] and higher-order state space (HOSS) [Fleming,
2020] models—converge on the view that the representational substrates of higher-order encodings
underlies the phenomenal character of experience, including fine-grained spatial properties such as
perceived distances and object relations [Fleming and Shea, 2024]. On these views, higher-order
representations encode how perceptual states relate to one another within structured quality spaces.
Crucially, these higher-order representations are not themselves inherently conscious. Rather, they
must be discriminated as either reliable reflections of external reality or internally generated signals
(e.g., imagination or noise) in order to be gated into conscious awareness. PRM, for instance, likens
this gating mechanism to a discriminator in a generative adversarial network (GAN), whereby higher-
order processes evaluate which sensory signals are “real” enough to be experienced [Gershman,
2019, Lau, 2022]. Upon making such a determination, the discriminator generates a pointer that
carries information about the location where the totality of visual details within experience is stored.
This pointer is then fed back into first-order networks for decoding, thereby rendering the conscious
experience [Lau, 2019, Butlin et al., 2023]. In this view, while rendering itself (the decoding process)
may not directly contribute to spatial reasoning, the fine-grained geometric structure embedded within
higher-order indices that capture complex object-level properties can suffice the kinds of internal
simulations underlying spatial world modelling.

This framework assumes a non-linear, hierarchical relationship between simulation and render-
ing: the capacity to simulate physical dynamics and the capacity for conscious visual experience may
rely on the same underlying representational substrate—differing only in whether these states are
verified and utilized by downstream systems [Rosenthal, 2010, Fleming and Shea, 2024]. From this
perspective, broken rendering in aphantasia does not indicate a failure of a dedicated visual stream, but
rather a failure in the gating or feedback process: either the discriminator fails to classify a state as a
sufficiently fine-grained and reliable index of reality versus imagination, or the downstream consumer
system fails to register and decode the output [Michel et al., 2025]. Both failures impact the conscious
awareness of mental simulations but not its functional role in solving spatial reasoning tasks. In the
case of aphantasia, where performance on tasks demanding model-based spatial reasoning remains
intact, it is more likely to be the latter. This is because top-down determination of the reliability of
first-order information remains essential for decision-making, even if such processes do not generate
a conscious experience. Supporting this view, a recent study of aphantasia patients found that all
12 cases of lesion-induced aphantasia involved damage to regions functionally connected to the left
fusiform gyrus, a region strongly implicated in visual mental imagery. Notably, no significant lesions
were found in prefrontal cortices, suggesting that higher-order monitoring mechanisms remained
intact [Kutsche et al., 2025]. This pattern implies that the deficit in aphantasia may arise from im-
paired downstream decoding, rather than from the absence of higher-order representations themselves.
Taken together, these findings suggest that fine-grained perceptual representations underlying the
content of conscious vision are intrinsic to the functional architecture supporting model-based spatial
reasoning in humans, going against the alleged dichotomy between simulation and rendering.
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3 No Free Lunch in Spatial World Modelling

Rather than treating physical simulation and mental imagery as outputs of dissociable visual systems,
the non-linear interpretation locates the critical bottleneck in higher-order re-representation and
discrimination processes—mechanisms responsible for indexing and gating perceptual content into
conscious experience. This view is consistent with both the broader evidence of dorsal–ventral
integration and the specific lesion patterns observed in cases of aphantasia. Crucially, this matters
beyond human neuroscience: we propose that the so-called spatial world models in AI may rely on
the very same class of structured, fine-grained perceptual representations that underlie conscious
visual experience in humans.

In short, there is no free lunch in spatial modelling: if human spatial reasoning depends on fine-
grained encodings, we should not expect coarse, perceptually abstract approximations to suffice for
models aiming to emulate such capacities. This aligns with recent evolutionary accounts proposing
that conscious visual experience evolved to stabilize internal simulations—allowing organisms to
determine when to commit to a world model and act. On this view, consciousness may have arisen as
a by-product mechanism that gates simulations with sufficient fidelity to guide decision-making in
the wild [Fleming and Michel, 2025]. Importantly, we do not claim that the specific computational
implementations underlying human spatial cognition constitute the only viable path toward such
capabilities in artificial systems. Nevertheless, they remain the only empirically validated example
of an architecture that demonstrably supports such capacities, and hence are worth considering as a
principled reference point for developing spatially-grounded AI [Cassenti et al., 2022, Zador et al.,
2022, Li et al., 2024, Luo et al., 2025a]. Below, we show that analogous directions have begun to
emerge across recent advances in AI and outline future prospects for such paradigms.

3.1 Language Models Are Not Spatially Competent

Multimodal language models (MLLMs) [Li et al., 2023, Liu et al., 2024, Gemini, 2023] acquire rich
visual priors by aligning linguistic and visual data, enabling them to generate coherent spatial descrip-
tions without direct training on visuospatial tasks [Ashutosh et al., 2025, Sharma et al., 2024, Deng,
2025]. These models demonstrate impressive performance in perception and high-level reasoning
[Fu et al., 2023, Yang et al., 2025], yet they continue to struggle with tasks that require model-based
spatial reasoning, including mental rotation, perspective-taking, and mechanical reasoning [Gao
et al., 2024, Sun et al., 2024, Zhang et al., 2024, Luo et al., 2024, Li et al., 2024, 2025, Sun et al.,
2025, Wang et al., 2025a, Cai et al., 2025], indicating a lack of structured spatial representations
and dynamic transformation mechanisms essential for genuine spatial understanding. Although it
has been proposed that, as models scale across tasks and modalities, their latent spaces converge
toward shared statistical abstractions of the external world [Huh et al., 2024], this convergence cannot
occur meaningfully in the spatial domain without vehicles capable of encoding perceptually rich
representations.

3.2 Implicit Models for Embodied Control

Building physics engines as explicit spatial world models has been a holy grail in robotics. MuJoCo
enabled precise physics and DRL/LfD breakthroughs in manipulation with encouraging sim-to-real
transfer; GPU-based physics engines like Isaac Gym and Genesis scale this via massive parallelism
[Todorov et al., 2012, Kumar and Todorov, 2015, Rajeswaran et al., 2017, Gupta et al., 2019, Zhu et al.,
2019, 2020, Makoviychuk et al., 2021, Zhou et al., 2024b]. Yet excelling in physics simulation rarely
yields structured real-world understanding; policies often lack sufficient models for counterfactuals,
and concept grounding, leading to brittleness in open-ended, visually complex settings. In addition,
physics-engine–only model-predictive control is brittle: model–reality gaps, partial observability, and
heavy contact-dynamics compute force short-horizon, over-tuned policies that transfer poorly [Zhang
et al., 2025, Pezzato et al., 2025].

Recent vision foundation models (VFMs) has led to remarkable features such as extracting structured
features from high-resolution images, improving reasoning and action [Siméoni et al., 2025]. Their
scaling-driven, modality-agnostic latents align with language and proprioception, enabling multimodal
fusion, generative imagination, and possibly spatiotemporal structure [Luo et al., 2025b, Huh et al.,
2024, Chern et al., 2025, Raugel et al., 2025]. These representational benefits translate directly
into improved control. Integrating vision foundation models as perceptual modules within robotic
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learning pipelines has yielded dramatic performance gains—not only in basic manipulation tasks but
also in long-horizon planning and generalization [Majumdar et al., 2023]. A striking example is the
VIP framework, which uses vision-based embeddings to encode task rewards for DRL, effectively
reshaping policy optimization through perceptual guidance [Ma et al., 2022]. Such approaches enable
more efficient policy learning and produce agents whose behaviour transfers exceptionally well from
simulation to the real world [Shah and Kumar, 2021, Ma et al., 2023, Chen et al., 2023, Nair et al.,
2022]. This body of work has led to the emergence of a broader paradigm often referred to as visual
pretraining for manipulation, in which vision encoders pretrained on internet-scale image and video
data are reused to accelerate downstream control. These pretrained representations serve as implicit
world models—embedding structured spatial priors that enhance sample efficiency, generalization,
and robustness in policy learning [Du and Mordatch, 2019, Du et al., 2023, Zhou et al., 2024a, 2025].

Together, in the context of embodied AI, it is evident that both explicit and implicit world models
have proven indispensable. Simulation engines such as MuJoCo, Isaac Gym, and Genesis provide
detailed physical environments for training agents or model-predictive control [Todorov et al., 2012,
Makoviychuk et al., 2021, Zhou et al., 2024b], but these remain insufficient on their own for achieving
robust, real-world performance. By contrast, implicit world models, exemplified by frameworks such
as VIP and R3M, leverage pretrained visual representations for control generalizations [Ma et al.,
2022, Nair et al., 2022].

3.3 Video Models for Action Imagination

A central question is whether models can, much like humans during navigation, perceive, model, and
render spatially relevant tasks without language. On the perceptual side, vision foundation models
(e.g., VGG, DINO, CLIP) already exhibit strong transfer across diverse downstream tasks [Mei et al.,
2025, Siméoni et al., 2025]. Recent work such as VGGT grounds large vision backbones in a 3D
reconstruction objective, yielding visual–geometry priors that capture fine structural detail and boost
performance on spatially demanding tasks [Wang et al., 2025b]. Inspired by chain-of-thought in
language models, we hypothesize that chain-of-frames rollouts (i.e., video generation) can enable
step-by-step spatiotemporal reasoning. Early evidence comes from Veo 3, which generates next-scene
predictions conditioned on video inputs to tackle visual reasoning tasks such as Sudoku, mazes, and
navigation [Wiedemer et al., 2025]. We can leverage pretrained video diffusion models to synthesize
video-based plans for actions [Du et al., 2023, Yang et al., 2024]. We see an exciting opportunity
in new approaches such as Genex and Genie-3 [Lu et al., 2024a,b, Parker-Holder and Fruchter] and
see huge potential in them to mature into brain-like implicit world models, surpassing 2D pixel
representations by internalizing scene geometry, dynamics, and affordances. Humans “run movies
in the mind” before acting, using vivid imagery to simulate candidate futures. Analogously, we see
that video models can generate action rollouts that score and refine action sequences, supplying
policies with strong visuomotor plans. We hypothesize that this imagination-as-video strategy could
let machines reason about space as we do.

4 Conclusion

This paper revisited the long-standing debate between simulation and rendering by drawing on
insights from both cognitive neuroscience and embodied AI. We argued that human spatial reasoning
is unlikely to rely on purely schematic or amodal simulations; instead, it depends on perceptually
rich content that stabilizes internal models of the world. Recent developments in embodied AI and
robotics reinforce this view: models that leverage large-scale vision encoders to provide high-fidelity
embeddings, serving as implicit world models, could outperform those trained solely through physics-
based simulation. These findings mirror how humans integrate detailed perceptual information
into mental simulations, drawing on shared representational structures rather than separate systems.
Closing the gap between human and artificial spatial reasoning may therefore depend on leveraging
rich perceptual grounding in structured spatial representations.
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