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ABSTRACT

Graph convolutional networks (GCNs) are employed to address a number of tasks
in the society through their representation learning approach. Nonetheless, despite
their effectiveness and usefulness, the majority of GCN-oriented approaches face
the over-smoothing problem. Over-smoothing is the problem of node represen-
tations converging into a certain value, making the nodes indistinguishable. To
effectively address the over-smoothing problem, we introduce StepGCN, a GCN
model that integrates step learning techniques with graph residual connection net-
works. As aresult, we achieved significant performance improvements in multiple
representations learning benchmark datasets, demonstrating that step learning can
be expanded to other graph networks.

1 INTRODUCTION

Graph convolutional networks (GCNs) are one of the important research trends in a field of repre-
sentation learning for graph-structured datasets (Kipf & Welling,2017)). Thus, a number of scholars
have improved GCNs with unique techniques and approaches (Chen et al., 2018; |[Hamilton et al.,
2017} |Velickovi€ et al.l [2018). With these improvements, GCNs are employed in a number of re-
search topics, which are represented by graph-oriented structures, such as social networks (Bian
et al.,[2020; [Wu et al.| 2019), recommendation systems (Ding et al., 2022} |Yang et al., 2020; Zhang
et al.| 2019), and object detections (Li et al.} 20205 [Liu et al.|[2020b}, (Wang et al., [2021).

However, despite these improvements, the majority of GCN-oriented approaches face the over-
smoothing concern, which converges node representations to certain value, making them indis-
tinguishable (Li et al.l 2018} [2019; [Liu et al., [2020a). Over-smoothing is reported as one of the
common phenomena in deep GCNs (Chen et al., 2020a; [Li et al., [2018)). GCNs update node repre-
sentations by aggregating messages passed from neighbor nodes. However, in this procedure, noise
is presented during message passing, while a low information-to-noise ratio of received messages
leads to over-smoothing problem (Chen et al.| 2020a). In addition, due to layer stacking, Laplacian
smoothing is repeated, which is one reason for over-smoothing problems (L1 et al.,[2018).

Considering that a number of recent deep neural network frameworks achieved powerful perfor-
mance by increasing the depth of their architectures (He et al., 2016} Szegedy et al.| [2015)), deeper
architectures can also be helpful for GCNs. Since shallow GCNs could not extract favorable infor-
mation from nodes far hops away, deeper GCNSs are vital for conducting more accurate representa-
tion learning. Thus, to make GCNs deeper, it is necessary to overcome over-smoothing. To alleviate
over-smoothing, several unique techniques and methods are proposed (e.g., the integrated method
of co-training and self-training procedures (Li et al., 2018)), normalization layers (Zhao & Akoglu,
2019)), application of transformation, and propagation (Liu et al.,[2020a))).

He et al.[(2016) addressed a comparable problem by suggesting residual connections considering
visual-oriented tasks. [Kipf & Welling (2017) attempted to apply residual connections to GCNs
but indicated that examining residual connections is not one of the absolute solutions for the over-
smoothing problem. Xu et al.[(2018) introduced jumping knowledge network (JKNet), which ag-
gregates the outputs of each layer at the last layer and then combines them by concatenating, max-
pooling, and using LSTM-attention mechanism that computes the importance of the features. Li
et al| (2019) applied residual connections at GCNs using both vertex-wise addition and vertex-
wise concatenation, and they used dilated aggregation to enlarge the receptive fields of deep GCNss.
Graph residual network (GResNet) was proposed by examining the correlations between graph
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nodes (Zhang & Meng, [2019). Zhang & Meng| (2019) focused on the correlations between nodes
and pointed out that the residual connections of CNNs assumed the independence of data. However,
when the graph nodes were closely correlated, they applied a normalized adjacency matrix to resid-
ual connections. [Li & King| (2020) proposed GCNII, using two techniques, namely, initial residual
connection and identity mapping, to alleviate the over-smoothing problem. They used the informa-
tion from the initial layer, not the previous one, to apply residual connection, and added identity
matrix to weight matrix, allowing regularization and application to semi-supervised learning.

A number of scholars introduced several solutions to address the over-smoothing problems in uti-
lizing GCNs; however, there is still room to effectively and simply address these issues. Therefore,
we propose new concise and compatible approaches to stack additional layers in GCNs, called step
graph convolutional network (StepGCN). We consider several traditional graph residual connection
networks (GRCNs) as our base architectures. We then introduce a step learning technique, that is,
a method to improve model performance considering the hops of neighbor nodes. At each step,
ResBlock, an additional block extracting information from multi-hop, is attached to the prior model,
and the learning rate, which controls the volume of information that is passed from neighbors, is
decreased by a certain amount.

We empirically demonstrate that StepGCN successfully conducts representation learning by extract-
ing distinctive information from similar receptive fields according to position in graph-structured
data. In general, the model performance of StepGCN is better compared to those of other GCN-
based models. We also indicate that step learning techniques can simply be applied to other GCN-
based models. Our implementation code is publicly availabl

2 PRELIMINARIES

2.1 GRAPH CONVOLUTIONAL NETWORK

GCN successfully employed convolutional operation (LeCun et al., [1995) to graph-structured
data (Kipf & Welling} 2017). For a given undirected graph G = {V, £} with vertex set V = {v;},,
which contains feature X € RV*9 and edge set & = {e;}Z |, the graph convolutional operation
can be described as follows:

JHEY = g(AHOWO), )

Note that H(+1) is the output of the I-th layer and H(®) = X is input features. A=D"2AD =

is a normalized adjacency matrix, where A = A + [ is an adjacency matrix of graph G with self-
~ ~ l 1

loop, and D denotes its degree matrix with D;; = Y. a;;. W € R4 %40t contains trainable

parameters of the [-th layer. ¢ is a nonlinear activation function such as ReL.U.

The graph convolutional operation can be decomposed into two steps, namely, aggregation step (or
message passing step) and feature extraction step. AH ") in Equation|l|is an aggregation step, which
aggregates information from neighbor nodes in single hop, while H DW® s a feature extraction
step, which extracts a feature of a target node from aggregated information in the prior step.

2.2 RESIDUAL CONNECTION

He et al.| (2016) advanced the depth of deep convolutional neural networks (CNNs) by attaching
shortcuts from the inputs to outputs of each layer, called residual connection. A layer H(z) with
residual connection can be represented as follows:

H(x) = F(x) + R(z), (2)

where F'(z) denotes the original computational layer and the residual term R(x) connects the input
to the output, where He et al.|(2016) used R(x) = z. It showed great performance in computer vision
tasks. However, that was not the case with graph-structured data. [Zhang & Meng| (2019)) claimed

'https://anonymous. 4open.science/r/StepGCN-7709/
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that this naive residual connection could not consider connectivity among the nodes. Therefore,
they proposed graph residual connection, which considers connectivity of the nodes with normalized
adjacency matrix. GCNs with graph residual connection can be computed using

HFY = o(AHOW ) + R(HY, X; @), 3)

where R(HV, X; G) = AH® for the most simple graph residual connection, and nonlinearity o
can also be applied including R(H(l), X;G).

3 STEP GRAPH CONVOLUTIONAL NETWORK

3.1 GRAPH RESIDUAL CONNECTION NETWORK
Based on the residual connections proposed by |[He et al.| (2016) and |[Zhang & Meng (2019), we

build GRCNs using naive residual connections and graph residual connections. Figure [T|shows the
structure of GRCNSs.
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Figure 1: Graph residual connection networks (GRCNs). (a) is a vanilla GCN model; (b), (c), (d),
and (e) are GRCNs with naive residual connections. (b) and (c) connect the input and the output
of each layer. (d) propagates the initial input feature to every layer. (e) converges each layer to the

output of the last layer. Note that denotes linear layers

Basically, we construct a GCN structure, introduced by [Kipf & Welling (2017) (Figure[l|(a)). The
initial node feature and normalized adjacency matrix are given as inputs of the model. It then
transforms them to objective space, which means the labels of the nodes. In addition, we consider
four types of GRCNs with naive residual connections and four types of GRCNs with graph residual
connections. Figure[I] (b) employs residual connections to create a linkage between the input and
output of each layer. The linear layers are employed in the first and last layers to correspond to the
dimensional sizes. Figure|l|(c) has the same architecture as Figure (1| (b). Meanwhile, linear layers
are applied at every residual connection. Figure[l] (d) propagates the initial node features, the input
of the model, to every output of layers. Finally, in Figure [I] (¢), every input fed into each layer is
converged to the output of the last layer. Linear layers are also applied to every residual connection
of Figure[T](d) and (e).

There are four types of GRCNs with naive residual connections. Multiplying normalized adjacency
matrix to every residual connections, we also construct GRCNs with graph residual connections and
call them graph-seq., graph-lin., graph-div., and graph-conv. type. ReLU is used as an activation
function, except the last layer, which used softmax to specify labels. Both the depth of the models
and the dimensions in the hidden layers are hyperparameters.
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3.2 STEP LEARNING

GCNs aggregate the information of the neighbor nodes within several hops, which are the same as
the depth of the model, to compute the embedding of the target node. The set of neighbor nodes is
called a receptive field. If the depth of the model increases, its receptive fields of different nodes will
overlap a lot, blurring their embedding and causing over-smoothing problems. Therefore, different
nodes should aggregate distinctive information to prevent this. To achieve it within similar recep-
tive fields, different nodes should reference different amounts of information from neighbor nodes
depending on their location. To implement it with graph-structured data, we attempt to extract such
information from near nodes, with less information from far nodes. Step learning accomplishes it
with additional ResBlocks and model tuning procedure. Figure [2] shows the entire process of step
learning. At every step, we attach another ResBlock and perform model tuning, while the number
of steps and layers of each ResBlock are the hyperparameters of step learning.
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Figure 2: Step learning procedures
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ResBlock. ResBlocks, which are organized by GCN layers and residual connections, are attached to
a prior pretrained model. The input and the output dimensions of these blocks should be the same as
the dimension of the input node feature, because the block is added at the front end of prior models.
After attaching ResBlocks to prior models, the performance of prior model should be maintained.
Thus, the initial state of ResBlocks should take a form of identity layers, delivering the input of
layers to their output as it is. Each layer of ResBlocks H (z) can be represented as F'(x) + R(x),
the same as in Equation [2] and the initial form of the layer as H(2) = x can be accomplished by
setting initial value of F'(z) = 0 and R(x) = z. By specifying all the parameters of GCN layers to
0, and those of residual connections to identity matrix, the initial state of ResBlocks could be set as
the desired form. Figure [3]shows the four types of ResBlocks employed in this study.

b
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(a) none (b) linear (c) graph (d) graph_linear

Figure 3: Types of ResBlocks. (a) is naive residual connection, (b) adjusts linear layer, while (c)

and (d) multiply normalize adjacency matrix to (a) and (b) structure. and mean linear layer,
whose initial parameters are set to identity matrix, and a normalized adjacency matrix, respectively

Model Tuning. The degree of learning should be distinctive for each layer to differentiate the
amount of information propagated from neighbor nodes at different hops. It could be computed by
tuning learning rates in training procedures, for example, training layers that extract information
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from close neighbor nodes with a higher learning rate while layers that extract information from far
neighbor nodes with a lower learning rate could differentiate the amount of information depending
on the hops of each neighbor node. In each step, after appending another ResBlock, its training
is conducted after decaying the learning rate by a certain level, making each layers trained with
different learning rates.

4 EXPERIMENTS

We examined semi-supervised node classification experiments to demonstrate the performance of
the StepGCN model. We employed three benchmark citation network datasets, namely, Cora, Cite-
Seer, and PubMed (Kipf & Welling, 2017 [Sen et al., [2008)). Nodes and edges are documents and
citations, respectively. The features of nodes are bag-of-words representations of each document in
these datasets. The task is to classify subjects of each document. Table [I] presents the statistics of
the datasets.

Dataset Nodes Edges Features Classes Label Rate

Cora 2,708 5,429 1,433 7 0.052
CiteSeer 3,327 4,732 3,703 6 0.036
Pubmed 19,717 44,338 500 3 0.003

Table 1: Dataset statistics

4.1 STEPGCN

Settings.  Table [I] presents both classes and label rates to configure the training datasets. We
employed 300 and 1,000 nodes in our validation and testing procedures. The employed GRCNs were
evaluated with several depths, from 1 to 10, to decide which base models are fed into step learning.
Step learning was then adjusted to demonstrate its capacity for extracting further information from
data. We tested each model with every step (from the first to tenth steps).

All the numbers of the hidden nodes in every model were set to 16. In Figure [3] ResBlocks with
single GCN layer were utilized for step learning. Adam optimizer (Kingma & Ba} 2015)), with a
learning rate of 0.01, was used. In each step, we dropped a learning rate by a tenth of its previous
step. The dropout rate was fixed to 0.5, and L regularization was set to 0.0005 on model parameters.
All the reported results were mean accuracy of 100 independent runs with early stopping with a
patience of 100 epochs. All the experiments were conducted on a NVIDIA A100 40 GB GPU and
implemented in Python 3.6.

Results. Table [2] presents the performance of the experiments. GRCNs with graph residual con-
nections generally outperform the matched GRCNs with naive residual connections, indicating that
using graph residual connections can benefit from neighbor information. However, vanilla GCN
surpasses most of the GRCNs, while the differences are within one percent even if GRCNs perform
better than vanilla GCN. In addition, the depth of the best models of GRCNs does not exceed three.
It corresponds to the finding of |[Kipf & Welling| (2017), which reported that residual connections
have no effects on examining over-smoothing problems.

Table [3] presents the results of step learning applications on the models based on the results of base
models, as presented in Table 2] The graph-lin.-type StepGCN with graph-type ResBlocks achieves
the highest accuracy in the Cora dataset (0.84280) in six steps. None-type models with graph-type
ResBlocks accomplish best results in both CiteSeer (0.69234) and PubMed (0.81041) datasets in ten
steps.

The performances of models with none-type ResBlock are slightly improved, when lower than five
steps are employed Among the four ResBlock types, the graph-type ResBlock achieves the greatest
performance in our experiment. The majority of the performances are examined in the last step
(10th). The results of graph-linear-type ResBlock show the contrasting results in using step learning.
Thus, we found that using a linear layer is ineffective in StepGCN.
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Model Cora CiteSeer Pubmed

Accuracy | Depth | Accuracy | Depth | Accuracy | Depth
none type 0.82411 | 2-layer | 0.68268 | 2-layer | 0.77318 | 2-layer
seq. type 0.80146 | 3-layer | 0.66765 | 2-layer | 0.75099 | 3-layer
lin. type 0.79108 | 3-layer | 0.66684 | 2-layer | 0.74575 | 3-layer
div. type 0.80970 | 3-layer | 0.67458 | 2-layer | 0.76261 | 3-layer
conv. type 0.82091 | 2-layer | 0.68437 | 2-layer | 0.77667 | 2-layer
graph-seq. type 0.82304 | 2-layer | 0.67245 | 2-layer | 0.76604 | 2-layer
graph-lin. type 0.82110 | 2-layer | 0.67528 | 2-layer | 0.76668 | 2-layer
graph-div. type 0.82407 | 2-layer | 0.68054 | 2-layer | 0.77089 | 2-layer
graph-conv. type | 0.82344 | 2-layer | 0.68329 | 2-layer | 0.77308 | 2-layer

Table 2: The performance of GRCNs

Cora CiteSeer Pubmed
Base Model ResBlock Type Accuracy Step Accuracy Step Accuracy Step

none 0.82714 | 4-step | 0.68647 3-step 0.77623 3-step

none type linear 0.82410 | O-step | 0.68301 0-step 0.77445 0-step
graph 0.83862 | 4-step | 0.69234 | 10-step | 0.81041 | 10-step

graph-linear 0.82346 | O-step | 0.68276 0-step 0.79428 | 10-step

none 0.81541 5-step | 0.67118 4-step 0.75905 4-step

seq. type linear 0.80372 | O-step | 0.66672 0-step 0.74891 0-step
' graph 0.83172 | 9-step | 0.68662 | 10-step | 0.80473 | 10-step
graph-linear 0.80810 | 10-step | 0.66760 | O-step | 0.79434 | 10-step

none 0.80643 S-step | 0.67075 2-step 0.75178 1-step

lin. type linear 0.79220 | O-step | 0.66695 O-step | 0.74294 | O-step
) graph 0.82962 | 7-step | 0.68671 | 10-step | 0.80436 | 10-step
graph-linear 0.80622 | 10-step | 0.66807 0-step 0.79449 | 10-step

none 0.82055 | 3-step | 0.67854 3-step | 0.77143 2-step

div. type linear 0.81117 | O-step | 0.67502 0-step 0.75994 0-step
’ graph 0.83186 8-step | 0.68796 | 10-step | 0.80637 | 10-step
graph-linear 0.81083 O-step | 0.67505 0-step 0.79684 | 10-step

none 0.82412 3-step | 0.68835 3-step 0.77790 2-step

conv, type linear 0.81804 | O-step | 0.68484 0-step 0.77568 0-step
’ graph 0.83773 4-step | 0.69186 9-step 0.80905 | 10-step
graph-linear 0.82049 | 10-step | 0.68507 0-step 0.79223 | 10-step

none 0.82838 3-step | 0.67802 3-step 0.76977 3-step

he ¢ linear 0.82215 | O-step | 0.67448 O-step | 0.76729 | O-step
graph-seq. type graph 0.84251 | 6-step | 0.68524 | 10-step | 0.80724 | 10-step
graph-linear 0.82282 | O-step | 0.67454 0-step 0.79442 | 10-step

none 0.82745 3-step | 0.67767 5-step 0.77006 2-step

raph-lin. tvoe linear 0.82337 O-step | 0.67482 0-step 0.76771 0-step
graph-in. typ graph 0.84280 | G-step | 0.68491 | I0-step | 0.80706 | 10-step
graph-linear 0.82318 O-step | 0.67462 0-step 0.79351 | 10-step

none 0.82925 4-step | 0.68351 5-step 0.77464 2-step

raph-div. tvpe linear 0.82310 | O-step | 0.67910 0-step 0.77099 0-step
grapi-civ. typ graph 0.84084 | 5-step | 0.68871 | I0-step | 0.81014 | 10-step
graph-linear 0.82377 | O-step | 0.67891 0-step 0.79433 | 10-step

none 0.82758 | 4-step | 0.68634 | 4-step | 0.77563 3-step

he ¢ linear 0.82154 | O-step | 0.68359 0-step 0.77306 0-step
grapi-conv. type graph 0.83805 | 2-step | 0.69141 | I0-step | 0.81027 | 10-step
graph-linear 0.82327 O-step | 0.68263 0-step 0.79310 | 10-step

Table 3: The performance of StepGCN

4.2 COMPARISON WITH EXISTING MODELS

Settings. Identical datasets and their settings with Section [4.1] were used to compare StepGCN
with other GCN-based existing models. We employed JKNet (Xu et al., 2018)) and GCNII (Chen
et al., 2020b) as our baseline models. They were evaluated with several depths, from 1 to 10 for
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JKNet, and from 1 to 100 for GCNII. Step learning was also applied to their best models found in
the previous evaluation. The models were assessed until the tenth step, based on similar procedures
in Section[4.1]

Except the depth of the models, we employed a set of hyperparameters used in Xu et al.|(2018)) and
Chen et al.|(2020b). In detail, Table |4| summarizes the employed hyperparameters for JKNet and
GCNII. ResBlocks with single GCN layer were employed for step learning, and learning rate was
decayed by a rate of 0.1 in each step. Adam optimizer (Kingma & Bal 2015) was utilized in every
training. The results of 100 independent runs with early stopping with a patience of 100 epochs
were averaged to report the final results.

Model Hyperparameter Values
hidden node 16
learning rate 0.005
JKNet  dropout rate 0.5
L5 regularization 0.0005
aggregation max-pooling
hidden node 64
learning rate 0.01
dropout rate 0.6
GCNII convs Lo regularization 0.01
fcs Loy regularization 0.0005
«a 0.1
A 0.5

Table 4: Hyperparameters of JKNet and GCNII

Results. Table [5 presents the results of baseline models. StepGCN refers to the best models of
GCNs with residual connections in Table[2] as well as StepGCN* in Table [3] JKNet achieved their
best performances with two layers, and much deeper depth was accomplished for GCNII. GCNII
outperformed the other models before step learning in case of CiteSeer and PubMed datasets. The
result also shows that step learning enhanced the accuracy of every model, regardless of the depth of
the base model. From this, it can be concluded that step learning can be generalized to GCN-based
models other than GRCNs. StepGCN* achieved the best accuracy in Cora (0.84280) and PubMed
(0.81041) datasets. It proves that extracting information from nodes multi-hops away is favorable,
and an effective learning procedure can be more powerful than complicated model architecture.

Cora CiteSeer Pubmed
Model Accuracy | ResBlock gespigll) Accuracy | ResBlock gespigll) Accuracy | ResBlock 8]3651;;::2
JKNet 0.80807 - 2-layer | 0.68179 - 2-layer | 0.77572 - 2-layer
0.81175 graph 3-step 0.69144 graph 3-step 0.80392 graph 9-step
GCNII 0.79903 - 26-layer | 0.70274 - 37-layer | 0.79292 - 96-layer
0.82085 linear 1-step 0.70758 none 1-step 0.80513 graph 6-step
StepGCN 0.82411 - 2-layer | 0.68437 - 2-layer | 0.77667 - 2-layer
0.83862 graph 4-step 0.69186 graph 9-step 0.80905 graph 10-step
StepGCN* 0.82110 - 2-layer | 0.68268 - 2-layer | 0.77318 - 2-layer
0.84280 graph 6-step 0.69234 graph 10-step | 0.81041 graph 10-step

Table 5: The performance of baseline

5 CONCLUDING REMARKS

We propose StepGCN with various types of residual connections as base model and step learning,
extracting information from neighbor nodes, considering that their hops from target node are ad-
justed. The experiments demonstrate that StepGCN is effective for learning representations from
graph-structured data, without suffering from an over-smoothing. Moreover, additional experiments
show that step learning can be generalized to other GCN-based models. Interesting directions for fu-
ture work include applying step learning to other models and expanding its effectiveness to inductive
tasks.
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