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Abstract

Large language models (LLMs) excel in gener-001
ating unstructured text. However, they struggle002
with producing structured output while main-003
taining accuracy in zero-shot information ex-004
traction (IE), such as named entity recognition005
(NER) and relation extraction (RE). To address006
these challenges, we propose CROSSAGENTIE,007
a multi-agent framework that enhances zero-008
shot IE through multi-agent LLM collaboration.009
CROSSAGENTIE refines LLM predictions iter-010
atively through two mechanisms: intra-group011
cross-type debate, which resolves entity-label012
conflicts through context-based evidence and013
confidence aggregation, and inter-group cross-014
task debate, where NER and RE mutually re-015
fine outputs via bidirectional feedback. Fur-016
thermore, we introduce template fine-tuning,017
distilling high-confidence multi-agent outputs018
into a single model, significantly reducing in-019
ference costs while preserving accuracy. Exper-020
iments across five NER and five RE datasets021
show that CROSSAGENTIE significantly out-022
performs state-of-the-art zero-shot baselines by023
a large margin. CROSSAGENTIE effectively024
addresses LLM limitations in structured predic-025
tion with an effective and efficient approach for026
zero-shot information extraction.027

1 Introduction028

Information extraction (IE) is a fundamental task029

in natural language processing (NLP) that aims to030

extract structured information from unstructured031

or semi-structured text (Li et al., 2023; Lu et al.,032

2022). It includes subtasks such as named entities033

recognition (NER) and relation extraction (RE).034

Traditional supervised IE methods typically follow035

a “pre-training → fine-tuning” paradigm, where a036

pre-trained language model is adapted to a labeled037

dataset with extensive supervision signals (Devlin038

et al., 2019; Raffel et al., 2023; Zhuang et al., 2021).039

While effective, these methods suffer from high040

annotation costs and limited generalization, making041

them impractical for low-resource scenarios and 042

rapidly evolving domains. 043

Given these limitations, recent research has ex- 044

plored zero-shot IE as a promising direction (Wei 045

et al., 2024). Recent advances in large language 046

models (LLMs) (Lin et al., 2023; OpenAI, 2023b) 047

have enabled more effective zero-shot IE methods 048

to overcome the shortcomings of traditional su- 049

pervised models. The LLMs’ strong language un- 050

derstanding capabilities, gained through extensive 051

pre-training, allows them to perform IE tasks ef- 052

fectively. LLM-based approaches for zero-shot IE 053

include direct prompting (Han et al., 2024; Wang 054

et al., 2023b; Xie et al., 2023a), in-context learning 055

(Brown et al., 2020; Min et al., 2022), synthetic 056

data generation (Heng et al., 2024), and pseudo- 057

labeling for fine-tuning (Gao et al., 2024a; Heng 058

et al., 2024; Sainz et al., 2024; Zaratiana et al., 059

2024). These methods reduce reliance on anno- 060

tated data and enhance adaptability, making LLMs 061

a promising solution for zero-shot IE. 062

Despite advancements, LLMs still encounter 063

critical challenges that limit their performance in 064

zero-shot IE. First, LLMs struggle to generate 065

structured outputs that adhere to predefined la- 066

beling schemas in IE. Unlike traditional models 067

optimized for structured representations, LLMs 068

predominantly generate free-form text. Although 069

prompting techniques such as using symbols (Wang 070

et al., 2023b), lists (Zhou et al., 2024), and tables 071

(Jiao et al., 2023) have been explored, inconsis- 072

tencies persist in the structured output generation. 073

Second, entity-label conflicts arise when identical 074

entities receive inconsistent categorizations (e.g., 075

“Washington” might be labeled as both Location 076

and Person). Existing approaches (Li et al., 2024a; 077

Heng et al., 2024) tackle this through weak supervi- 078

sion, either fine-tuning smaller models on pseudo- 079

labeled data or transferring knowledge from limited 080

annotations. However, they rely on external super- 081

vision rather than leveraging LLMs’ intrinsic rea- 082
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soning embedded in their representations, limiting083

the generalization of these methods in broader sce-084

narios. Third, LLMs struggle with domain adapta-085

tion, failing to internalize domain-specific knowl-086

edge despite task instructions. While prompt engi-087

neering can create role-specialized agents (Lu et al.,088

2024; Wang and Huang, 2024), these methods re-089

quire extensive tuning and lack cross-domain gener-090

alization. As a result of the above three challenges,091

current LLM-based methods struggle with achiev-092

ing high performance in zero-shot IE (Jiang et al.,093

2024b; Shen et al., 2023; Wan et al., 2023). For094

example, direct prompting with GPT-3.5 achieves095

only 45% F1 on CoNLL03 (Li et al., 2024a) and096

34% on OntoNotes4 (Xie et al., 2023a) for NER.097

To address the above challenges, we propose098

CROSSAGENTIE, a multi-agent LLM collabora-099

tion framework that enhances zero-shot NER and100

RE performance through structured debate and101

bidirectional refinement. First, intra-group cross-102

type debate resolves entity-label conflicts by veri-103

fying classifications (e.g., distinguishing "Washing-104

ton" as "Location" or "Person") through context-105

based reasoning. Second, inter-group cross-task106

debate refines NER and RE predictions by inte-107

grating relation-based feedback, enhancing contex-108

tual grounding and entity accuracy through bidi-109

rectional knowledge exchange. Third, to enhance110

domain adaptation, CROSSAGENTIE equips type111

agents with domain-specific metadata, leveraging112

entity-type knowledge and ontology constraints for113

schema-aligned classification. Finally, to improve114

inference efficiency, CROSSAGENTIE introduces115

template fine-tuning that distills the multi-agent116

outputs into a single model. This process reduces117

computational cost while ensuring cross-domain118

consistency, greatly enhancing the efficiency of119

CROSSAGENTIE in zero-shot IE tasks. Experi-120

ments across five NER and five RE datasets show121

that CROSSAGENTIE significantly outperforms122

state-of-the-art zero-shot baselines by a large mar-123

gin. CROSSAGENTIE effectively addresses LLMs124

limitations in structured prediction with an effec-125

tive and efficient approach for zero-shot informa-126

tion extraction.127

2 Related Work128

LLMs for IE Recent advances in LLM-based129

IE have shown promise in tasks such as NER and130

RE. NER identifies and classifies entities in un-131

structured text into predefined categories (Keraghel132

et al., 2024), while RE extracts relations between 133

entities from the text (Gao et al., 2024b). ChatIE 134

(Wei et al., 2024) enhances IE through structured di- 135

alogue with ChatGPT, enabling iterative refinement. 136

InstructUIE (Wang et al., 2023c) employs multi- 137

task instruction tuning to guide LLMs in NER, RE, 138

and event extraction (EE) using natural language 139

prompts. ULTRA (Zhang et al., 2024a) enhances 140

EE with a hierarchical framework, leveraging open- 141

source LLMs for cost-effective extraction while 142

mitigating positional bias. 143

LLMs for NER Several approaches enhance 144

NER with LLMs. GPR-NER (Wang et al., 2023b) 145

reformulates NER as text generation with en- 146

tity markers and self-verification, reducing over- 147

predictions via few-shot and in-context learning. 148

UniversalNER (Zhou et al., 2024) distills ChatGPT- 149

generated data into a smaller LLaMA-based model 150

through instruction tuning. VerifiNER (Kim et al., 151

2024) integrates LLMs with external knowledge 152

bases for post-hoc verification, refining entity 153

boundaries and types. Decomposed-QA (Xie et al., 154

2023a) improves NER via task decomposition, syn- 155

tactic augmentation, and self-consistency voting 156

with ChatGPT. ProGen (Heng et al., 2024) uses 157

step-by-step generation and self-reflection to en- 158

hance few-shot NER dataset construction and entity 159

attribute refinement. 160

LLMs for RE Several methods enhance RE with 161

LLMs. GPR-RE (Wan et al., 2023) optimizes 162

GPT’s in-context learning via improved exam- 163

ple retrieval and reasoning. URE (Wang et al., 164

2023a)refines relational embeddings using positive 165

pair augmentation, margin loss, and contrastive 166

learning with BERT (Devlin et al., 2019). QA4RE 167

(Zhang et al., 2023) reformulates RE as a multiple- 168

choice QA task, converting relation templates into 169

instruction-tuned options. G&O (Li et al., 2024a) 170

employs a “generation and organization” pipeline 171

for zero-shot RE. 172

Multi-Agent LLM for IE The rise of LLM- 173

powered agents such as GPTs (Brown et al., 2020; 174

OpenAI, 2023b,a,c), LLaMAs (Touvron et al., 175

2023), and PaLM (Anil et al., 2023; Chowdhery 176

et al., 2022) has enabled multi-agent collaboration. 177

These systems follow either cooperative strategies 178

to achieve shared goals (Zhang et al., 2024b; Zhou 179

et al., 2023; Qian et al., 2024; Lu et al., 2024), 180

or adversarial strategies to refine outputs (Aryan, 181

2024; Estornell and Liu, 2024). DAO (Wang and 182

2



Huang, 2024) employs a multi-agent optimization183

framework to refine LLM outputs for EE, integrat-184

ing external tools to enhance retrieval quality and185

prediction reliability. Applying multi-agent debate186

to IE presents challenges such as real-time coordi-187

nation, entity conflict resolution (Liu et al., 2024),188

and effective discussion management (Cho et al.,189

2024). Addressing these challenges enhances IE190

accuracy, especially in domain-specific contexts.191

3 CROSSAGENTIE Framework192

This section introduces CROSSAGENTIE, a multi-193

stage framework for structured information extrac-194

tion using collaborative agents. We first formalize195

the problem (Sec. 3.1), followed by type-agent196

setup (Sec. 3.2), intra-group cross-type discussion197

(Sec. 3.3), inter-group cross-task discussion (Sec.198

3.4), and finally template fine-tuning (Sec. 3.5).199

Figure 1 illustrates the overall framework, with200

detailed prompts provided in Appendix D.201

3.1 Problem Definition202

We formalize Named Entity Recognition (NER)203

and Relation Extraction (RE) as structured infor-204

mation extraction tasks. Given a sentence s =205

{w1, . . . , wn} consisting of n words, the NER task206

identifies text spans within s as entity mentions207

and assigns each mention a label from a predefined208

ontology (e.g., Location, Person). The extracted209

entity set is denoted as E = {e1, . . . , ek}, where210

k is the number of identified entities. Each entity211

ei consists of a text span ti and an entity label li,212

i.e., ei = (ti, li). Based on E, the RE task extracts213

a set of relations R = {r1, . . . , rm}, where m is214

the number of extracted relations. Each relation215

ri = (ep, ri, eq) represents a directed relation ri216

between two entities ep and eq within E. Addi-217

tionally, we define a set of collaborative agents218

A = {A1, A2, . . . , AM}, where M denotes the219

number of agents, which iteratively refine entity220

recognition and relation extraction results. The fi-221

nal refined entity and relation sets, denoted as E∗222

and R∗, are obtained through the iterative refine-223

ment process: E∗ = f(E,A) and R∗ = g(R,A),224

where f and g are refinement functions modeled as225

interactions among agents.226

3.2 Type Agent Setup227

To reduce inter-category confusion and improve228

classification accuracy, we assign each entity and229

relation type to a specialized agent. Rather than230

using a single multi-tasking model that processes231

multiple entity and relation types within a uni- 232

fied framework, each specialized agent makes task- 233

specific decisions with tailored prompting strate- 234

gies. For instance, NER agents (e.g., PER, LOC) 235

identify entities such as “Reagan” as PER and 236

“America” as LOC, while RE agents (e.g., Live-in) 237

extract head and tail entities based on represen- 238

tative relationships. More details for type agent 239

prompting are in Appendix D. 240

3.3 Intra-Group Cross-Type Discussion 241

After setting up the type agents, we introduce a 242

structured debate mechanism to resolve conflicts 243

when multiple agents assign different labels to 244

the same entity. This mechanism enables con- 245

flicting agents to engage in discussions and refine 246

their classifications through ontology constraints 247

and contextual reasoning. This process follows 248

a debate-driven iterative refinement framework, 249

where agents engage in multiple debate rounds to 250

reach a consensus. Each type agent AType
i gener- 251

ates a set of entities SType
i , with conflicts occurring 252

when agents assign inconsistent labels to the same 253

entity. The conflict set is defined as C = {ei | 254

∃AType
j , A

Type
k such that lj(ei) ̸= lk(ei),∀i ∈ T}. 255

During conflict resolution, the agents A
Type
j and 256

A
Type
k iteratively refine their classifications for each 257

entity ei ∈ C by re-evaluating prior classifica- 258

tions, reassessing the entity’s context, and enforc- 259

ing ontology-driven constraints to ensure consis- 260

tency. If consensus is reached, the entity is as- 261

signed a final type. Otherwise, a separate LLM, 262

the Summarizer, aggregates reasoning paths, confi- 263

dence scores, and contextual evidence to determine 264

the most probable classification. This hybrid ap- 265

proach ensures robust decision-making by combin- 266

ing structured debate resolution with LLM-based 267

consolidation, improving classification accuracy 268

and consistency across entity types. 269

3.4 Inter-Group Cross-Type Discussion 270

After resolving conflicts within a single task 271

through intra-group cross-type discussion, we fur- 272

ther refine outputs via inter-group cross-task dis- 273

cussion, where NER and RE agents exchange feed- 274

back to enhance coherence. At this stage, NER 275

agents generate a candidate set of extracted enti- 276

ties, guiding RE agents to focus on relevant entity 277

types for relation extraction. For example, in the 278

“Live-in” relation, RE agents identify entity pairs 279

consisting of a “Person” and a “Location” (e.g., 280
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Sentence: "Reagan sounded positive notes 
reminiscent of earlier speeches throughout his 
political career _ the pre-eminent position of 
" We the People "in ....

Multi-Agents 
Collaboration

Output

PER Reagon

LOC America

ORG NULL

Live-in Head:Reagon
Tail: America

Work-for NULL

Main Process Stage

Inference Stage

Type-Agents Setup (stage 1)

Intra-Group Cross-Type Discussion (stage 2)

PER LOC Work-for Live-in

PER-Reagon
LOC-AmericaReagon lives in America

Conflict Resolution

I recognize Reagon as a 
person based on ontology 
information and context 
clues

I agree, Reagon should 
be a person type.

Reagon is a PER and 
America is a LOC, so it is 
a live-in relation.

I agree, the relation logic 

here should be live-in 
rather than work-for. 

Conflicts in NER : 
Reagon -- PER, LOC
America – ORG, LOC

Conflicts in RE:
Live-in, Work-for: 
[ Reagon, America ]

Multi-Agents Collaboration Stage

NER  Group RE  Group

ORG

Fi
ne

tu
ne

d 
si

ng
le

 L
LMSentence: An art exhibit 

at the Hakawati Theatre 
in Arab east Jerusalem 
was a series of portraits 
of Palestinians killed in 
the rebellion Inference 

Output

LOC: Arab east Jerusalem

PER: Palestinians

ORG: Hakawati Theatre

Live-in: Palestinians, Arab east 
Jerusalem

PER Reagon

LOC America,
Reagon

ORG America

Live-in Head:Reagon
Tail: America

Work-for Head:Reagon
Tail: America

Bidrectional 
Refinement

Type-Agent Setup

Collaboration Details for Each Stage

Input

Template Fine-Tuning

Inter-Group Cross-Task Discussion (stage 3)

Figure 1: The overview of CROSSAGENTIE illustrates the multi-agent collaboration process through four stages,
converting an input document into structured outputs. The four stages include: 1) Type-agents setup, 2) Intra-group
cross-type discussion, 3) Inter-group cross-task discussion, and 4) Template fine-tuning on a single LLM.

PER: Reagan; LOC: America). Afterwards, based281

on the extracted entities, RE agents generate rela-282

tion statements (e.g., “Reagan lives in America”)283

and integrate them into the NER input as contextual284

knowledge, refining entity classification.285

This iterative exchange helps resolve classifi-286

cation ambiguities. In stage 3 of Figure 1, NER287

agents initially misclassify “America” as both ORG288

and LOC. However, the “Live-in” relation (i.e., a289

person must live in a location rather than an organi-290

zation) enables RE agents to confirm “America” as291

LOC and provide feedback to NER, prompting the292

removal of the incorrect ORG label. Similarly, RE293

agents may initially misclassify “Reagan-America”294

as both “Live-in” and “Work-for”. Here, NER295

agents reinforce entity consistency by verifying296

that “America” is LOC, enabling RE to refine its297

relation classification.298

While this iterative refinement process corrects299

specific classification errors, a broader challenge300

remains: how to ensure that NER and RE con-301

sistently converge toward a unified entity-relation302

structure. Since NER and RE operate indepen-303

dently in zero-shot settings, discrepancies naturally304

arise— NER may extract entities that are irrele-305

vant to RE, while essential entities for RE may be306

absent from the NER output. To address these in-307

consistencies, we introduce a mathematical formu-308

lation that explicitly quantifies the symmetric dif- 309

ference between the entities extracted and required 310

by NER and RE, which is defined as ∆(A,B) = 311

(A \B) ∪ (B \A), where A = {NERext, REext} 312

represents the entities extracted by NER and RE, 313

and B = {NERreq, REreq} represents the entities 314

required by NER and RE. By minimizing ∆(A,B), 315

we ensure better alignment between entity bound- 316

aries and relation predictions, reducing both spu- 317

rious and missing entities. The complete mathe- 318

matical details, including the definition of entity 319

discrepancies, the role of logical constraints, and 320

the minimization of prediction inconsistencies, are 321

provided in Appendix F. 322

3.5 Template Fine-tuning 323

After resolving conflicts through intra-group dis- 324

cussion and refining predictions via inter-group 325

interactions between NER and RE, we further opti- 326

mize inference efficiency. While structured collab- 327

oration enhances classification accuracy, its itera- 328

tive nature incurs substantial computational costs, 329

particularly for multi-label datasets. To mitigate 330

this, we propose template fine-tuning, which distills 331

high-confidence outputs into a single model. By in- 332

tegrating refined results from multiple agents, this 333

approach enhances zero-shot performance on multi- 334

label datasets while preserving accuracy and signif- 335

icantly reducing computational overhead. Please 336
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see Appendix J for details.337

4 Experiments338

We evaluate CROSSAGENTIE on NER and RE339

benchmarks using strict full-matching criteria, com-340

paring it with state-of-the-art baselines. As prior341

work (Section 2) applied LLMs in different set-342

tings, we select the most relevant SOTA zero-shot343

approaches, including G&O (Li et al., 2024a). See344

Appendix B for methods comparison. For fair com-345

parison, we use GPT-3.5 as the backbone, aligning346

with existing baselines, and additionally test our347

approach on GPT-4o for evaluation on a more ad-348

vanced LLM. Please see Section 4.3 for details.349

4.1 Experimental Setup350

NER Datasets We evaluate NER performance351

on CONLL03 (Tjong Kim Sang and De Meulder,352

2003), CONLL04 (Carreras and Màrquez, 2004),353

OntoNotes4 (Pradhan et al., 2013), Semeval2010354

(Hendrickx et al., 2010) and TACRED (Zhang et al.,355

2017). Please refer to Appendix A.2 for details.356

NER Baselines We compare CROSSAGENTIE357

against following baselines: (1) All-Entity-in-One358

(AEiO) (Li et al., 2024a), which extracts multi-359

ple entity types in a single model, handling all360

categories together (e.g., “Identify person, loca-361

tion and organization entities in the sentence”).362

(2) Type-Agents, which uses multiple specialized363

LLM prompts, each focused on a specific entity364

type. (3) Template fine-tuning, which fine-tunes a365

single LLM using distilled outputs.366

RE Datasets We evaluate RE performance on367

CONLL2004, Semeval2010, TACRED, NYT368

(Face, 2025), and SciERC (Luan et al., 2018).369

Please refer to Appendix A.2 for details.370

RE Baselines We compare CROSSAGENTIE371

against following baselines: (1) One-step (Li et al.,372

2024a) which jointly extracts entities and their re-373

lations within a single prompt in a structured for-374

mat (2) Direct-prompting, which extract relation375

triplets in a single step. (3) Type-Agents and (4)376

Template fine-tuning, which follow the same con-377

figurations as in the NER.378

Implementation Details We conduct zero-shot379

experiments using GPT-3.5-Turbo (OpenAI). Each380

entity type is assigned a dedicated type agent, en-381

suring one-to-one mapping with the entity label set.382

Our framework is built on Microsoft’s open-source383

Autogen 1. We set the temperature to 0.9, cache 384

seed to 42, maximum number of iterations is 3, and 385

frequency penalty is 0.1. 386

Metrics and Evaluation We compute micro- 387

averaged precision, recall, and F1-score 2 using 388

a strict span-level matching, where only exact 389

matches with ground truth entities count as true 390

positives. See Appendix A.3 for details. 391

4.2 Main Results 392

We evaluate the performance of all methods using 393

micro F1-scores across NER and RE test sets. 394

Main Results in NER As our main NER results, 395

Table 1 presents the F1-scores achieved by GPT-3.5 396

using various prompting strategies. The effective- 397

ness of CROSSAGENTIE is evident, as it consis- 398

tently outperforms both the AEiO approach and 399

Type-Agents across all datasets, achieving an aver- 400

age F-1 score improvement of 17.29% over AEiO 401

and 6.1% over Type-Agents. 402

Main Results in RE As our main RE results, 403

Table 4 presents the F1 scores achieved by GPT- 404

3.5 across different methods. Compared to Direct- 405

Prompting and Type-Agents, CROSSAGENTIE 406

achieves an average F1 improvement of 9.10% over 407

Direct-Prompting, and 6.37% over Type-Agents 408

across all datasets, highlighting its robustness in 409

relation extraction. 410

Results in Template Fine-tuning Table 1 and 411

4 show that template fine-tuning significantly im- 412

proves performance over zero-shot inference. On 413

the CONLL04 NER dataset, the AEiO method 414

achieves an F1-score of 53.13%, while template 415

fine-tuning boosts it to 70.38%, a 17.25% increase. 416

Across all datasets, the template fine-tuned GPT- 417

3.5 outperforms all baselines, improving NER per- 418

formance over AEiO by an average of 17.12% and 419

RE performance over Direct-Prompting by 8.66%. 420

Fairness and Bias Control in Debate To ensure 421

fairness, all type agents have equal weights, pre- 422

venting any single agent from dominating classifi- 423

cation. The speaking order is randomized to elimi- 424

nate positional bias. If no consensus is reached, the 425

Summarizer LLM aggregates evidence and confi- 426

dence scores for the final decision, as detailed in 427

Section 3.3. These mechanisms ensure an unbiased 428

and balanced debate. 429

1https://microsoft.github.io/autogen/
2https://scikit-learn.org/stable/index.html
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Method CONLL03 CONLL04 SemEval TACRED OntoNotes Average

AEiO (Li et al., 2024a) 49.65 53.13 20.10 27.56 32.47 36.58
CROSSAGENTIE
- Type-Agents 64.65 62.48 29.28 44.76 37.69 47.77
- CROSSAGENTIE 75.07 66.45† 33.87 48.78 45.18 53.87
- Template-finetuning (One-LLM) 73.91† 70.38 31.17† 45.49† 41.56† 53.70†

Table 1: The micro F1 scores (%) of GPT-3.5 on the NER datasets with different prompting strategies. † indicates
the suboptimal performance.

Method F1

G&O (Li et al., 2024a) 68.00
-One-step 44.77
- AEiO 49.65

Self-Improving(Xie et al., 2024)
- Naive zero-shot prompting 68.97
- Entity-level threshold filtering 74.99
- Sample-level threshold filtering 73.97
- Two-stage majority voting 74.51

CROSSAGENTIE
-Type-Agents 64.65
-CROSSAGENTIE 75.07
-Template-finetuning (One-LLM) 73.91

Table 2: NER results (%) on CONLL03. Bold numbers repre-
sent the highest score for zero-shot approaches.

Method CONLL04

G&O (Li et al., 2024a) 33.50
-One-step 38.70

CROSSAGENTIE
-Direct-prompting 33.59
-Type-Agents 35.91
- CROSSAGENTIE 44.33
-Template-finetuning (One-LLM) 41.18

Table 3: F1 scores (%) of GPT-3.5 on the RE task—CONLL04
using different strategies.

Additional Results We evaluate the self-430

verification reasoning (Weng et al., 2023) within431

the Type-Agents baseline across various backbone432

models. As shown in Figure 3, despite its433

complexity, self-verification performs the worst in434

zero-shot settings across datasets and model sizes.435

See Appendix C for further analysis.436

4.3 Ablation Studies437

To evaluate the contribution of key components438

in our approach, we conduct ablation studies fo-439

cusing on five aspects: (1) comparison with other440

zero-shot methods (2) backbone model selection441

(3) model structure design (4) effectiveness of con-442

flict debate and (5) template fine-tuning optimiza-443

tion. These studies quantify the impact of each 444

component on both NER and RE. 445

NER Baselines Comparison We compare our 446

approach with existing zero-shot LLM methods for 447

NER, including G&O (Li et al., 2024a), a simple 448

but effective work to analyze the GPT-3.5’s zero- 449

shot performance on IE tasks; Self-Improving for 450

Zero-Shot NER with LLM (Xie et al., 2024), which 451

enhances zero-shot NER through self-annotation, 452

pseudo-demonstrations, and consistency-based fil- 453

tering; and Decomposed-QA (Xie et al., 2023b), 454

which explores zero-shot NER with ChatGPT. As 455

shown in Table 2 and 5, CROSSAGENTIE out- 456

performs G&O by 7.07% and Self-Improving by 457

0.56% in F1 score on the CoNLL03, while sur- 458

passing Decomposed-QA by 5.98% F1 score on 459

the OntoNotes. Furthermore, under the zero-shot 460

setting with a single LLM, our template fine-tuned 461

model exceeding G&O by 5.91% and Decomposed 462

by 2.36%, further demonstrating its effectiveness. 463

RE Baselines Comparison We compare our ap- 464

proach with existing zero-shot LLM methods on 465

RE task, including One-step and G&O (Li et al., 466

2024a). As shown in Table 3, CROSSAGENTIE out- 467

performs One-step by 5.63% and G&O by 10.83% 468

in F1 score on the CoNLL04 dataset. Under the 469

zero-shot setting with a single LLM, our template 470

fine-tuned model surpasses One-step by 2.48% and 471

G&O by 7.68%. 472

Backbone Model Selection Our experiments 473

utilize GPT-3.53, LlaMa3-8b4, Mistral-7B (Jiang 474

et al., 2023) and Mixtral 8x7B (Jiang et al., 2024a) 475

as backbone LLMs. Figure 3 presents their NER 476

performance across three evaluation settings: Type- 477

Agents, Self-Verification, and Our method. Regard- 478

less of the reasoning method used, GPT-3.5 consis- 479

tently outperforms the other models in precision, 480

3https://platform.openai.com/docs/models#
gpt-3.5

4https://ai.meta.com/blog/meta-llama-3/
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Method CONLL04 TACRED SemEval NYT SCIREC Average

One-Step (Li et al., 2024a) 38.70 39.27 15.03 10.55 11.71 23.14
Direct-prompting 33.59 42.59 17.50 10.97 14.65 23.86

CROSSAGENTIE
- Type-Agents 35.91 46.77 19.48 14.06 18.76 26.59
- CROSSAGENTIE 44.33 51.47† 25.08 20.18† 23.73 32.96
- Template-finetuning (One-LLM) 41.18† 52.54 20.69† 28.62 19.57† 32.52†

Table 4: The micro F1 scores(%) of GPT-3.5 on the RE datasets with different prompting strategies.† indicates the
suboptimal performance.

Method F1

Decomposed-QA (Xie et al., 2023b) 37.45
Vanilla 33.74
Syntactic prompting 39.00
Tool augmentation 39.20

CROSSAGENTIE
-Type-Agents 37.69
-CROSSAGENTIE 45.18
-Template-finetuning (One-LLM) 41.56

Table 5: NER results (%) on OntoNotes. Bold numbers repre-
sent the highest score for zero-shot approaches.

CROSSAGENTIE F1

NER
-Type-Agents 68.61
-CROSSAGENTIE 72.14
-Template-finetuning (One-LLM) 70.69

RE
-Type-Agents 49.79
-CROSSAGENTIE-RE 55.22
-Template-finetuning (One-LLM) 40.67

Table 6: Performance(%) on CONLL04 with GPT-4o.

recall, and F1-score, highlighting the significant481

impact of a stronger backbone model on overall482

performance. This reinforces GPT-3.5 as the opti-483

mal choice for our debate-driven multi-agent frame-484

work. Additionally, we evaluate our approach using485

GPT-4o5, with results on the CoNLL04 dataset pre-486

sented in Table 6. For a detailed comparison of487

Type-Agents NER baselines, as well as additional488

details please refer to Appendix A.1.489

Framework Design Comparison While a strong490

backbone model is essential, the reasoning frame-491

work is equally crucial. A single-step summariza-492

tion approach reduces computational costs by sum-493

marizing first-round responses instead of iterative494

reasoning. However, this sacrifices refinement and495

5https://platform.openai.com/docs/models#
gpt-4o
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Figure 3: Performance (%) of different LLMs of NER on
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deeper reasoning, which are key strengths of our 496

debate-driven framework. To evaluate this trade- 497

off, we compared both methods, with results in 498

Appendix I confirming our structured debate’s su- 499

perior performance and efficiency. 500

Conflict Resolution Efficiency Entity classifica- 501

tion conflicts pose a key challenge in our multi- 502

agent debate system. We analyzed 300 CoNLL03 503

documents, identifying 688 conflict instances, of 504

which 77.5% are successfully resolved in a sin- 505

gle debate turn. Among the unresolved cases, 35 506

are false positives, and only 6 require additional 507

rounds, demonstrating the system’s efficiency in 508

handling complex cases. 509

Effectiveness of Structured Debate We assess 510

the impact of structured debate on NER and RE 511

through an ablation study on CoNLL04, comparing 512

four configurations: (1) Type-Agents without de- 513
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bate, (2) Debate for RE only, (3) Debate for NER514

only, and (4) Debate for both. Table 12 shows that515

structured debate enhances performance by refining516

entity classification and resolving label ambiguities,517

as detailed in Appendix G. To further assess the518

benefits of iterative NER-RE interactions, we con-519

duct a second-round feedback experiment, where520

cross-task refinements improve predictions. As521

shown in Table 11, this iterative feedback boosts522

recall by recovering missed entities and refining523

relation classification. See Appendix H for details.524

Template Fine-tuning Optimization Our tem-525

plate fine-tuning mechanism aims to match the per-526

formance of multi-agent refinement. To optimize527

a single LLM for maximum accuracy, we explore528

the optimal number of cases needed to achieve the529

best F1-score. By varying the case count in NER530

and RE tasks on the CONLL04 dataset (Figure 2),531

we find that the optimal number is 5 cases per type532

for NER and 3-4 cases per type for RE. Please see533

Appendix J for more details.534

Cost and Time Efficiency We evaluate cost per535

data point and time consumption for long and short536

debates. Using the Efficiency Score as a measure537

of cost-effectiveness, our framework optimally bal-538

ances computational efficiency and performance.539

The final results depend on the required debate540

rounds per dataset, demonstrating its practicality541

for scalable applications. Please see Appendix M.542

4.4 Case study543

Error Analysis We analyze errors in our multi-544

agent framework on the CONLL04 dataset, cate-545

gorizing them into three types to identify model546

limitations and guide improvements.547

Error Types and Statistics Table 7 summarizes548

error statistics, categorizing errors into wrong type549

errors, boundary errors, and missing entities. 1)550

Wrong type errors occur when an entity is assigned551

an incorrect type from the predefined label set. 2)552

Boundary errors arise when the predicted span mis-553

aligns with the gold annotation, either by fully con-554

taining, being contained within, or partially over-555

lapping it. 3) Missing entities refer to undetected556

gold entities. Additionally, we consider spurious557

entity errors, where the model predicts non-existent558

entities, though our primary focus remains on the559

three main error types. For a detailed breakdown560

of error distribution, impact across model stages,561

and case studies, see Appendix L for details.562

Error Types Baseline-NER 1st-Debate-NER 2nd-Feedback-NER

Boundary Errors 90 81 90
Wrong types 333 251 343

Missing Entities 686 680 618

Total 1109 1012 1051

Table 7: Error Type Counts on CONLL04 for NER: Com-
parison of Baseline, 1st-Round Cross-Type Discussion, and
2nd-Round Cross-Task Discussion. Bold numbers indicate
total errors, showcasing reductions achieved by our methods.

Case Study of Error Correction and Error In- 563

crease As shown in Table 7, Cross-task Debating 564

effectively reduces Boundary Errors and Wrong 565

Types errors. In the Baseline stage, errors are 566

dominated by false negatives (FN) and false posi- 567

tives (FP), leading to suboptimal performance. The 568

1st-Debate-NER stage significantly reducesFP and 569

slightly decreases FN, improving precision and F1- 570

score. The 2nd-Feedback-NER stage further re- 571

duces FN, achieving an 8.73% recall improvement 572

with a minor FP increase. This demonstrates that 573

when FN are the primary source of error, RE-based 574

knowledge augmentation in 2nd-Feedback-NER ef- 575

fectively reduces FN, boosting recall and F1-score. 576

Despite a slight FP increase, the FN reduction leads 577

to net performance gains. Please see Appendix L. 578

5 Conclusion 579

In this paper, we propose CROSSAGENTIE, a cross- 580

type and -task multi-agent collaboration framework 581

designed to enhance structured prediction in infor- 582

mation extraction (IE) tasks using LLMs. Unlike 583

conventional zero-shot strategies, CROSSAGEN- 584

TIE introduces two collaboration mechanisms that 585

enable mutual refinement between NER and RE 586

tasks, improving prediction accuracy. Additionally, 587

we develop template fine-tuning to consolidate out- 588

put knowledge into a single model, significantly 589

enhancing efficiency. Test under zero-shot IE set- 590

tings with GPT-3.5, our bidirectional collaboration 591

and template fine-tuning achieve substantial per- 592

formance gains, demonstrating the effectiveness of 593

CROSSAGENTIE. Ablation studies further validate 594

the efficiency of each component in our multi-agent 595

system, while evaluations across diverse LLMs 596

and datasets demonstrate the generalizability of 597

CROSSAGENTIE. We hope our work inspires fu- 598

ture research on multi-agent collaboration frame- 599

works in LLMs and contributes to the development 600

of effective and interpretable IE systems. 601
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Limitations602

Due to computational constraints, our evaluation603

was conducted on a limited set of datasets and604

tasks. While these experiments demonstrate the605

effectiveness of CROSSAGENTIE, incorporating606

more domain-specific datasets could further en-607

hance the robustness of our conclusions. Below,608

we outline key limitations of our approach.609

Computational Cost Our multi-agent frame-610

work incurs additional computational overhead due611

to iterative debate and bidirectional refinement.612

Although template fine-tuning reduces inference613

costs, the initial debate process remains expensive,614

particularly for large-scale datasets.615

Scalability in Multi-Agent Collaboration As616

the number of agents increases, coordination com-617

plexity grows. Managing conflicts and ensuring618

convergence in large-scale settings require further619

optimization to prevent excessive inference time.620

Dependency on Model Accuracy The frame-621

work relies on LLMs’ reasoning capabilities, which622

can still produce hallucinated or inconsistent out-623

puts. While intra-group and inter-group debates624

help mitigate errors, misclassifications in entity625

recognition and relation extraction may still occur.626

Additionally, due to the risk posed by the inherent627

instability of large language model generation, bi-628

ases, trust issues, or other uncertainties may arise,629

potentially undermining the reliability of the ex-630

tracted information.631

Ontology Constraints Our approach operates632

within predefined entity and relation ontologies,633

limiting adaptability to open-domain or evolving634

schemas. Extending it to dynamic ontologies635

would require additional mechanisms for expan-636

sion and adaptation.637

Ethics638

In this work, we propose a method to improve LLM639

performance on the important and fundamental task640

of relation extraction. We do not anticipate any641

ethical issues regarding the topics of this research.642
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A Detailed Experiment Setup1086

A.1 Models1087

Our research focuses on GPT-3.5, specifically the1088

gpt-3.5-turbo (OpenAI, 2023a) 6. While it is not1089

the latest model, we use it to maintain experimental1090

consistency. For open-source LLMs, we employ1091

Llama 3-8B (AI) 7, Mistral-7B (Jiang et al., 2023)1092
8, and Mixtral 8x7B (Jiang et al., 2024a) 9. All1093

experiments involve forward inference only, ex-1094

cept for template fine-tuning. GPT-3.5 inference is1095

conducted through the OpenAI API, while open-1096

source models run on HuggingFace Transformers.1097

Llama 3-8B and Mistral-7B are deployed on sin-1098

gle NVIDIA A100 80G GPUs, and Mixtral 8x7B1099

runs on two GPUs. Our multi-agent debate frame-1100

work utilize Microsoft’s open-source Autogen (Wu1101

et al., 2023) 10. For template fine-tuning, we use1102

the gpt-3.5-turbo-1106 version 11, following Ope-1103

nAI’s official fine-tuning guidelines 12. Details on1104

fine-tuning dataset construction and analysis are1105

provided in Appendix J.1106

CONLL03 CONLL04 SemEval TACRED OntoNotes

n-instance 3453 288 2717 15509 8262
n-entity-type 4 3 2 17 18
n-entity-mention 4945 844 5434 31018 11257

Table 8: NER dataset statistics.

CONLL04 TACRED SemEval NYT SCIREC

n-instance 288 446 2717 369 1088
n-entity-type 5 4 10 7 7
n-entity-mention 42 446 2717 265 974

Table 9: RE dataset statistics.

A.2 Datasets1107

NER In the NER task, we use datasets from mul-1108

tiple sources: CoNLL2003 (Tjong Kim Sang and1109

De Meulder, 2003), CoNLL2004 (Carreras and1110

Màrquez, 2004), OntoNotes4 (Pradhan et al., 2013),1111

TACRED (Zhang et al., 2017) and SemEval20101112

(Hendrickx et al., 2010). The CoNLL2003 and1113

6platform.openai.com/docs/models/
gpt-3-5-turbo

7https://huggingface.co/unsloth/Meta-Llama-3.
1-8B-bnb-4bit

8huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2

9huggingface.co/mistralai/
Mixtral-8x7B-Instruct-v0.1

10https://microsoft.github.io/autogen/
11https://platform.openai.com/docs/models
12https://platform.openai.com/docs/guides/

fine-tuning

CoNLL2004 datasets are sourced from (Li et al., 1114

2024b), while TACRED and SemEval come from 1115

the processed versions in (Wan et al., 2023). We 1116

preprocess all datasets to align with our study while 1117

preserving their original structure. Specifically, we 1118

extract labeled phrases from each sentence, group 1119

them by entity type, and use them as ground truth 1120

for computing the micro F1-score per doc_id. For 1121

instance, CoNLL2004 contains three label types 1122

(PER, ORG, and LOC), and we retain all label 1123

types in CoNLL 2003, including “MISC”. For GPT- 1124

3.5, we process entire paragraphs, whereas other 1125

LLMs receive sentence-level inputs due to mem- 1126

ory constraints. All models are provided with raw 1127

sentences without labeled entities. For simplicity, 1128

we briefly refer to CoNLL2003 as CoNLL03 and 1129

CoNLL2004 as CoNLL04 throughout the paper for 1130

consistency. We report the performance on the test 1131

set of each dataset, and the detailed statistics are 1132

shown in Table 8. 1133

RE For the RE task, we use CoNLL2004 (Car- 1134

reras and Màrquez, 2004), NYT (Face, 2025), Se- 1135

mEval 2010 (Hendrickx et al., 2010), TACRED 1136

(Zhang et al., 2017)and SciERC (Luan et al., 2018). 1137

Consistent with NER, NYT is sourced from (Wang 1138

et al., 2023c) and SciERC from (Wan et al., 2023). 1139

For TACRED, we retain only four relation types to 1140

evaluate the effectiveness of our framework: “orga- 1141

nization has member”, “organization has website”, 1142

“per: cities_of_residence” and “person_has_age”. 1143

In SemEval 2010, subjects and objects are treated 1144

as independent agents to align with our workflow. 1145

When type-specific agents generate no conflicts, 1146

we skip the debate stage and proceed directly to 1147

bidirectional refinement and template fine-tuning. 1148

To improve agent understanding, we provide natu- 1149

ral language explanations for relation labels. For 1150

example,“per: cities_of_residence” is defined as “a 1151

person lives or has lived in a city as their place of 1152

residence”. We report the performance on the test 1153

set of each dataset, and the detailed statistics are 1154

shown in Table 9. 1155

A.3 Details 1156

During pre-processing for the NER task, we extract 1157

entities for each ontology-defined type from every 1158

document, constructing type-specific ground truth 1159

annotations. If a document lacks entities of a given 1160

type, the corresponding list remains empty. For RE, 1161

we extract head-tail entity pairs for each relation 1162

type, leaving the output empty when no valid pairs 1163
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exist.1164

During post-processing, LLMs often introduce1165

noise due to their generative nature, leading to dis-1166

crepancies between outputs and the original text.1167

Common issues include extraneous content, spac-1168

ing inconsistencies, tense variations, and redundant1169

acronym clarifications. These inconsistencies are1170

particularly prevalent in large models, which may1171

alter phrasing or terminology when extracting enti-1172

ties or relationships.1173

To mitigate these issues, we filter noisy content1174

by matching generated outputs with original sen-1175

tences. For RE, we format the output as [head:1176

head_entity, tail: tail_entity] and validate entity1177

pairs for each relation type. Consequently, we ob-1178

tain structured entity lists: in NER, entities of a1179

specific type per document; in RE, head-tail entity1180

pairs per relation type.1181

To maintain the correct logical order between1182

the head entity and tail entity, we provide natural1183

language explanations that explicitly define the ex-1184

pected entity types for each relation. This ensures1185

that extracted entities align with their intended se-1186

mantic roles and follow the correct relationship di-1187

rection. By clarifying entity-role expectations, we1188

aim to mitigate errors such as entity misidentifica-1189

tion or head-tail position errors caused by position1190

bias or incorrect ordering. Furthermore, enforc-1191

ing role consistency through relation constraints1192

reduces relational confusion, enhancing extraction1193

accuracy.1194

We follow the traditional pipeline for template-1195

based fine-tuning inference on a single GPT model,1196

sequentially processing each sentence for NER1197

and RE across all labels. Finally, we evaluate1198

model performance using precision, recall, and F1-1199

score, measuring alignment between predicted and1200

ground truth entity spans. We use a full match1201

criterion, requiring exact span agreement between1202

predictions and ground truth to maintain consis-1203

tency with traditional methods. For instance, in1204

the sentence from doc_id 3: "He’s working for the1205

White House", the ground truth entity labeled as1206

ORG_Agent might be:1207
1208

doc_id 3: [White House]12091210

If the ORG_agent predicts:1211
1212

doc_id 3: [the White House]12131214

with the additional word "the" in the span, it would1215

be counted as both a false positive and a false nega-1216

tive under the full match evaluation. Similarly, if1217

the ORG_Agent label incorrectly includes "White 1218

House" in its list, it would also be considered in- 1219

correct under the matching criteria. This rigorous 1220

evaluation method ensures a thorough assessment 1221

of the model’s performance by capturing subtle 1222

span mismatches that could impact entity recogni- 1223

tion accuracy. 1224

B Baseline selection 1225

This section categorizes and introduces key re- 1226

search on LLM-based NER and RE, highlighting 1227

approaches distinct from our setting. 1228

LLMs for NER Beyond our zero-shot setting, 1229

LLM-based NER methods generally follow two 1230

paradigms: few-shot/in-context learning and su- 1231

pervised fine-tuning. Few-shot approaches primar- 1232

ily leverage in-context learning (ICL), providing 1233

labeled examples within prompts to guide predic- 1234

tions. For example, GPT-NER (Wang et al., 2023b) 1235

frames NER as a text generation task, employing 1236

entity markers and self-verification to mitigate over- 1237

predictions. ProGen (Heng et al., 2024) enhances 1238

this paradigm with few-shot learning through step- 1239

by-step generation and self-reflection, improving 1240

dataset quality rather than directly extracting en- 1241

tities. Supervised fine-tuning methods explicitly 1242

train models on annotated or synthetic datasets. For 1243

example, UniversalNER (Zhou et al., 2024) em- 1244

ploys instruction tuning and targeted distillation to 1245

train a LLaMA-based model, leveraging ChatGPT- 1246

generated synthetic data for cost-efficiency and do- 1247

main generalization. VerifiNER (Kim et al., 2024) 1248

focuses on post-hoc verification, utilizing external 1249

knowledge bases to refine entity boundaries and 1250

classifications. 1251

LLMs for RE Beyond our zero-shot set- 1252

ting, LLM-based RE methods follow two main 1253

paradigms: few-shot in-context learning and su- 1254

pervised fine-tuning. Few-shot approaches extract 1255

relational information without fine-tuning. For ex- 1256

ample, GPT-RE (Wan et al., 2023) enhances in- 1257

context learning by optimizing example retrieval 1258

and incorporating reasoning-based augmentation, 1259

improving alignment between input text and rela- 1260

tion labels. Supervised fine-tuning explicitly trains 1261

models for RE. For example, URE (Wang et al., 1262

2023a) refines relational embeddings through con- 1263

trastive learning and margin loss within a BERT- 1264

based framework. QA4RE (Zhang et al., 2023) re- 1265

frames RE as a multiple-choice QA task, aligning 1266
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Method Ontology Usage Paradigm CONLL03 TACRED

GPT-NER (Wang et al., 2023b) ✗ SFT 89.97 -
GNN-SL (Wang et al., 2022) ✗ SFT 93.20 -
GPT-RE_FT (Wan et al., 2023) ✗ SFT, FCL-15 - 72.14

O&G (Li et al., 2024b) ✓ ZS 68 -
Self-improving_ZS (Xie et al., 2024) ✓ ZS 74.51 -
Self-improving_Demo (Xie et al., 2024) ✗ ICL-full 83.51 -
GPT-RE_SimCSE (Wan et al., 2023) ✗ FCL-15 - 37.44
QA4RE (Zhang et al., 2023) ✓ ZS - 44.2

Debate-NER (GPT-3.5) ✓ ZS 76.07 -
Debate-RE (GPT-3.5) ✓ ZS - 48.78

Table 10: NER results (%) on CONLL03 and RE results on
TACRED. Bold numbers represent the highest score for zero-
shot approaches. SFT denotes supervised fine-tuning. FCL
denotes few-shot learning. ICL denotes in-context learning,
and ICL-Full denotes with the full training dataset.

LLM predictions with structured relation templates1267

using instruction-tuned datasets.1268

Nonetheless, existing studies have overlooked1269

the challenges of LLMs’ performance in structured1270

prediction with mixed prompts and have yet to1271

fully explore their embedding-level capabilities for1272

enhancing NER and RE performance, which are1273

the central topics of our research.1274

C More Results Analysis1275

Additional Analysis Table 10 summarizes the1276

existing methods, including supervised fine-tuning,1277

few-shot learning, and in-context learning, and1278

their results for NER on CONLL03 and RE on1279

TACRED. Although our framework falls behind1280

advanced tuning-based methods, the performance1281

gap has narrowed. For example, on CONLL03,1282

our framework reduces the NER performance gap1283

by 17.13% compared to the SOTA SFT baseline1284

(Wang et al., 2023b) and by 7.44% compared to1285

SOTA in-context learning with the full training1286

dataset (Xie et al., 2024). These improvements1287

over zero-shot baselines are driven by three key1288

factors: 1) Multi-agent debate, which enables dy-1289

namic collaboration among agents, allowing itera-1290

tive refinement of entity and relation predictions. 2)1291

Ontology-guided learning, which leverages struc-1292

tured ontology information to enhance agents’ com-1293

prehension of NER and RE, providing a system-1294

atic framework for entity categorization and re-1295

lation modeling. 3) Enriched knowledge integra-1296

tion,which incorporates task-specific contextual in-1297

formation, offering richer semantic cues that im-1298

prove prediction accuracy. We further analyze the1299

effectiveness of structured debate components in1300

Appendix G.1301

D Detail prompts for NER1302

Type-Agent Prompt For NER task, the prompts1303

designed for each Type Agent follow the approach1304

illustrated in Listings 1–3: 1305

Listing-1: PER_Agent 1306
1307

You are a knowledgeable assistant 1308
specialized in recognizing and 1309
understanding named entities. 1310

<Human >Given the following text, extract 1311
all the ’Person ’ named entities and 1312
return the result in the following 1313

format: 1314
<bot > Response: ### list of extracted 1315

persons and confidence scores 1316
###. 1317

Include "###" before and after each 1318
extracted entity and confidence 1319
score. 1320

Person entities are named persons or 1321
families. For each extracted 1322

entity, assign a confidence 1323
score between 0 and 1 based on 1324
how certain you are about the 1325
entity ’s classification. 1326

Return the extracted entities along 1327
with their confidence scores in 1328
the specified format. 1329

Text: {text} 1330
<bot > Response: 13311332

Listing-2: ORG_Agent 1333
1334

You are a knowledgeable assistant 1335
specialized in recognizing and 1336
understanding named entities. 1337

<Human >Given the following text, extract 1338
all the ’Organization ’ named 1339

entities and return the result in 1340
the following format: 1341
<bot > Response: ### list of extracted 1342

organizations and confidence 1343
scores ###. 1344

Include "###" before and after each 1345
extracted entity and confidence 1346
score. 1347

Organization entities are limited to 1348
named corporate, governmental, 1349

or other organizational entities 1350
. For each extracted entity, 1351
assign a confidence score 1352
between 0 and 1 based on how 1353
certain you are about the entity 1354
’s classification. 1355

Return the extracted entities along 1356
with their confidence scores in 1357
the specified format. 1358

Text: {text} 1359
<bot > Response: 13601361

Listing-3: LOC_Agent 1362
1363

You are a knowledgeable assistant 1364
specialized in recognizing and 1365
understanding named entities. 1366

<Human >Given the following text, extract 1367
all the ’Location ’ named entities 1368

and return the result in the 1369
following format: 1370
<bot > Response: ### list of extracted 1371

locations and confidence scores 1372
###. 1373

16



Include "###" before and after each1374
extracted entity and confidence1375
score.1376

Location entities are the names of1377
politically or geographically1378
defined locations such as cities1379
, provinces, countries,1380
international regions, bodies of1381
water, mountains, etc. For each1382
extracted entity, assign a1383

confidence score between 0 and 11384
based on how certain you are1385

about the entity ’s1386
classification.1387

Return the extracted entities along1388
with their confidence scores in1389
the specified format.1390

Text: {text}1391
<bot > Response:13921393

In the prompts, entity types are rephrased to en-1394

hance model comprehension. For example, “PER”1395

is rewritten as “person”, and “ORG” as “organiza-1396

tion”, improving clarity while ensuring consistency1397

across models. Each type’s ontology definition is1398

a key distinguishing feature of its dedicated Type1399

Agent.1400

Unlike our Type Agent design, we adopt the1401

All-Entity-in-One (AEiO) approach from G&O (Li1402

et al., 2024a) as our baseline, a method that gener-1403

ates all entities at once, as shown below. The AEiO1404

approach performs both information extraction and1405

structuring in a single step. This pipeline may also1406

include an optional clean-up step for refinement.1407

AEiO NER prompts1408
1409

>> SYSTEM PROMPT1410
You are a knowledgeable assistant1411

specialized in recognizing and1412
understanding named entities1413

and their interrelations. If requested1414
to organize information in tabular1415
format,1416

you are adept at filtering and1417
presenting only the relevant and1418
valid results.1419

You will exclude any results that are1420
not pertinent or are inaccurate from1421
the table1422

according to the discussion history.1423
1424

>> USER PROMPT # Step 1. Free -form1425
response generation1426

Please identify the "<ENTITY TYPE 1,1427
ENTITY TYPE 2, ... , ENTITY TYPE n>"1428

entities in the following paragraph.1429
1430

Paragraph: <PARAGRAPH >1431
1432

# optional zero -shot CoT prompt1433
Let ’s think step by step.1434

1435
>> ASSISTANT ANSWER1436

1437
# varies from case to case, omitted1438

1439
>> USER PROMPT # Step 2. Clean -up ( 1440

optional) 1441
Please remove entities that do not 1442

clearly refer to any of the 1443
following entity types: 1444

"<ENTITY TYPE 1, ENTITY TYPE 2, ... , 1445
ENTITY TYPE n>". 1446

1447
>> ASSISTANT ANSWER 1448

1449
# varies from case to case, omitted 14501451

Cross-Type prompt When conducting cross- 1452

type debates to resolve conflicts, we first identify 1453

conflicts where multiple entity labels are assigned 1454

to the same entity within a sentence, as shown be- 1455

low. 1456

Example of Cross-Type Conflicts-NER 1457
1458

{ 1459
"doc_id": "1", 1460
"sentence": "An art exhibit at the 1461

Hakawati Theatre in Arab east 1462
Jerusalem was a series of 1463
portraits of Palestinians killed 1464
in the rebellion .", 1465

"entity": "Hakawati Theatre", 1466
"conflict_types": [ 1467

"LOC", 1468
"ORG" 1469

] 1470
}, 1471
{ 1472

"doc_id": "2", 1473
"sentence": "PERUGIA , Italy ( AP )" 1474

, 1475
"entity": "PERUGIA", 1476
"conflict_types": [ 1477

"LOC", 1478
"ORG" 1479

] 1480
}, 1481
{ 1482

"doc_id": "3", 1483
"sentence": "Reagan sounded positive 1484

notes reminiscent of earlier 1485
speeches throughout his 1486
political career _ the pre - 1487
eminent position of ‘ ‘ We the 1488
People ’ ’ in the American 1489
system , the image of America as 1490
a shining ‘ ‘ city upon a hill 1491

, ’ ’ the importance of paying 1492
more attention to American 1493
history .", 1494

"entity": "America", 1495
"conflict_types": [ 1496

"LOC", 1497
"ORG" 1498

] 1499
}, 1500
{ 1501

"doc_id": "3", 1502
"sentence": "Reagan sounded positive 1503

notes reminiscent of earlier 1504
speeches throughout his 1505
political career _ the pre - 1506
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eminent position of ‘ ‘ We the1507
People ’ ’ in the American1508
system , the image of America as1509
a shining ‘ ‘ city upon a hill1510

, ’ ’ the importance of paying1511
more attention to American1512
history .",1513

"entity": "Regan",1514
"conflict_types": [1515

"LOC",1516
"PER"1517

]1518
}15191520

Example of Cross-Type Conflicts-RE1521
1522

{1523
"doc_id": "11",1524
"entity": [1525

"MILAN",1526
"Italy"1527

],1528
"conflict_types": [1529

"Organization -based -in",1530
"Located -in"1531

],1532
"sentence": "MILAN , Italy ( AP1533

)"1534
}15351536

Next, we use the following prompts to construct1537

the conflict resolution discussion framework. Simi-1538

lar to the design of Type agents, the prompts for the1539

debate framework follow the approach illustrated1540

in Listings 5-6.1541

List-5: Person_agent1542
1543

system_message = "You determine if the1544
entity belongs to a person .",1545

description = "Responsible for1546
determining if an entity is a person1547
or people. For each determination,1548

assign a confidence score between 01549
and 1 based on how certain you are1550
about the classification .",1551

confidence = "The confidence score1552
reflects the certainty of the agent1553
in classifying the entity as a1554
person ."15551556

List-6: Location_agent1557
1558

system_message = "You are a specialized1559
agent responsible for verifying if1560
an entity belongs to the Location1561
type.",1562

description = "Responsible for1563
determining if an entity is a1564
location, which includes politically1565
or geographically defined locations1566
such as cities, provinces,1567

countries, international regions,1568
bodies of water, mountains, etc. For1569
each determination, assign a1570

confidence score between 0 and 11571
based on how certain you are about1572
the classification .",1573

confidence = "The confidence score 1574
reflects the certainty of the agent 1575
in classifying the entity as a 1576
location ." 15771578

List-7: Organization_agent 1579
1580

system_message = "You are a specialized 1581
agent responsible for verifying if 1582
an entity belongs to the 1583
Organization type.", 1584

description = "Responsible for 1585
determining if an entity is an 1586
organization, which includes named 1587
corporate, governmental, or other 1588
organizational entities. For each 1589
determination, assign a confidence 1590
score between 0 and 1 based on how 1591
certain you are about the 1592
classification .", 1593

confidence = "The confidence score 1594
reflects the certainty of the agent 1595
in classifying the entity as an 1596
organization ." 15971598

The prompt to initiate group debate: 1599

Conflict Resolution Group_chat Debate 1600
1601

chat_result = initiator_agent. 1602
initiate_chat( 1603
group_chat_manager, 1604
message =( 1605

f"The entity ’{entity}’ appears 1606
in the context: ’{sentence} 1607
’. " 1608

f"There is a conflict between { 1609
Location} agent and { 1610
Organization} agent over 1611
which type this entity 1612
belongs to. " 1613

f"The {Location} agent has 1614
assigned a confidence score 1615
of {location_confidence} to 1616
classify the entity as ’ 1617
Location ’, " 1618

f"while the {Organization} agent 1619
has assigned a confidence 1620

score of { 1621
organization_confidence} to 1622
classify the entity as ’ 1623
Organization ’. " 1624

f"Based on the given context and 1625
confidence scores, please 1626

discuss and decide which 1627
type the entity ’{entity}’ 1628
should belong to." 1629

), 1630
) 16311632

Each Type Agent resolves conflicts by generating a 1633

new response based on a conflict-specific prompt, 1634

leveraging sentence context and confidence scores 1635

to refine its reasoning. These prompts guide agents 1636

in justifying their predictions, providing confidence 1637

levels, and considering arguments from conflicting 1638

agents. 1639

The structured validation process requires agents 1640
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to critically assess evidence, including contextual1641

cues, boundary definitions, label-specific charac-1642

teristics, and confidence scores. The final label1643

is assigned based on logical reasoning, contex-1644

tual alignment, and confidence level comparison.1645

If consensus is reached, the agreed label is as-1646

signed. When confidence scores vary significantly,1647

the agent with the highest score prevails. If no1648

consensus is achieved, unresolved conflicts are es-1649

calated for further analysis or external review.1650

This process is particularly relevant when mul-1651

tiple Type Agents classify the same entity under1652

different labels, such as both Person and Organi-1653

zation agents claiming the same entity. By inte-1654

grating confidence scores and iteratively resolving1655

conflicts, the Cross-Type Debate Process enhances1656

classification precision, ensuring accurate labeling1657

with minimal ambiguity.1658

E Detail prompts for RE1659

RE is more challenging than NER as it requires1660

not only entity identification but also contextual1661

relationship interpretation. Ambiguous relation la-1662

bels, such as “place lived” or “located in,” often1663

confuse LLMs. To mitigate this, we take a two-1664

step approach: first, we design tailored prompts to1665

improve contextual understanding; second, we use1666

relation logic to define type constraints for head1667

and tail entities, reinforcing their semantic roles.1668

For the RE task, Listings 8–9 illustrate how to1669

construct a Relation Type Agent using examples1670

from two relation types.1671

List-8: Killer_Victim_Relationship1672
1673

% Please identify the "Killer kills the1674
Victim" relationship in the1675
paragraph,1676

% which means a person (Killer) causes1677
the death of another person (Victim)1678
.1679

% This relationship is often expressed1680
in the form of "Killer kills the1681
Victim ".1682

% Use the provided candidate entities as1683
a reference, but also recognize1684

% any other entities in the sentence if1685
necessary.1686

1687
- Sentence: "{sentence}"1688
- Candidate Entities: {entities}1689
- Task: Identify all pairs of entities1690

involved in a "Kill" relationship.1691
1692

<bot > Response: ["Head": "### entity ###",1693
"Tail": "@@@entity@@@"]1694

% Include "###" to identify the Head1695
entity and "@@@" to identify the1696
Tail entity.1697

1698
% Return the identified pairs of 1699

entities in this specified format, 1700
% ensuring clarity and accuracy. 17011702

List-9: Person_Location_Relationship 1703
1704

% Please analyze the given paragraph to 1705
identify any instances where it 1706
implies or states 1707

% that a person resides or has resided 1708
in a specific location. 1709

% This relationship is between a person 1710
and a location, where the person has 1711
lived in the location. 1712

% The person is the head entity and the 1713
location is the tail entity. 1714

% Use the provided candidate entities as 1715
a reference, but also consider any 1716

other entities 1717
% in the sentence if necessary. 1718

1719
- Sentence: "{sentence}" 1720
- Candidate Person Entities: { 1721

person_entities} 1722
- Candidate Location Entities: { 1723

location_entities} 1724
- Task: Identify all pairs of entities 1725

where a person resides or has 1726
resided in a location. 1727

1728
% Format your response as follows: 1729
% - Head Entity (Person): ### entity ### 1730
% - Tail Entity (Location): @@@entity@@@ 1731

1732
% Example: 1733
<bot > Response: ["Head": "### John Smith 1734

###", "Tail": "@@@New York@@@"] 1735
1736

% Return the identified pairs of 1737
entities in this specified format, 1738

% ensuring clarity and accuracy. 17391740

Furthermore, we use the One-Step RE prompt, 1741

adapted from G&O (Li et al., 2024a), as our base- 1742

line, simplifying the process into a single prompt, 1743

as shown in Listing 10. 1744

List-10: One-Step prompting for RE 1745
1746

% SYSTEM PROMPT 1747
% You are a knowledgeable assistant 1748

specialized in recognizing and 1749
understanding named entities 1750

% and their interrelations. When 1751
requested to organize information in 1752
tabular format, 1753

% you are adept at filtering and 1754
presenting only the relevant and 1755
valid results. 1756

% You will exclude any results that are 1757
not pertinent or are inaccurate from 1758
the table 1759

% according to the discussion history. 1760
1761

% USER PROMPT 1762
% Please analyze the given paragraph to 1763

identify relationships where a 1764
person resides 1765
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% or has resided in a specific location.1766
Look for patterns that indicate1767

this type of relationship.1768
% If such relationships exist, present1769

the valid results as a Markdown1770
table with the following columns:1771

% ["Person", "Location", "Whether the1772
Person has lived in the Location"].1773

% Ensure that all table entries are1774
directly derived from the original1775
paragraph.1776

1777
- Paragraph: "{sentence}"1778
- Candidate Person Entities: {1779

person_entities}1780
- Candidate Location Entities: {1781

location_entities}1782
1783

% Let ’s think step by step.1784
1785

% ASSISTANT ANSWER1786
% # (Varies depending on case, response1787

omitted)17881789

Another baseline, Direct Prompting, extracts re-1790

lational triplets (head, relation, tail) directly from1791

text without explicit entity span classification. This1792

approach prompts a single LLM to identify all rela-1793

tion types in a given sentence and extract head-tail1794

pairs in one step while enforcing a predefined out-1795

put format. We use CoNLL2004 as an example.1796

List-11: Direct Prompting for CoNLL041797
1798

>> SYSTEM PROMPT1799
You are an advanced information1800

extraction assistant specializing in1801
relation extraction (RE).1802

Your task is to extract "Live -In", "1803
Organization -based -in", "Work -for",1804
"Located_In", and "Kill"1805
relationships.1806

You must ensure that extracted1807
relationships are factually grounded1808
in the text and formatted correctly1809

.1810
1811

>> USER PROMPT1812
Analyze the given paragraph and identify1813

all instances among the relation1814
types. Ensure that:1815

Format your response as a structured1816
list of triplets in JSON format.1817

1818
Input: {sentence}1819

1820
>> OUTPUT FORMAT1821
["head": ### head entity ###, "relation":1822

"Live -In", "tail": @@@tail entity@@@1823
],1824

["head": ### head entity ###, "relation":1825
"Located -In", "tail": @@@tail1826
entity@@@],1827

["head": ### head entity ###, "relation":1828
"Work -for", "tail": @@@tail1829
entity@@@],1830

["head": ### head entity ###, "relation":1831
"Kill", "tail": @@@tail entity@@@],1832

["head": ### head entity ###, "relation":1833

"Organization -based -in", "tail": 1834
@@@tail entity@@@], 18351836

F Mathematical Formulation of 1837

Cross-Task Discussion 1838

To better understand the structured interaction be- 1839

tween named entity recognition (NER) and rela- 1840

tion extraction (RE), we define a complete round 1841

of cross-task collaboration. In this process, NER- 1842

extracted entities serve as candidates for RE (NER 1843

→ RE), while relational knowledge from RE pro- 1844

vides structured feedback to refine entity classifica- 1845

tion (RE → NER). This iterative exchange estab- 1846

lishes structured constraints, ensuring consistency 1847

between entity extraction and relation identification 1848

while maintaining a zero-shot setting. 1849

However, due to the independent nature of NER 1850

and RE in zero-shot scenarios, discrepancies of- 1851

ten arise between the entity sets used in each task. 1852

These inconsistencies introduce a symmetric dif- 1853

ference between NER-extracted entities and RE- 1854

required entities, leading to additional entity pre- 1855

dictions that do not belong to the original entity set 1856

of each task. To resolve these inconsistencies, we 1857

introduce a cross-task debate mechanism, where 1858

NER and RE agents iteratively refine their predic- 1859

tions by minimizing this symmetric difference in 1860

their generated entity sets. 1861

The following section presents a formal mathe- 1862

matical formulation of this debate process, detail- 1863

ing how NER and RE collaborate through struc- 1864

tured constraints to enforce entity-relation consis- 1865

tency. 1866

NER → RE: Entity Candidates Augmen- 1867

tation. NER agents generate a set of candi- 1868

date entities ENER = {e1, e2, ..., ek}, ei = 1869

(ti, li, cNER(ei)) where ti is the extracted entity 1870

span, li is the predicted entity label, and cNER(ei) 1871

represents the confidence score. These extracted 1872

entities serve as input for RE agents, which pre- 1873

dict the relation set: RRE = {(ep, r, eq, cRE(r))} 1874

where ep and eq are entity pairs, r is the predicted 1875

relation, and cRE(r) is the confidence score. Since 1876

NER operates in a zero-shot setting, discrepancies 1877

may arise between the extracted entities ENER and 1878

those required by (ERE). We define this entity dis- 1879

crepancy as: 1880

E∆ = ENER∆ERE 1881

where ENER \ ERE represents spurious entities 1882

extracted by NER but unnecessary for RE, and 1883
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2nd round Precision Recall F1 Baseline-NER Baseline-RE 1st round Debate-NER 1st round Debate-RE Direct-RE
Flow RE–> NER 58.20% 82.49% 68.25% 5.77% 1.80%
Flow NER–> RE 57.14% 49.14% 52.84% 16.93% 8.51% 19.25%
(+) Self-verification-RE 58.24% 52.09% 54.99% 19.08% 10.66% 21.40%

Table 11: Performance Improvements through 2nd Round Iterative Feedback between NER and RE

ERE \ ENER represents missing entities that re-1884

quired by RE but not recognized by NER. To1885

address these inconsistencies, RE agents enforce1886

logical constraints, including hard constraints and1887

soft constraints, to filter out implausible relations1888

and maintain consistency in entity-relation pairs.1889

Hard constraints enforce strict predefined rules by1890

rejecting relations that violate logical structures;1891

for instance, a "Work-for" relation cannot link1892

a Person and a Location, as this contradicts es-1893

tablished entity-role mappings. Complementing1894

this, soft constraints incorporate probabilistic rules1895

that guide relation plausibility, aligning predictions1896

with real-world tendencies. For example, orga-1897

nizations are more likely to be headquartered in1898

locations rather than in other entities like persons.1899

By integrating hard constraints (to eliminate invalid1900

relations) and soft constraints (to refine plausible1901

ones), RE agents enhance relational prediction ro-1902

bustness, ensuring alignment with domain knowl-1903

edge.1904

RE → NER: Knowledge-base enhancement.1905

After relation extraction, RE agents generate struc-1906

tured knowledge in natural language statements,1907

such as “John lives in New York”. These state-1908

ments are appended to the original input, providing1909

additional contextual signals for NER agents to re-1910

assess their classifications. The updated entity set1911

is defined as:1912

Eupdated = ENER ∪ (ERE \ ENER)1913

where: ERE\ENER represents new entities inferred1914

from relational knowledge, and ENER \ERE repre-1915

sents spurious entities that remain unchanged due1916

to zero-shot constraints. If inconsistencies arise1917

(e.g., an entity previously classified as ORG ap-1918

pears in a "Live-in" relation), a conflict resolution1919

protocol is applied: 1). Conflict Detection: Iden-1920

tify entities whose labels contradict the relational1921

knowledge introduced by RE. 2). Constraint-Based1922

Re-Evaluation: NER agents reassess these entities1923

based on the entity types appearing in the newly1924

introduced relation statements. 3). Final Update:1925

Each NER agent updates its extracted entities and1926

classifications according to the relational context,1927

ensuring alignment with the structured knowledge1928

provided by RE.1929

Precision Recall F1

w/o Debate NER
w/o Debate RE 36.46 35.38 35.91

62.48(54.32/73.54) Debate RE 47.29 40.79 43.80

Debate NER
w/o Debate RE 38.44 36.36 37.37

66.45(60.45/73.76) Debate RE 47.86 41.28 44.33

Table 12: Performance (%) comparison of Baseline
and Debate-based NER and RE configurations on
CoNLL2004. The results for NER are reported in the
format “F1 (Precision / Recall)”. w/o Debate represents
Type-Agents baseline without debating.

To further enhance the reliability of the debate 1930

process, our framework integrates external knowl- 1931

edge sources to guide entity classification and re- 1932

lation extraction. A domain ontology provides a 1933

structured hierarchy of entity types and their rela- 1934

tionships, ensuring classification consistency. For 1935

example, "Country" is categorized as a subclass 1936

of "Location", enabling a structured classification 1937

scheme. In addition to ontology-based guidance, 1938

logical constraints enforce consistency and prevent 1939

implausible entity-relation assignments. These con- 1940

straints fall into two categories: Hard constraints, 1941

which impose strict rules that must always be satis- 1942

fied. For instance, a "Person" entity cannot be clas- 1943

sified as a "Location", a "Born-in" relation must 1944

link a "Person" and a "Location", and a "Work- 1945

for" relation cannot exist between two "Location" 1946

entities. Soft constraints, which introduce proba- 1947

bilistic guidelines to shape relation plausibility. For 1948

example, organizations are more likely to be head- 1949

quartered in locations rather than in other entity 1950

types, and people are more commonly associated 1951

with multiple locations over time. By integrating 1952

domain ontology and logical constraints, our frame- 1953

work reinforces valid entity-relation structures, en- 1954

hances model robustness, and ensures adaptability 1955

within a zero-shot setting. 1956

G Effectiveness of Structured Debate 1957

From the results in Table 12, we can draw the fol- 1958

lowing conclusions: (1)Using baseline models for 1959

both NER and RE improves performance by 2.32%, 1960

demonstrating the benefits of structured integration. 1961

(2)Adding the debate mechanism to RE improves 1962

performance by 7.89%, effectively resolving ambi- 1963
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guities and enhancing classification. (3) Applying1964

the debate mechanism to NER improves precision1965

and outperforms the baseline by 3.97%, resolving1966

label conflicts. (4) Combining debate-based NER1967

with baseline RE yields a 1.46% improvement by1968

reducing error propagation. These findings confirm1969

the effectiveness of the debate mechanism in ad-1970

dressing challenges collaboratively and enhancing1971

NER and RE performance.1972

H Enhancing Performance via1973

Second-Round Feedback1974

To evaluate the impact of iterative interactions be-1975

tween NER and RE, we conducted a second-round1976

feedback experiment on the CONLL04 dataset.1977

This experiment explores how sequentially lever-1978

aging the output of one task (e.g., RE) to refine the1979

other (e.g., NER), and vice versa, enhances predic-1980

tions. The results, summarized in Table 11,high-1981

light the effectiveness of our iterative mechanism1982

and its contributions to overall performance. From1983

the table, Key observations include: (1) Second-1984

Round Feedback from RE to Improve NER: Com-1985

pared to baseline NER, integrating RE feedback1986

leads to a 5.77% improvement. Incorporating first-1987

round debate mechanisms further enhances per-1988

formance by 1.80%, demonstrating the iterative1989

process’s role in refining NER predictions based1990

on RE. (2)Second-Round Feedback from NER1991

to Improve RE: Using NER outputs to improve1992

RE in the second round achieves 57.14% Preci-1993

sion, 49.14% Recall, and 52.84% F1, marking a1994

16.93% gain over baseline RE and an additional1995

8.51% improvement over first-round debate RE.1996

These results emphasize the mutual reinforcement1997

between NER and RE through circle-based feed-1998

back. 3) Incorporating Self-Verification for RE:1999

Adding self-verification to RE results in a total2000

improvement of 19.08% over baseline RE, which2001

is an additional 2.15% gain beyond the 16.93%2002

improvement achieved through second-round feed-2003

back from NER. This highlights the role of self-2004

verification in further reducing errors and enhanc-2005

ing RE robustness. By leveraging outputs itera-2006

tively, the model resolves ambiguities and reduces2007

error propagation, as evidenced by the substan-2008

tial improvements across Precision, Recall, and2009

F1 in both tasks. These findings confirm the im-2010

portance of iterative circle-based mechanisms com-2011

bined with self-verification in improving the col-2012

laborative performance of NER and RE on the2013

CONLL04 dataset. 2014

From the results, we draw the following con- 2015

clusions: (1)Using baseline models for both 2016

NER and RE improves performance by 2.32%, 2017

demonstrating the benefits of structured integration. 2018

(2)Adding the debate mechanism to RE improves 2019

performance by 7.89%, effectively resolving ambi- 2020

guities and enhancing classification. (3) Applying 2021

the debate mechanism to NER improves precision 2022

and outperforms the baseline by 3.97%, resolving 2023

label conflicts. (4) Combining debate-based NER 2024

with baseline RE yields a 1.46% improvement by 2025

reducing error propagation. These findings confirm 2026

the effectiveness of the debate mechanism in ad- 2027

dressing challenges collaboratively and enhancing 2028

NER and RE performance. 2029

Second Round Iterative Feedback. To assess 2030

the impact of iterative NER-RE interactions, we 2031

conducted a second-round feedback experiment 2032

on the CONLL04 dataset, refining predictions for 2033

both tasks. Results in Table 11 show that additional 2034

NER-RE interactions further improve performance 2035

for both tasks. Please refer to Appendix H for more 2036

details. 2037

I Effectiveness of Summarizer Agent 2038

To explore the impact of CROSSAGENTIE frame- 2039

work designs, we analyze the performance of a 2040

system that relies solely on a summarizer. Without 2041

effective iterative debates, multi-round summarizer- 2042

based interactions fail to ensure consistent improve- 2043

ments. In contrast, our framework—incorporating 2044

type-specific agents, debate-driven resolution, and 2045

cross-task collaboration—reliably enhances NER 2046

and RE precision and recall. Experimental results 2047

on CONLL03 (Table 13) show that adding the Sum- 2048

marizer Agent (GPT-3.5) increases recall to 73.51% 2049

but lowers precision to 71.04%, resulting in an F1- 2050

score of 72.25%. While the summarizer captures 2051

broader context, it sacrifices precision due to noise. 2052

Further incorporating a two-round discussion with 2053

the summarizer and type-specific agents results in 2054

precision of 73.02%, recall of 57.05%, and F1 of 2055

64.05%, a notable decline in recall and F1 com- 2056

pared to both the baseline and single-round sum- 2057

marizer. These findings highlight the limitations 2058

of summarizer-based multi-round setups and un- 2059

derscore the importance of structured task-specific 2060

interactions, such as type-agent debates, in achiev- 2061

ing optimal performance for NER and RE. 2062
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J Template Fine-tuning2063

For fine-tuning dataset construction, we follow the2064

guidelines provided by OpenAI’s official website.2065

We designed template fine-tuning with the ultimate2066

goal of improving the overall zero-shot IE perfor-2067

mance of a single LLM, thereby enhancing effi-2068

ciency. To determine the optimal number of cases2069

for achieving the best performance, we conducted2070

template fine-tuning experiments on the CONLL042071

dataset. The dataset includes three NER entity2072

types: LOC, PER, and ORG, and five RE rela-2073

tion types: Kill, Live-in, Located-in, Organization-2074

based-in, and Work-for.2075

Case selection. To construct the fine-tuning2076

dataset, we employ an LLM-based selection mech-2077

anism. Instead of directly using model-generated2078

outputs, we prompt the LLM to re-evaluate each2079

input-output pair and assign a confidence score to2080

its correctness. These confidence scores are then2081

used to rank the cases in descending order, select-2082

ing the highest-ranked ones for fine-tuning. This2083

approach ensures that fine-tuning is guided by the2084

most reliable examples while reducing the inclu-2085

sion of uncertain or noisy predictions. Confidence2086

scores are derived from the GPT-3.5 model’s re-2087

evaluation process.2088

NER Task Optimization. For NER task, we2089

tested case numbers of 10, 15, 20, 25, and 30. The2090

results indicate that performance peaks at 15 cases2091

before gradually declining as the number of cases2092

increases. This suggests that adding more data2093

does not necessarily improve extraction accuracy,2094

potentially due to overfitting to noisy examples.2095

RE Task Optimization. For RE, we conducted2096

the same case number tests and observed that per-2097

formance is highest at 15 cases but, unlike NER, the2098

F1-score gradually improves again as more cases2099

are added. This indicates that relation extraction2100

benefits from larger training sets. However, con-2101

sidering computational efficiency, we selected 102102

cases as the optimal balance between performance2103

and cost. The results are shown in Figure 2.2104

Demonstration of a Fine-tuning Case. Below2105

is an example of how we format the fine-tuning2106

dataset for NER, using a structured JSONL format.2107

This format follows OpenAI’s instruction-tuning2108

style, where the system role defines the task, the2109

user provides input text, and the assistant outputs2110

structured entity annotations. 2111

Listing-10: CONLL04 NER Finetuning dataset 2112
2113

{"messages": [ 2114
{"role": "system", "content": "You 2115

are a helpful assistant that 2116
extracts Location (LOC), Person 2117
(PER), and Organization (ORG) 2118
entities from a given text."}, 2119

{"role": "user", "content": "An art 2120
exhibit at the Hakawati Theatre 2121
in Arab east Jerusalem was a 2122
series of portraits of 2123
Palestinians killed in the 2124
rebellion ."}, 2125

{"role": "assistant", "content": "{ 2126
\" Person \": [\"NULL\"], \" 2127
Location \": [\" Jerusalem \"], \" 2128
Organization \": [\" Hakawati 2129
Theatre \", \"Arab east Jerusalem 2130
\"]}"} 2131

]} 21322133

Listing-11: CONLL04 RE Fine-tuning Dataset 2134
2135

{"messages": [ 2136
{"role": "system", "content": "You 2137

are a helpful assistant tasked 2138
with extracting relational 2139
triples (Head, Relation, Tail) 2140
for the types of relations: Kill 2141
, Located -in, Live -in, 2142
Organization -based -in, and Work - 2143
for from a given text."}, 2144

{"role": "user", "content": "An 2145
enraged Nikita Khrushchev 2146
instructed Soviet ships to 2147
ignore President Kennedy ’s naval 2148
blockade during the Cuban 2149

missile crisis, but the order 2150
was reversed just hours before 2151
an inevitable confrontation, 2152
according to a new book."}, 2153

{"role": "assistant", "content": "{ 2154
\" Relations \": [{\"Head\": \" 2155
Nikita Khrushchev \", \" Relation 2156
\": \"Live -in\", \"Tail\": \" 2157
Soviet \"}]}"}] 2158

} 21592160

Method Precision Recall F1
Baseline-NER 74.91 65.12 69.68
(+) Summarizer 71.04 73.51 72.25
2nd-round Type-agent 73.02 57.05 64.05

Table 13: Effectiveness (%) of Summarizer Agent (GPT-3.5)
on CONLL03

K Complete Results 2161

Tables 14 and 15 present the complete results of 2162

our experiments on NER and RE tasks, respec- 2163

tively. Due to computational constraints, we do 2164

not conduct a full set of ablation studies on open- 2165

source LLMs or the RE task. Instead, we focus 2166

on validating our key component, Type-Agents, by 2167
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Wrong Types

49.01%

Boundary Errors

21.03%

Missing Entities

29.97%
• Wrong Types
• Boundary Errors
• Missing Entities

Figure 4: Percentage (%) of different error types in CoNLL-04
for the NER task.

comparing it across different backbone models, as2168

shown in Table 17. Given the instability of LLM2169

outputs, we report the mean results for our NER2170

and RE experiments. The key findings are summa-2171

rized in tables and figures in the main paper and2172

are not repeated here.2173

L Error Analysis.2174

Detailed Error Analysis. As illustrated in Fig-2175

ure 4, the majority of errors in the Baseline-NER2176

stage are Wrong Types and Missing Entities, to-2177

gether accounting for nearly 80% of all errors.2178

These two categories represent the primary chal-2179

lenges our Type-Agent Multi-Agent Framework2180

seeks to address. The Wrong Types errors stem2181

from the GPT-3.5 model’s limited ability to distin-2182

guish nuanced entity type distinctions within the2183

label set. Even when the entity is correctly identi-2184

fied, the model frequently misclassifies its type due2185

to an inadequate understanding of contextual con-2186

straints. Conversely, Missing Entities errors often2187

arise from the model’s reliance on its pre-trained2188

knowledge base, leading it to prioritize entities that2189

align with prior knowledge while overlooking less2190

frequent or domain-specific entities. This high-2191

lights a key limitation in handling entities that de-2192

viate from commonly encountered patterns or fall2193

outside the model’s pre-trained distribution. To bet-2194

ter understand these errors, we further categories2195

Boundary Errors into three subtypes: 1). Contain2196

Gold, where the predicted span fully encompasses2197

the gold entity. 2). Contained by Gold, where the2198

predicted span is entirely within the gold annota-2199

tion. 3). Overlap with Gold, where the predicted2200

and gold spans partially overlap. By addressing2201

these error types, our framework aims to improve2202

both entity classification and the identification of2203

less-aligned entities, tackling the core sources of2204

failure in the Baseline-NER stage.2205

Impact of Different Frameworks on Error 2206

Types. As shown in Table 7, the proposed 1st- 2207

Debate-NER and 2nd-Feedback-NER frameworks 2208

introduce distinct improvements across different 2209

error types. The Boundary Errors remain relatively 2210

stable across all frameworks (Baseline: 90, 1st- 2211

Debate: 81, 2nd-Feedback: 90), suggesting that 2212

while cross-type debate improves type classifica- 2213

tion, it does not significantly impact span alignment. 2214

Wrong Type Errors, however, show a marked de- 2215

crease in the 1st-Debate-NER stage (333 → 251), 2216

indicating that cross-type debate helps refine en- 2217

tity type classification. Interestingly, these errors 2218

increase again in the 2nd-Feedback-NER stage 2219

(251 → 343), suggesting that the integration of 2220

relation extraction (RE) feedback introduces new 2221

type inconsistencies. The most significant improve- 2222

ment is observed in Missing Entities, where the 2223

2nd-Feedback-NER stage reduces errors from 686 2224

(Baseline) to 618, demonstrating that RE feedback 2225

enhances recall by recovering previously missed en- 2226

tities. These findings indicate that while cross-type 2227

debate enhances type consistency, the RE-NER 2228

integration plays a crucial role in entity recovery, 2229

shifting the refinement towards higher recall. 2230

Qualitative Error Analysis. Wrong type errors 2231

often arise from contextual ambiguity. For exam- 2232

ple, in "Washington is the capital of the United 2233

States," the baseline model misclassified "Wash- 2234

ington" as a Person (PER) instead of a Location 2235

(LOC) due to statistical biases in pre-trained data. 2236

The 1st-Debate-NER framework resolved this by 2237

leveraging cross-type discussions, demonstrating 2238

its effectiveness in refining entity classification. 2239

Boundary errors occur when the predicted span 2240

misaligns with the gold annotation. In "The New 2241

York Times is a famous newspaper," the base- 2242

line model truncated the entity, predicting only 2243

"Times" as Organization (ORG) instead of "New 2244

York Times." The 1st-Debate-NER framework cor- 2245

rected this by incorporating broader contextual val- 2246

idation, improving span selection. Missing enti- 2247

ties remain a challenge in zero-shot settings. In 2248

"Barack Obama was elected as the president of 2249

the United States," the baseline model failed to 2250

detect "Barack Obama" due to low entity promi- 2251

nence in the given context. The 2nd-Feedback- 2252

NER framework, through relation-based feedback, 2253

successfully recovered the entity by reinforcing 2254

contextual dependencies. These cases highlight 2255

the strengths of different stages in our framework: 2256
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Method CONLL03 CONLL04 SemEval TACRED OntoNotes

P R F1 P R F1 P R F1 P R F1 P R F1

AEiO (Li et al., 2024a) 68.19 44.29 53.70 46.81 61.42 53.13 31.27 14.81 20.10 25.61 29.82 27.56 35.65 29.81 32.47

Type-Agents 69.91 60.12 64.65 54.32 73.54 62.48 25.90 33.67 29.28 35.86 59.52 44.76 39.39 36.28 37.81

CrossAgentIE 81.12 73.36 75.07 60.45 73.76 66.45 31.22 37.00 33.87 39.44 63.90 48.78 46.53 43.90 45.18

Template-finetuning 85.34 65.17 73.91 63.84 78.40 70.38 38.71 26.09 31.17 37.29 58.33 45.49 43.13 40.10 41.56

Table 14: Comprehensive performance (%) metrics of GPT-3.5 on NER datasets using various methods. Precision
(P), Recall (R), and F1-score (F1) are reported.

Method CONLL04 TACRED SemEval NYT SCIREC

P R F1 P R F1 P R F1 P R F1 P R F1

One-step (Li et al., 2024a) 26.10 32.40 38.70 29.27 59.65 39.27 14.31 15.83 15.03 8.00 15.50 10.55 8.07 21.33 11.71

Direct-prompting 34.72 32.53 33.59 31.14 67.36 42.49 15.29 20.46 17.50 9.10 13.81 10.97 13.18 16.49 14.65

Type-Agents 36.46 35.38 35.91 40.13 56.05 46.77 10.61 16.28 19.48 11.92 17.15 14.06 15.68 23.26 18.76

CrossAgentIE 47.86 41.28 44.33 48.42 54.93 51.47 21.99 29.18 25.08 15.73 28.14 20.18 17.97 34.82 23.73

Template-finetuning 35.19 49.64 41.18 51.75 53.36 52.54 19.00 22.50 20.69 23.81 35.85 28.62 17.69 21.91 19.57

Table 15: Comprehensive performance (%) metrics of GPT-3.5 on RE datasets using various methods. Precision (P),
Recall (R), and F1-score (F1) are reported.

Method P R F1

G&O (Li et al., 2024a) 61.61 75.85 68.00
-One-step 38.50 53.49 44.77
- AEiO 63.23 40.88 49.65
Self-Improving(Xie et al., 2024)
- Naive zero-shot prompting - - 68.97
- Entity-level threshold filtering - - 74.99
- Sample-level threshold filtering - - 73.97
- Two-stage majority voting - - 74.51
Our method
-Type-Agents 69.91 60.12 64.65
-CROSSAGENTIE 79.19 71.36 75.07
-Template-finetuning (One-LLM) 85.34 65.17 73.91

Table 16: NER results (%) on CONLL03. Bold numbers
represent the highest score for zero-shot approaches. Precision
(P), Recall (R), and F1-score (F1) are reported

Method P R F1

NER
-Type-Agent 61.15 78.15 68.61
-CROSSAGENTIE 64.81 81.34 72.14
-Template finetuning (One LLM) 62.12 82 70.69
RE
-Type-Agents 57.37 43.98 49.79
-CROSSAGENTIE-RE 66.10 47.42 55.22
-Template finetuning (One LLM) 37.03 45.12 40.67

Table 17: Performance(%) on CONLL04 with GPT-4o. Preci-
sion (P), Recall (R), and F1-score (F1) are reported

cross-type debate improves type consistency, multi- 2257

agent validation enhances boundary alignment, and 2258

relation-based feedback significantly boosts recall. 2259

Details for Error Correction and Error Increase. 2260

In the Baseline-NER stage, errors were dominated 2261

by 686 false negatives (FN) and 423 false posi- 2262

tives (FP), resulting in a total error count of 1,109. 2263

While precision and recall were relatively balanced, 2264

the high FP count lowered overall precision and 2265

impacted model performance. 2266

With 1st-Debate-NER, false positives dropped 2267

significantly from 423 to 332, reducing total errors 2268

to 1,012. The primary impact of this stage was 2269

an increase in precision, as cross-type debate cor- 2270

rected entity type misclassifications, leading to a 2271

modest improvement in the F1-score. However, 2272

false negatives (missed entities) remained nearly 2273

unchanged, with only a slight reduction from 686 2274

to 680, leading to a minimal recall improvement of 2275

0.22%. 2276

In contrast, the 2nd-Feedback-NER stage fo- 2277

cused on recall, reducing false negatives from 680 2278

to 618—a substantial improvement that resulted 2279

in an 8.73% increase in recall. However, this gain 2280

came at the expense of increased false positives, 2281

which rose from 332 to 433, leading to a slight in- 2282

crease in total errors (1,051). Despite this trade-off, 2283

the overall F1-score improved, as the reduction in 2284

missed entities outweighed the negative impact of 2285

additional false positives. 2286

These results highlight the strategic trade-off 2287

between precision and recall in an iterative opti- 2288
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Method Time (seconds) Cost per Doc ID (USD) Total Tokens

Single Agent 11-14 0.000336 551
Short Conversation (2-4 agents) 18-25 0.000841 1377
Long Conversation (Large Debate) 50-75 0.001682 2755

Table 18: Time and Cost Efficiency of Different Prompt-
ing Methods

Method Dataset F1-score (%) Cost per Doc ID (USD) Efficiency Score

Single Agent CoNLL04 53.13 0.000336 158.2
CROSSAGENTIE CoNLL04 66.45 0.001100 60.4
Template Fine-tuning CoNLL04 70.38 0.000699 100.70

Table 19: Efficiency Score of Different Methods Based
on Cost Per Doc_ID

mization setting. When false negatives dominate2289

the error distribution, a controlled increase in false2290

positives can effectively enhance recall, ultimately2291

leading to better overall performance.2292

M Time and cost efficiency2293

Table 18 presents the time, token consumption, and2294

cost per document ID across different settings. The2295

single-agent approach processes each instance in2296

11-14 seconds with minimal token usage and cost.2297

In contrast, multi-agent interactions (2-4 agents)2298

handling a small number of type labels collabora-2299

tively require 18-25 seconds, with token consump-2300

tion often exceeding twice that of a single agent.2301

More complex scenarios involving over four agents2302

significantly increase computational cost and la-2303

tency, with conversations lasting 50-75 seconds2304

and token usage rising fourfold or more.2305

Notably, template fine-tuning—which optimizes2306

a single LLM before inference—achieves effi-2307

ciency comparable to the single-agent setting, as2308

inference occurs on a fine-tuned model without ad-2309

ditional agent interactions, keeping cost and time2310

nearly the same. These findings underscore the2311

trade-offs between efficiency and reasoning com-2312

plexity, particularly the non-linear cost escalation2313

in multi-agent decision-making.2314

To quantify the trade-off between performance
and inference cost, we introduce an Efficiency
Score metric, inspired by prior work on compu-
tational efficiency in NLP models (Strubell et al.,
2019; Kaplan et al., 2020):

Efficiency Score =
F1-score

Cost Per Doc_ID

where F1-score represents the model’s accuracy2315

in Named Entity Recognition (NER) or Relation2316

Extraction (RE), and Cost per Doc ID denotes the2317

computational expense (USD) per document. As2318

shown in Table 19, a higher Efficiency Score indi- 2319

cates better cost-effectiveness. Among the evalu- 2320

ated methods, the Single Agent approach achieves 2321

the highest Efficiency Score (158.2) due to its ex- 2322

tremely low computational cost, despite having 2323

the lowest F1-score. This suggests that while it 2324

is the most cost-effective in terms of inference ex- 2325

pense, its lower accuracy limits its practical utility. 2326

In contrast, Template Fine-tuning balances accu- 2327

racy, inference time, and cost efficiency, achieving 2328

a score of 100.70 by significantly improving F1- 2329

score while maintaining a relatively low computa- 2330

tional cost. CROSSAGENTIE, although demonstrat- 2331

ing strong performance, has the lowest efficiency 2332

(60.4) as its higher computational overhead out- 2333

weighs its accuracy gains. 2334
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