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Abstract

Metaphor, as a powerful cognitive modality,
possesses the ability to transfer knowledge
structures from one domain to another. As
metaphor detection continues to receive atten-
tion in the field of natural language process-
ing, its importance in downstream tasks such
as information extraction, sentiment analysis,
and human-computer interaction has gradually
become more prominent. However, previous
studies have mainly focused on the implicit se-
mantics of individual words, ignoring the fact
that combinatorial words may have implicit se-
mantics. In this paper, we propose for the first
time a verb metaphor detection task containing
multiple words. The goal of this task is to iden-
tify verbs or verb phrases with metaphorical
usage in a sentence. Subsequently, we intro-
duced a new dataset of verb metaphors. Next,
we employed the theory of selection preference
violation (SPV) and the metaphor identifica-
tion program (MIP) for the multi-word verb
metaphor task, both of which have been shown
to be effective in single-verb metaphor detec-
tion. The experimental results show that SPV
and MIP can effectively improve the perfor-
mance of the model on the multi-word verb
metaphor detection task.

1 Introduction

Metaphor is a rhetorical device in metaphorical
language (Abulaish et al., 2020) that uses specific
words to represent another concept in a given con-
text (Krishnakumaran and Zhu, 2007), thus convey-
ing an analogy between two seemingly unrelated
concepts (Fass, 1991). As metaphor research con-
tinues, metaphor detection has shown potential to
improve the accuracy of downstream natural lan-
guage processing (NLP) tasks (Veale et al., 2015),
including sentiment analysis and text categoriza-
tion. In addition, it can even enhance a model’s
ability to understand multimodal image informa-
tion (Akula et al., 2022).

In the task of Verb Metaphor (VM) detection,
previous studies have typically used Selection Pref-
erence Violation (SPV) (Wilks, 1975, 1978) and
Metaphor Identification Program (MIP) (Group,
2007) for metaphor identification. SPV describes
the metaphorical phenomenon that occurs when
selective preferences in the context of a verb are
broken. For example, in the sentence "The flowers
whispered to each other.", the verb "whispered"
with a non-human collocation (i.e., "flowers" is
a non-preferred word) constitutes a case of selec-
tive preference violation. MIP, on the other hand,
judges metaphors on the basis of whether the un-
derlying meaning of the target verb is consistent
with the meaning that the verb acquires in context.
In the sentence "His spirits began to sink as he
realized the challenges ahead.", for example, the
verb "sink" in its base meaning is "to dive into the
water", whereas the meaning in the context is "to
be depressed".

Although SPV and MIP have achieved good per-
formance gains in metaphor detection, both meth-
ods focus on a single target verb and ignore the
case of Verb Multi-Word Expressions (VMWE).
Consider an example of VMWE:

The plane took off from the runway.

In this example, solely considering the individual
meanings of the verb "take," such as "to physically
pick up" or "to accept or receive something of-
fered or given," does not align well with the noun
"plane." However, when we consider "take off"
as a holistic expression, encompassing meanings
like "the action of removing or disrobing" or "the
moment when an aircraft leaves the ground and
begins its ascent into the air," it becomes evident
that within the context, the association of "plane"
with the second meaning is coherent. This clearly
demonstrates that understanding the full range of
metaphorical expressions necessitates considera-
tion of the multi-word contextual usage of verbs
rather than a singular interpretation of individual



verbs.

Verb Multi-Word Expressions (VMWE) can be
defined as "special interpretations that cross the
boundaries of a single verb" (Sag et al., 2002), and
the main focus of this definition is on the mismatch
between the overall interpretation of a VMWE and
the standard meanings of the individual words that
make up the expression. To recognize VMWE, re-
searchers need to consider the lexical combination
as a whole (Calzolari et al., 2002) and make judg-
ments in context, which is similar to the principle
of Verb Metaphor (VM) detection (Wilks, 1978;
Group, 2007).

Inspired by VM and VMWE, we introduce a
new task, the Multi-word Verb Metaphor Detec-
tion (MVMD) task. The goal of this task is to
determine whether a verb or verb combination uses
metaphorical usage in a given context. Specifically,
the contributions of this paper are as follows:

1. We are the first to introduce the Multi-
word Verb Metaphor Detection (MVMD)
task, where verb metaphors include both
single-verb metaphors and combined verb
metaphors.

2. We propose a multi-word verb metaphor
dataset, which is a combination of the cur-
rent mainstream verb metaphor dataset and
verb multi-word metaphor dataset.

3. We apply the theory of Selection Preference
Violation (SPV) and the Metaphor Identifica-
tion Program (MIP) to the task of MVMD.
The experimental results show that by direct-
ing the model to focus on verb combinations,
the performance of the model on the MVMD
task can be effectively improved.

2 Preliminaries

In this section, we will provide a brief introduc-
tion to the concepts of multi-word expressions and
metaphors. In §2.1, we will delve into theories
related to metaphor. Subsequently, in §2.2, we
will introduce the related aspects of multi-word
expressions and verb multi-word expressions, re-
spectively.

2.1 The theory of metaphors

Metaphors are a rhetorical device in metaphorical
language (Abulaish et al., 2020). They refer to en-
tities that are similar to the objects to which they

refer in a literal interpretation (Egg and Kordoni,
2023). Metaphors represent another concept by
using one or more words in a given context rather
than adopting the literal meaning of the expression
(Fass, 1991). Lakoff and Johnson (1980) proposed
Conceptual Metaphor Theory (CMT). CMT cate-
gorizes metaphor as a conceptual mapping between
source and target domains and gives the definition
"In metaphor, there are two domains: the target
domain, which consists of the immediate subject
matter, and the source domain, where significant
metaphorical reasoning occurs and provides the
source concepts used in the reasoning". For exam-
ple, "Life is a journey". By reasoning metaphori-
cally between the source domain (life) and the tar-
get domain (journey), an implicit meaning or point
of view about life is conveyed. Wilks (1975, 1978)
developed Selective Preference Violation (SPV).
They argue that metaphors occur when selective
preferences in context are broken. However, not
all preference violations constitute metaphors (Ge
et al., 2023). For example, traditional metaphors
evolve into literal meanings as people use them
frequently.

2.2  Multi-word Expression

Multi-Word Expression. Multi-Word Expression
(MWE) are an important object of study in natural
language processing. Villavicencio et al. (2005b)
emphasized that identifying MWE is crucial to en-
sure that the system maintains meaning, generates
appropriate translations, and avoids producing un-
natural or meaningless sentences. However, there
are some differences in the conceptualization of
MWE among different research scholars. Sag et al.
(2002) defines MWE as "special interpretations that
cross word boundaries (or spaces)", emphasizing
that the overall meaning of MWE does not match
the standard meanings of the individual words that
make up the expression. MWE include fixed ex-
pressions, semi-fixed expressions, and syntactically
flexible expressions. Further, MWE include idioms,
compound nouns, proper names, verb-particle con-
structions, institutionalized phrases, and light verbs.
A more general definition is provided by Calzolari
et al. (2002), which considers MWE as "sequences
of words that act as individual units at some level
of linguistic analysis", characterized by high lex-
icalization, reduced combinativity, and rule viola-
tions. Alegria et al. (2004), on the other hand, treats
multi-word expressions as including a variety of



word combinations, ranging from idioms, proper
names, compound words, lexical and grammatical
collocations to institutionalized phrases.

Verb Multi-Word Expression. Verb Multi-Word
Expressions (VMWE) is a particularly challeng-
ing subcategory of MWE (Waszczuk et al., 2019).
VMWE consists mainly of Light Verb Construc-
tions (LVC), Verb-Particle Constructions (VPC),
and idioms. Among these, LVC is a combination
of a verb and a noun, where the verb loses its mean-
ing to some extent while the noun retains one of
its original meanings (Sag et al., 2002), e.g., "take
a walk". VPC consists of a verb and one or more
particles (Sag et al., 2002), e.g., "brush up on". An
idiom is a phrase (or sentence) that is habitually
used with a meaning different from the literal mean-
ing of its construction (Villavicencio et al., 2005b).
(Sag et al., 2002) categorizes idioms into two types,
an indecomposable class that is not affected by syn-
tactic changes because it is semantically opaque,
e.g., "bite the dust". The other is a decomposable
category with varying degrees of syntactic vari-
ation, which is more grammatically flexible, e.g.
"open a can of worms". Since the detection of id-
ioms does not depend on context (Villavicencio
et al., 2005a), this conflicts with the definition of
verb implicit semantics that we introduced. There-
fore, we do not take the idiomatic part of VMWE
into account in our study.

VMWE have attracted the attention of re-
searchers as a particularly challenging subclass
of Multi-Word Expressions (MWE) due to their
properties such as incoherence, overlap, different
word order, and syntactic or semantic ambiguity
(Waszczuk et al., 2019). Since the detection of id-
ioms is not context-dependent (Villavicencio et al.,
2005b), this conflicts with the definition of verb
implicit semantics that we introduced. Therefore,
we do not take the idiomatic part of VMWE into
account in our study.

3 Related Work

3.1 Supervised Metaphor Detection

Currently, metaphor detection tasks are mainly fo-
cused on supervised methods. For example, Mao
et al. (2019) employed generic corpus information
as context to detect metaphors using MIP and SPV
paradigms. Le et al. (2020), on the other hand,
attempted to apply dependency tree knowledge to
metaphor detection by constructing graph network
adjacency matrices in order to utilize dependency

tree structure information. For knowledge injec-
tion, Li et al. (2023b) used two encoders, one of
which was fine-tuned by FrameNet (Fillmore et al.,
2002). Choi et al. (2021) applied MIP and SPV to
pre-trained models. To improve the detection per-
formance of BERT, Zhang and Liu (2022); Li et al.
(2023a) introduced example sentences as a control.
While Zhang and Liu (2022) used literal meaning
samples from the original dataset, Li et al. (2023a)
introduced example sentences from a dictionary.
Su et al. (2021); Babieno et al. (2022) introduced
the underlying meaning of the target word directly.
More recently, Badathala et al. (2023); Zhang and
Liu (2023) attempted to introduce multi-task learn-
ing. Badathala et al. (2023) introduced exaggerated
corpus knowledge into metaphor detection, while
Zhang and Liu (2023) introduced a word sense
disambiguation task and used adversarial learning
(Ganin and Lempitsky, 2015) to guide the model to
learn the data distributions for both tasks, achiev-
ing the best performance in the metaphor detection
task so far.

3.2 Multi-word Expression Detection

Currently, common approaches for recognizing
MWE include rule-based systems (Foufi et al.,
2017; Pasquer et al., 2020), Conditional Random
Fields (CRF)-based systems (Liu et al., 2020;
Kishorjit et al., 2011), and labeled word-level sys-
tems (Rohanian et al., 2019; Savary et al., 2019).
Among these approaches, rule-based systems re-
main competitive with neural models, while many
also use MWE dictionaries to aid in MWE de-
tection (Tanner and Hoffman, 2023). Some ap-
proaches, e.g., (Tanner and Hoffman, 2023), em-
ploy a similar approach to Word Sense Disambigua-
tion (WSD) using dual encoders, introducing an in-
novative multi-encoder architecture that addresses
both MWE detection and WSD. Another related
work (Kanclerz and Piasecki, 2022) uses a sim-
ilar approach to (Tanner and Hoffman, 2023) to
model the MWE detection task as a classification
problem.

4 Method

4.1 Mission Description

Multi-word Verb Metaphor Detection task. In
previous studies, verb metaphors refer to the mean-
ing of a verb conveyed in a particular context,
which is usually not a direct extension of its lit-
eral meaning. For example, metaphor detection



systems (Choi et al., 2021; Zhang and Liu, 2022;
Li et al., 2023a) employ the theory of selection pref-
erence violation (MIP) (Group, 2007) to determine
the presence of metaphors by comparing the under-
lying meaning of the target word with the meaning
of the context. This has similarities with the Verb
Multi-Word Expression (VMWE) detection task.
In VMWE, the overall semantics is independent of
the individual segments and the overall collocation
cannot be replaced by synonyms (Constant et al.,
2017). In addition, the meanings of verbs in context
are often considered non-literal; they are usually
treated as non-literal except for idioms (which usu-
ally have agreed-upon literal meanings). Therefore,
inspired by the above phenomenon, we merged
the Verb Metaphor (VM) and Verb Multi-word Ex-
pression (VMWE) tasks into the Multi-Word Verb
Anaphora Detection task. The goal of this task is
to help the model understand and recognize com-
binatorial verbs simultaneously while recognizing
verb metaphors.

Data Labeling Methods. According to the liter-
ature (Constant et al., 2017), the Multi-Word Ex-
pression task consists of two main parts: discovery
and detection. The former is usually used to find
new MWE types in a text corpus, while the latter
involves automatically annotating MWE in text us-
ing known MWE types. In MWE research, most of
the literature (Walsh et al., 2022; Schneider et al.,
2016; Swaminathan and Cook, 2023; Premasiri and
Ranasinghe, 2022) adopts token-level based anno-
tation methods, and some studies directly output
VMWE types (Yirmibesoglu and Giingér, 2020)
(e.g., VID) or directly annotate whether they are
VMWE (Boukobza and Rappoport, 2009). The
VMWE set by Yirmibesoglu and Giingor (2020);
Boukobza and Rappoport (2009) do not take con-
text into account, but give direct multi-word combi-
nations, e.g. (Verb, Preposition, Noun). This is in
some conflict with our defined task, which requires
context-based metaphorical inference. For this rea-
son, this paper employs token-level annotation to
annotate the dataset. token-level annotation aims to
categorize each token (usually words or subwords)
in a text by assigning a label or category to each
token.

In VMWE annotation, some studies (Zaninello
and Birch, 2020; Vincze et al., 2011) have used
the Inside-Outside-Beginning (I0B) annotation ap-
proach. In the IOB annotation approach, each el-
ement (usually words or tokens) is labeled as B

C Token Level Predictor )
3

A
S .
[ D @ D

i f
Encoder ) C Encoder )

Figure 1: Model structure diagram. H is the full con-
textual features, V' = vgy, 1 < ¢ < k is the con-
textual features of the k constituents of the verb phrase.
M = vy, 1 < ¢ <k, for the underlying meaning of the
verb or verb phrase. The result of the integration of the
three features will be used for token-level classification
prediction.

s ]

(entity beginnings), I (internal parts of entities), or
O (outside entities). However, VMWE may have
discontinuous parts. To solve this problem, Schnei-
der et al. (2016); Dyer and Smith extended the
IOB labeling approach to eight tokens, which are
"BbliOo_ ". In contrast, the PARSEME dataset
(Savary et al., 2023) uses the "VMWE type" and
"*" annotation. Consider the following example:

Great , we look forward to seeing you
* %%k 1.VPC.full;2:IAV 1;2 2 * * *,

In this case, the target verb "look" is labeled with
two VMWE categories, VPC.full and AV, which
are split by ";", while the combinatorial word
"forward" corresponding to the verb is only la-
beled with 1 and 2, indicating the continuation of
VUC. .full and TAV. With this example, we can see
that "look forward" is labeled as a multi-word ex-
pression of class VPC.full, while "look forward to"
is labeled as a multi-word expression of class [AV.
In order to adapt to the sequence annotation task,
we simplify the annotation of PARSEME (Savary
et al., 2023) to 0/1 annotation. That is, when a
target verb or verb phrase is identified as having
metaphorical usage, it is labeled as 1; conversely, it
is labeled as 0. Specifically, verbs or verb phrases
containing metaphorical expressions are labeled as
1, while the rest of the context or content outside
the verb table is labeled as 0. We will describe the
construction method of the verb table in detail in
the dataset construction section of §5.2.

4.2 Model Design

The specific structure of the model designed in
this paper is detailed in Fig. 1. MelBERT (Choi
et al., 2021) was the first study to combine SPV



and MIP into a pre-trained model and achieved
good performance on a single-verb metaphor task.
We extend the SPV and MIP methods to the verb
polysemy domain. For SPV, we first use Boolean
lists to extract the verb part of the hidden layer
output V:

!
Vi=10,..vg [y, er]s oo VS [threensth ] 0 0l,

where vg tint]s L <0< k are the contextual
features of the k£ constituents of the verb phrase,
which are not necessarily continuous. For MIP, we
use an Encoder (e.g., RoOBERTa(Liu et al., 2019))
to extract the basic meaning of the verb with:

M = Velss V[th_._’t/l], "'V[tky---,t%]’vsep =

fo([CLSL, wyyy o1, s Wity,...11, [SEP]), (1)

where v, ), 1 <@ < k is the literal meaning
of the verb group. Then, we combine the verb
contextual meaning V", the verb basic meaning M

and the whole context H proportionally, i.e:
H = H +w; * V' 4wy x M, ()

where H' is the final output, w1, wo are the weight
parameters for the SPV and MIP, respectively.

5 Dataset

This section describes in detail our multi-word verb
metaphor dataset PVTM (PARSEME-VUA-Trofi-
MOH). In §5.1, we discuss in detail the dataset re-
quired to construct PVTM. And in §5.2, we provide
a detailed description of the preprocessing, con-
struction, and segmentation approach of PVTM.

Dataset Tokens Sentences % Met.
VUAverb_tr 15,516 7,479 27.9%
VUAverb_val 1,724 1,541 26.9%
VUAverb_te 5,873 2,694 29.9%
MOH 1,639 1,639 25.0%
TroFi 3,737 3,737 43.5%

Table 1: Dataset statistics. tr: training set. val: valida-
tion set. te: test set. tokens: number of vocabulary units
or samples to be tested. sent.: total number of sentences,
9%Met.: metaphorical samples as a proportion of the
total samples

5.1 Dataset Introduction

We introduced two types of datasets covering verb
metaphors and verb multi-word expressions, re-
spectively. Specifically, the verb metaphor dataset

includes VUAverb, TroFi, and MOH-X, while the
verb multi-word expression dataset is PARSEME.
TroFi. The TroFi dataset (Birke and Sarkar, 2006)
is derived from the Wall Street Journal corpus
(Charniak et al., 2000). In the original TroFi
dataset, each sample is annotated with one of three
labels: 1 (literal), n (non-literal), or u (unanno-
tated). We used the (Choi et al., 2021; Zhang and
Liu, 2023) version of the TroFi dataset, which in-
cludes literal and metaphorical usage of 50 English
verbs, totaling 3,717 samples, as examples of verb
metaphors.

MOH. The MOH dataset was originally created
by Mohammad et al. (2016), and its construction
methodology involves first extracting polysemous
verb samples from WordNet, and then metaphor-
ically labeling the sentences via a crowdsourcing
platform. To ensure the quality of the dataset
annotation, Mohammad et al. (2016) adopted a
70% annotation consistency criterion. A subset
of MOH, MOH-X (Shutova et al., 2016), which
references mainstream metaphor detection systems
(Choi et al., 2021; Zhang and Liu, 2023), excludes
instances with pronouns, subordinate subjects or
objects. In this paper, we consider the full MOH
data.

VUAverb. The VU Amsterdam Metaphor Corpus
(Steen et al., 2010) ! metaphorically annotates each
lexical unit in a subset of the British National Cor-
pus (BNC) (Edition et al.). The annotation was
done using the MIPVU program, with high inter-
annotator agreement and Kappa values greater than
0.8. Based on VUAMC, several different variants
of the VUA corpus have emerged, among which
VUAverb is the verb version of the VUA corpus.
In this paper, we use the dataset mentioned in the
metaphor detection shared task (Leong et al., 2018,
2020). We merged the training, validation and test
sets of VUAverb, which included a total of 22,668
samples.

PARSEME. PARSEME is a multilingual MWE
corpus, developed by an international community,
and is one of the most widely used datasets in
VMWE research.The annotation of PARSEME was
performed using a method based on the XML (van
Gompel and Reynaert, 2013) annotation format,
via a Web platform. The English section was first
introduced in version 1.1 (Walsh et al., 2018), and
the data sources include the English-EWT corpus
(Silveira et al., 2014), the LinES parallel corpus

"http://www.vismet.org/metcor/documentation/home.htm]



Dataset Sent. VMWE LVC.ull LVC.cause VPC.full VPC.semi IAV MVC VID
Train 1878 271 97 12 112 16 22 12 44
Dev 1132 169 63 10 62 7 13 9 35
Test 3466 517 172 29 194 30 36 29 108
Total 6476 957 332 51 368 53 71 50 187

Table 2: PARSEME dataset statistics. sent.: total number of sentences. VMWE: number of verb VMWE. LVC:
Light-Verb Constructions, including both LVC.full and LVC.cause. VPC: Verb-Particle Constructions, including
VPC.full and VPC.semi. IAV: Inherently Adpositional Verbs. MVC: Multi-Variable Construction. VID: Verbal
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Figure 2: Flowchart of the dataset labeling process. For
multi-word samples, if the target verb is a VMWE, both
the verb and its combinations are labeled as 1. For
verb metaphor (VM) samples, verbs not in VERBs are
labeled as 0 (VERBs denote the set of verbs occurring
in PARSEME). For verbs within VERBs, metaphorical
usage was labeled as 1 and non-metaphorical usage was
labeled as 0.

VM samples

ifin VERBS?

(Ahrenberg, 2007), and the Parallel Universal De-
pendencies (PUD) treebank (Zeman et al., 2018).
In this study, we chose PARSEME 1.3 (Savary
et al., 2023), which contains the VMWE portion of
the PVTM dataset. version 1.3 of the English cor-
pus has been pre-parsed. Similar to the metaphor
dataset, we merged the partitioned dataset, which
included a total of 6476 samples.

5.2 Dataset Construction

Combination of Dataset. In the token-level anno-
tation task, our goal is to identify whether there are
implicit semantic expressions in the context that are
related to the verb set, which may include one or
more verbs and the VMWE collocations associated
with those verbs.

For the PARSEME dataset, we used two main
steps. First, we merged the samples labeled as

VMWE directly into PVTM and labeled such sam-
ples as non-literal. Second, based on the set of
verbs tagged as VMWE in the PARSEME dataset
(VERBS), we expanded the samples that were not
tagged as VMWE. In these samples, we first label
the verbs present in the VERBS, and then iden-
tify the combinations of verbs that correspond to
these verbs in a sentence (if present) and label them
with their literal meanings. Eventually, these sam-
ples will be merged into PVTM. For the metaphor
dataset, we merge samples from the VUAverb,
TroFi, and MOH-X datasets that contain VERBS
verbs into PVTM. Specifically, we merged the sam-
ples from the VUAverb dataset by combining dif-
ferent verb samples from the same sentence into a
single record. Since the same sentence in the TroFi
and MOH datasets does not contain more than one
verb to be detected, there is no need to merge the
samples from TroFi and MOH.

Dataset labeling. The PVTM dataset labeling pro-
cess is illustrated in Fig 2. PVTM considered only
verbs that appeared in PARSEME for the VMWE
samples, called VERBs. for the multi-word sam-
ples, the VMWE were labeled as 1, and the remain-
ing contexts as 0. For the verb metaphor samples,
verbs of metaphorical usage that existed within
VERBs were labeled as 1, and verbs that did not
exist within VERBSs, or VERBs within verbs with
non-metaphorical usage are labeled as 0.

Dataset segmentation. To ensure that the parti-
tioned datasets have similar data distributions, we
considered four key aspects of PVTM for partition-
ing: verbs, verb types (literal meaning, metaphor-
ical or multi-word), labels (literal or non-literal),
and dataset types (PARSEME, VUA, TroFi, and
MOH). We divided the whole dataset into train-
ing, development and test sets with a division ra-
tio of 0.7, 0.15, 0.15. For the cases where some
categories contain only one or two samples, we
similarly assigned to one of the three subsets ac-



cording to the above ratio. In PVTM, the training
set contains 4474 samples, the development set
contains 1066 samples, and the test set contains
1053 samples.

6 Experiments

This section evaluates the performance of the base-
line model on the TVPM dataset. In §6.1, we
provide an introduction to the traditional baseline
model. And in §6.2 and §6.3, we present the con-
tent of the experiments and the parameter details
of the experimental execution, respectively.

6.1 Baseline Model

BERT (Devlin et al., 2018) is a bi-directional cod-
ing model based on the Transformer architecture,
proposed in 2019. The model employs two self-
supervised learning strategies. One of them is the
Masked Language Model (MLM) strategy which
aims to randomly mask a certain percentage of
input tokens and then let the model predict these
masked tokens. The other strategy, Next Sentence
Prediction (NSP), is used to predict the coherence
between sentences. For example, given two sen-
tences A and B, the model will mark them as "Is-
Next" if they are contextual; if B is randomly se-
lected from other sentences, the model will mark
them as "NotNext". RoBERTa (Liu et al., 2019), on
the other hand, improves on BERT (Devlin et al.,
2018) by employing a more domain-specific En-
glish corpus for training. Its self-supervised train-
ing strategy is similar to that of BERT, which in-
cludes MLM and NSP.In this experiment, we use
BERT and RoBERTa as baseline models. For each
model type, we only considered the BASE version.

Models Token Level

Pre. Rec. F1
BERT), 24.0% 40.0% 30.0%
RoBERTa, 294% 32.1% 30.7%
RoBERTa;, + s 389% 399% 39.4%
RoBERTay, + m  37.1% 42.6% 39.7%
RoBERTays + sm 37.0% 463% 41.1%

Table 3: Model evaluation results. BERT,: BERT-base.
RoBERTa,s: RoBERTa-base. s: Selection preference
violation (SPV). m: Metaphor Identification Program
(MIP). sm: SPV and MIP.

6.2 Experimental Design

The token-level annotation task requires the clas-
sification of the hidden layer output of an entire
sentence. In comparing the two baseline models,
BERT and RoBERTa, we chose to use BERT-base
and RoBERTa-base as control models. In addi-
tion, we introduced three additional baseline mod-
els, RoBERTa-base+SPV, RoBERTa-base+MIP,
and RoBERTa-base+SPV+MIP. these are denoted
in the experimental results as RoBERTaps+s,
RoBERTa,,+m, and RoBERTa ;5+sm.

In the model designed in 4.2, Eq 2 contains two
hyperparameters, wy and we, which are used to con-
trol the extent of combining SPV and MIP informa-
tion. In this experiment, we choose RoOBERTa-base
to conduct experiments on the PVTM dataset with
the aim of exploring the effect of these two hyper-
parameters on the F1 performance of the model.
The search range of w; and ws is set from 0.1 to
1.5 with an interval of 0.1. We designed three sets
of experiments, namely, single w1, single ws, and
the combination of considering w; and ws.

6.3 Implementation

In this experiment, we use a similar experimental
setup as in (Choi et al., 2021). We used the Adam
(Kingma and Ba, 2014) optimizer with an initial-
ized learning rate of 3e-5; the learning rate was
controlled by a linear warmup scheduler, and the
learning rate was gradually increased during the
warmup period, with warmup epoch set to 3. We
set a dropout rate of 0.2. The size of the hidden
layer was set to 768. the batch sizes for both train-
ing and validation, and testing were set to 100, and
the maximum number of training rounds was set to
15. the maximum length of sentences was limited
to 150 tokens. we set the weights to 150 to balance
out the lower percentage of verb-metaphor content
in the sample. All experiments were run on a cloud
server equipped with a single card A100 80G GPU.

7 Evaluation of Metric and Results

7.1 Evaluation Metric

For metaphor detection tasks, previous studies
(Choi et al., 2021; Zhang and Liu, 2022; Li
et al., 2023a) typically use four evaluation met-
rics. Among them, accuracy indicates the number
of correctly categorized samples as a proportion of
the total number of samples, precision measures
the extent to which the model correctly predicts,
focusing on the proportion of samples that are truly
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Figure 3: The hyperparameter analysis plots are shown below. The line graph on the left side presents the effect of
using a single wy, wy on the F1 performance of the roberta-base model. The heatmap on the right side presents the
effect of using a combination of w; and ws on the model F1 performance.

positive categories among those determined by the
model to be positive categories, and recall measures
the model’s ability to correctly identify positively
categorized samples (true instances). The F1 score
is a metric that combines precision and recall, and
is used to balance the model’s accuracy with its
Recall. Multi-word expression detection is similar
to the metaphor detection task, and previous stud-
ies (Ramisch et al., 2023; Swaminathan and Cook,
2023) mainly used the F1 score as the main evalua-
tion metric, while Sarlak et al. (2023); Savary et al.
(2023) considered precision, recall and F1 score to-
gether. In this experiment, we considered accuracy,
precision, recall and F1 score simultaneously.

7.2 Analysis of results

The experimental results are presented in Table
3. The study shows that the independent use of
SPV, MIP or their combination significantly im-
proves the model’s performance on token-level
tasks (8.7%, 9.0%, and 10.4% higher, respectively).
Particularly noteworthy is that the model with a
specific combination of SPV and MIP reached the
highest level of F1 value at 41.1%. This suggests
that the SPV and MIP structure can correctly guide
the model to focus on the difference between the
contextual and literal meanings of verbs or phrases,
thus improving the model’s performance on token-
level annotation tasks.

In Fig.3 left, we investigate the effect of us-
ing a single w; (SPV) and a single wy (MIP) on
the performance of roberta-base F1 in token-level
tasks. The results show that in most cases, the
model performs better when SPV and MIP are
used alone compared to when they are not. The
model achieves the highest F1 when w; = 1.0 or
wy = 0.6, 39.4% and 39.6%, respectively. Figure

3 right shows the effect of combining w;, w2 on
the model F1 performance. As can be seen from
the figure, the proportion of correct combinations
is higher than the baseline (without SPV and MIP)
and even higher than with a single SPV or MIP. the
model reaches its highest performance (F1=41.1%)
when w; = 0.7,ws = 0.3. However, incorrect
combination ratios can even cause the model to fall
below the baseline, e.g., w; = 1.2, wy = 0.8 or
wy = 0.4, wg = 1.5, at which point the model’s F1
i 29.0% (1.7% below the baseline).

8 Conclusion

This study focuses on the task of verb metaphor
detection at different levels of granularity, consid-
ering traditional verb metaphors and focusing on
multi-word expressions of verbs. We propose a
multi-word verb metaphor dataset, PVTM. this
dataset integrates three classical datasets in the
field of metaphor detection (including VUAverb,
TroFi, and MOH), as well as a shared corpus in the
field of verb multi-word expressions, PARSEME.
in PARSEME, we consider groups of verbs other
than verbal idioms to be Verb Multi-Word Expres-
sions (VMWE). the PVTM dataset was labeled
with token-level annotation. Meanwhile, we chose
BERT and RoBERTa as baseline models and intro-
duced SPV and MIP structures. The experimental
results show that compared with direct prediction,
directing the model to focus on verbs and verb com-
binations can significantly improve the model’s
performance in the verb-multiple-word anaphora
detection task.

9 Limitations

This study proposes a new task, namely multi-word
verb anaphora detection, and integrates current clas-



sical datasets in the field of anaphora and multi-
word expressions. For the PARSEME dataset,
we did not include the idiomatic part, which may
result in a dataset that fails to comprehensively
cover the various types of verb implicit semantics,
thus presenting some challenges in fine-tuning the
model’s generalization ability. In addition, since
the anaphoric or multi-word expression datasets are
manually labeled, there is inevitably some noise,
and combining them may introduce more noise.
Finally, the timeliness of the dataset may also be
problematic because the implicit semantics of some
verbs may gradually evolve into literal meanings
as people use the language. This may result in
some verbs that are currently considered to have lit-
eral meanings being incorrectly labeled as implicit
semantic usage.

In future research, we plan to extend the scope
of implicit semantics to consider not only verbs,
but also to explore the implicit semantics of other
linguistic elements. In addition, we will also deal
with the noise and timeliness issues of the dataset
more carefully to improve the performance and
generalization ability of the model.

10 Ethics Statement

The datasets used and research papers cited in this
study were derived from publicly available sources,
and we strictly adhered to the guidelines of aca-
demic and research ethics. We emphasized trans-
parency and openness of information by providing
explicit citations to the cited public data sources
in order to fully respect the original authors and
data providers of research related to the field of
metaphor detection. This is in line with the princi-
ple of academic integrity and ensures full detection
of the work and contributions of those who have
gone before us. We will continue to uphold this
principle in order to promote openness and cooper-
ation in academic research.
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