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1. Abstract
The exponential growth of academic publications

has created information overload [1], making it in-
creasingly difficult for researchers to locate relevant
literature. AlthoughGoogle Scholar remains the pre-
dominant academic search engine [2], its keyword-
based retrieval system shows limitations in fast-
moving domains. A key challenge lies in mapping
researchers’ complex information needs to search
queries, as a simple keyword combination rarely
captures the full scope of modern research. As high-
lighted in recent studies [1], there is an urgent need
to improve how we search and the tools we use to
improve discovery capabilities.
Advances in Large Language Models (LLMs)

present opportunities for automated scientific dis-
covery. Several attempts have been made to use
LLMs as autonomous agents to search and retrieve
academic works [3, 4]. However, current bench-
marks [3, 5] typically focus on natural language
queries, while actual literature searches are usually
conducted with keyword-based queries, iterative re-
finement, and domain-specific heuristics [5]. As a
result, it remains uncertain whether LLM-based re-
trieval systems truly enhance paper discovery for re-
searchers in practice.
To address this gap, we introduce a novel bench-

mark that systematically evaluates literature search
tools. Using papers from ICLR 2024 [6], a leading
conference in AI research, we generate ground truth
retrieval lists from the references of eachpaper. This
approach allows us to objectively assess the retrieval
accuracy of different search engines.
Additionally, we introduce anew retrievalmethod

that combines semantic searchwithdomain-specific
knowledge graphs. Our method captures both text
meaning and structural connections between pa-
pers, deliveringmore relevant results. Testing shows
it surpasses standard methods in precision and re-
call.
In summary, our contributions include:

• A novel benchmark for comprehensive evalua-
tion of finding relevant papers on different aca-
demic literature search tools.

• An innovative retrieval method combining se-
mantic search with domain-specific knowledge
graphs.

• Empirical evidence of improved retrieval accu-
racy over baseline methods.

2. Impacts
Beyond our methodological contributions, our

work offers clear benefits for researchers at all
stages. For new scholars, improved academic search
tools simplify literature searches, helping them
quickly gather the information to write stronger
manuscripts and increase their chances of pa-
per acceptance. For seasoned researchers, our
context-aware retrieval systems offer accurate ac-
cess to most-relevant literature—even in unfamiliar
areas—making it easier to assess the novelty and sig-
nificance of the latest research.

3. RelatedWork
Current literature search datasets include the Se-

mantic Scholar Open Research Corpus (S2ORC) [7],
which provides citation lists for a large number of
academic papers. However, the quality of individual
papers and their reference lists can vary, which may
not guarantee the relevance andaccuracyneeded for
a benchmark.
BigSurvey [8] and Surfer100 [9] are datasets fo-

cused on summarizing academic papers, which is
a different task from literature search. While they
provide valuable resources for understanding paper
content, they do not directly contribute to the evalu-
ation of search tools.
Recent works such as AutoScholarQuery [3] and

LitSearch [10] have introduced datasets for scien-
tific literature search. AutoScholarQuery employs
instruction-like natural language queries for paper
search, which may not fully reflect real human
search behavior often characterized by keyword-
based searches. In contrast, LitSearch offers a re-
trieval benchmark, constructedusing questions gen-
erated by GPT-4 [11] from citation contexts andman-
ually written by authors, focusing on finding papers
that answer specific research questions. Our bench-
mark, however, is designed to mimic real-world re-
search queries by utilizing keyword-based searches
and assesses the retrieval of relevant papers based
on keywords, paper titles, or abstracts.
In summary, existing datasets and benchmarks

have limitations in terms of reflecting real human
search behavior and ensuring the quality and rel-
evance. Our proposed benchmark addresses these
gaps by utilizing high-quality papers from ICLR 2024
and their reference lists to create a robust evaluation
framework for literature search tools.
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