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Abstract

The irruption of Large Language Models001
(LLMs) has revolutionized the field of Nat-002
ural Language Processing (NLP). In particu-003
lar, the GPT-3.5 model (also known as Chat-004
GPT) has been shown to be effective in a wide005
range of NLP tasks. In this work we present006
a brief analysis of the performance of Chat-007
GPT in the detection of Hate Speech for Rio-008
platense Spanish. We performed classification009
experiments leveraging chain-of-thought (CoT)010
reasoning with ChatGPT, and compare their011
results against a state-of-the-art BERT clas-012
sifier. Our experiments show that ChatGPT013
show a lower precision compared to the fine-014
tuned BERT classifier, but a higher recall for015
highly nuanced cases (particularly, homopho-016
bic/transphobic hate speech). In some cases,017
we observe that ChatGPT is not getting slurs or018
colloquialisms. We make our code and models019
publicly available for future research.020

1 Introduction021

In recent years, an increasingly unfolding of vio-022

lent, discriminatory and hateful speeches can be023

observed on digital platforms, media and networks024

(Berecz and Devinat, 2017). Along with the ris-025

ing of the so-called “alternative right” movements,026

which have a strong presence on social networks027

(Woods and Hahner, 2019; Hodge and Hallgríms-028

dóttir, 2021), discriminatory and hateful discourses029

surface in different enunciation areas and modali-030

ties, specially in public spaces such as social media.031

Social media, such as Twitter, offers valuable032

data access to a relatively natural environment for033

the study of hate speech. Most of the studies for034

this pervasive phenomenon have been conducted035

in English. Spanish takes second place as first lan-036

guage worldwide (after Chinese), with more than037

450 million native speakers, primarily in Spain,038

Latin America and also parts of the US (Tellez039

et al., 2023). This aggregation includes many vari-040

eties and dialects. Among them, Rioplatense Span- 041

ish, mainly spoken both in Argentina and Uruguay, 042

accounts for a tied second place with Colombia, 043

Spain and US, and surpassed in speakers only by 044

Mexico (Lipski, 2012; Coloma, 2018). 045

Large-language models (LLMs) have been 046

shown to be effective in a wide range of NLP tasks 047

(Brown et al., 2020; Wei et al., 2021; Ouyang et al., 048

2022). Being GPT-3.5 (also known as ChatGPT) 049

one of the most popular and growing LLMs (Wu 050

et al., 2023; Deng and Lin, 2022) it arises the ques- 051

tion of how well it could detect hateful messages 052

in a particular dialectal variant of Spanish. 053

In this work we present a brief analysis of 054

the performance of ChatGPT in the detection of 055

Hate Speech for Rioplatense Spanish. We per- 056

formed classification experiments leveraging chain- 057

of-thought (CoT) reasoning with ChatGPT, and 058

compare their results against a fine-tuned BERT 059

classifier. Our experiments show that ChatGPT 060

show a lower precision compared to the fine-tuned 061

BERT classifier, but a higher recall for highly nu- 062

anced cases (particularly, homophobic/transphobic 063

hate speech). However, explanations given by Chat- 064

GPT are —while not equal to human annotators— 065

convincing in most cases. 066

We make our code and models publicly avail- 067

able.1 068

2 Related work 069

A broad amount of literature has been written in 070

the past years about the automatic detection and 071

treatment of hate speech. We refer the readers to 072

Poletto et al. (2021); Schmidt and Wiegand (2017); 073

Fortuna and Nunes (2018) for extensive reviews of 074

work in the field. In this section, we focus on the 075

most recent work on hate speech detection, expla- 076

nation and treatment using LLMs. 077

With the recent advent of LLMs (Brown et al., 078

1TBD
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2020; Wei et al., 2021; Ouyang et al., 2022; ?),079

some studies have been conducted to evaluate their080

performance in hate speech detection, explanation081

and treatment. Sap et al. (2020) used GPT-2 to de-082

tect and generate hate speech explanations. Wang083

et al. (2023); Huang et al. (2023) evaluated the per-084

formance of GPT-3/GPT-3.5 to detect and explain085

hate speech messages, finding that LLM-generated086

explanations are equally good (and even preferred087

to) human-written explanations. Some of these ex-088

planations are inducted by chain-of-thought reason-089

ing (Wei et al., 2022), also known as the “let’s think090

step by step” technique. Oliveira et al. (2023) tested091

ChatGPT for hate speech detection in Portuguese,092

particularly on its Brazilian dialect, achieving al-093

most state-of-the-art results in a zero-shot setting.094

Çam and Özgür (2023) performed experiments for095

Turkish, with similar results.096

3 Data097

We used the dataset from Pérez et al. (2023), which098

consists of Twitter replies to posts from news out-099

lets from Argentina. These comments were an-100

notated for hate speech detection and categorized101

into eight possible types: misogyny, homopho-102

bia/transphobia, racism/xenophobia, class hatred,103

appearance, against criminals and disabled peo-104

ple. All the instances have then a context (the post105

from the news outlet) and text being analyzed (the106

comment from an user). Contextual information107

situates the comment and has been shown quite108

relevant to detect hate speech (Sheth et al., 2022;109

Xenos et al., 2021; Pérez et al., 2023).110

For this work, we only considered the first four111

categories, from now on dubbed WOMEN, LGBTI,112

RACISM, CLASS. We selected these categories113

based on their prevalence and societal impact. The114

remaining categories (appearance, against crimi-115

nals, and disabled people) were excluded as they116

are not usually considered in the literature, and we117

want to check ChatGPT abilities on a more stan-118

dard ground.119

Table 1 shows some examples of the dataset.120

4 Classification experiments121

To test ChatGPT performance on hate speech de-122

tection, we prompted the model with the following123

text:124

Determine if the following message con-125

tains hate speech. We understand that126

there is hate speech if it has statements127

of an intense and irrational nature of re- 128

jection, enmity and abhorrence against 129

an individual or against a group, being 130

the targets of these expressions for pos- 131

sessing a protected characteristic. The 132

protected characteristics that we consider 133

are: 134

• women: women or feminist move- 135

ment 136

• lgbti: against gays, lesbians, trans- 137

sexuals and other gender identities 138

• racism: immigrants, xenophobia, or 139

against aboriginal peoples 140

• class: low-income people or class 141

reasons 142

Answer one or more of the characteris- 143

tics separated by a comma, or "nothing" 144

if there is no hate speech. Think step by 145

step before answering. 146

We leveraged chain-of-thought reasoning (CoT) 147

(Wei et al., 2022) to both enhance the model’s per- 148

formance and to provide an explanation for the pre- 149

diction. Two settings were provided for the model: 150

one-shot and few-shot. In the one-shot setting, the 151

model was prompted with a single example of hate 152

speech, particularly for racism. In the few-shot 153

setting, the model was prompted with 12 examples 154

of hate speech for the different characteristics. The 155

examples were selected from the training set, and 156

we tested different configurations against the vali- 157

dation set. Each example consisted of three lines, 158

such as this: 159

context: Wuhan celebrates the end of the 160

coronavirus quarantine with a message 161

for the rest of the world: “Learn from 162

our mistakes” 163

text: Motherfuckers! I wish you all chi- 164

nese people die 165

output: The text wishes that Chinese 166

people would die, blaming them for the 167

COVID-19 pandemic. The final answer 168

is “racism”. 169

Both the context and the text tweet were pre- 170

processed using the pysentimiento library (Pérez 171

et al., 2023). 172

We relied on GPT-3.5 turbo2, accessed through 173

the API via its python API. We compare Chat- 174

2gpt-3.5-turbo-0613
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Category Context Comment
WOMEN Mia Khalifa: acted in porn videos for a few months,

became world famous and now fights to erase her
past

HAHAHA KEEP SUCKING....

LGBTI The story of the Colombian trans model kissing the
belly of her eight-month pregnant husband

A male kissing another male

RACISM Yanzhong Huang: “It is quite likely that a Covid-21
is already brewing”

Urgent bombs to that damned race

CLASS Social movements cut off 9 de Julio Av.: they de-
mand a minimum wage of $45,000

get to work, mfs

Table 1: Hateful examples from the analyzed dataset.

Figure 1: Precision and recall of the classifiers: Chat-
GPT in one-shot and few-shot learning settings, and a
fine-tuned BETO classifier.

GPT’s performance with a fine-tuned BETO classi-175

fier (Cañete et al., 2020) trained on the same corpus,176

following the guidelines of Pérez et al. (2023).177

To evaluate the performance of the classifiers, we178

assessed the precision, recall, and F1-score in two179

modalities: multi-label classification, and binary180

classification (that is, not taking into account if a181

racist message was labeled as class-hatred). We get182

bootstrap 95%-ci intervals using the confidence-183

intervals library (Ferrer and Riera, 2023).184

5 Results185

Figure 1 shows the results for the multi-label ex-186

periments, disaggregated by characteristic. Table187

Precision Recall F1
BETO 72.9± 2.3 56.2± 2.1 63.5± 1.9
One shot 45.5± 2.1 50.4± 2.2 47.8± 1.9
Few shot 43.5± 1.9 61.0± 2.2 50.8± 1.8

Table 2: Binary classification results. One shot and few
shot refer to ChatGPT’s one-shot and few-shot settings,
respectively.

2 shows the binary classification results. We can 188

observe that the fine-tuned BETO classifier has the 189

highest precision in all the analysis, but the few- 190

shot classifier matches it in recall, and even out- 191

performs it for WOMEN and LGBTI. This last 192

category is particularly interesting, as this attacked 193

group features culturally-nuanced, and metaphor- 194

ical language, which are quite difficult to detect 195

for BERT-based classifiers (Pérez et al., 2023). We 196

sampled a few false positives for the BETO clas- 197

sifier that were correctly classified by ChatGPT, 198

and found that the explanations generated by Chat- 199

GPT were correct, capturing subtle, non-slur re- 200

lated language attacking transgender people, one 201

of the most difficult characteristics to detect. Table 202

3 shows some examples of these cases. 203

5.1 Error Analysis 204

To address the cases in which the ChatGPT predic- 205

tion differed from the aggregated labels from the 206

corpus, we sampled 126 examples and two authors 207

reviewed them. As the CoT explanation gives a 208

hint of the model’s reasoning, we decided to score 209

the soundness (Wang et al., 2023) in the logical 210

reasoning behind the decision. A Likert scale was 211

used, ranging from 1 to 5, where 1 and 2 were con- 212

sidered errors, 3 was considered doubtful, and 4 213

and 5 were considered acceptable. 214

As a result, we found that in 77% cases the an- 215

swers were acceptable for both scorers (5-4 points), 216

while 15.5% were definitely errors (1-2 points) 217
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News Context Reaction Tweet ChatGPT CoT output
BETO false negatives correctly classified by ChatGPT

"Why does a kiss between two men
make them so violent?”: life after be-
ing a victim of homophobic attacks

Could be because it goes
against the nature of the
race.

The text alludes to the fact that a kiss
between two men goes against the "na-
ture of the race", insinuating that ho-
mosexuality is not natural. The final
answer is LGBTI, racism.

Why don’t we see trans doctors?: the
claim of a prestigious cardiologist for
America to be more inclusive

It is difficult to be a doctor
with a burned head

The comment alludes to the condition
of being transgender (trans doctors)
and discriminates against them, say-
ing that it is difficult be a doctor with
that characteristic. The final answer is
LGBTI.

Incorrectly classified by ChatGPT
Lázaro Báez’s partner told how they
were waiting for him inside the coun-
try: "What they did to him was outra-
geous."

The paskin with the trola
(whore).

The text does not mention any pro-
tected characteristics nor does it con-
tain statements of rejection or enmity
towards an individual or group. The
final answer is ’nothing’.

Moria Casán’s anger against Rocío
Oliva: ’A lot of oxygenated water, she
had half a neuron left to play ball’

patoruzú 3 trava The text is an insult towards the per-
son mentioned, but without making
any mention of the protected charac-
teristics. The final answer is ’nothing’.

Table 3: Some examples of true positives and false negatives.

and 7.5% were doubtful cases (3 points), being218

the agreement between scorers of 79%.219

As aforementioned most of ChatGPT’s CoT an-220

swers were found acceptable, whether it finds hate221

speech or not, the argument is plausible. In cases222

where hate speech is detected, that was not anno-223

tated in the corpora, a broader sensitivity towards224

certain topics can be noticed. In cases where Chat-225

GPT fails to detect hate speech, even if the CoT is226

convincing, some details escape, particularly when227

detecting discrimination against, for example, the228

Mapuche community and in other cases of com-229

ments that were detected as racist speech.230

Regarding errors and doubtful cases in labeling,231

we can find cases in which the mistake is linked to232

incomprehension of nuances in the lexicon, such233

as shown in the second part of Table 3. First row234

shows a case in which ChatGPT fails to detect a235

hateful message against the woman, identified as236

a prostitute with the Rioplatense slang “trola”. In237

the second case ChatGPT’s fails to understand the238

slur “trava”, which refers to a transgender woman.239

6 Conclusions240

In this work we presented a brief analysis of the241

performance of ChatGPT in the detection of Hate242

Speech for Rioplatense Spanish. In the comparison243

with a state-of-the-art fine-tuned BETO classifier,244

ChatGPT showed a lower precision but a higher245

recall in some categories, particularly in difficult246

cases that the supervised classifier could not de-247

tect. A deeper analysis of the chain-of-thought 248

explanations given by the LLM showed that, while 249

not agreeing with human annotations, its reasoning 250

was sound in most cases but showing a higher bias 251

towards flagging hate speech. 252

Regarding cultural and linguistic nuances, we 253

found that ChatGPT was able to detect some of 254

them, but not all, missing some slurs, expressions 255

and insults typical of the Rioplatense dialect. Fu- 256

ture work could focus on improving the prompting 257

to have a better handling of dialectal variants. 258

While ChatGPT shows as a powerful tool for 259

hate speech detection, supervised classifiers still 260

outperform it in precision, and are more suitable for 261

detecting hate speech at large scale. This highlights 262

the importance and value of producing corpora on 263

specific topics and linguistic variants. 264

7 Limitations 265

One of the main limitations of this work is the 266

dataset we worked with, and the task itself (hate 267

speech detection) which tries to capture a complex 268

social phenomenon. The original dataset does not 269

have natural language explanations for the annota- 270

tions. 271

The analysis of explanations was performed in a 272

very limited way, only assessing its soundness and 273

by two of the authors. A more thorough analysis 274

of the explanations is needed, including a larger 275

sample, more annotators and using better metrics 276

(such as informativeness). 277
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Also, the analysis of the whether ChatGPT de-278

tects culturally nuanced cases was mostly restricted279

to the LGBTI category. Future work should explore280

other categories and also the use of slang and col-281

loquialisms in depth.282
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