Rig3DGS: Creating Controllable Portraits from Casual Monocular Videos
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Reanimation with novel head-pose, facial expressions and views

Head-pose and expression control

Figure 1. Rig3DGS. Our method, Rig3DGS, enables the creation of reanimatable portraits with full control over facial expressions, head-
pose of a subject and the viewing direction of the entire scene they’re in. Rig3DGS uses a deformation field that is constrained to lie in a
subspace defined by the mesh deformation to ensure photorealistic reanimation and generalization to novel expressions and head-poses.

Abstract

We present Rig3DGS, a novel technique for creating re-
animatable 3D portraits from short monocular smartphone
videos. Rig3DGS learns to reconstruct a set of controllable
3D Gaussians from a monocular video of a dynamic subject
captured with varying head poses and facial expressions in
an in-the-wild scene. In contrast to synchronized multi-view
studio captures, this in-the-wild, single camera setup brings
fresh challenges to learning high quality 3D Gaussians. We
address these challenges by learning to deform 3D Gaus-
sians from a fixed canonical space to the deformed space
that is consistent with the target facial expression and head-
pose. Our key contribution is a carefully designed deforma-
tion model that is guided by a 3D face morphable model.
This deformation not only enables control over facial ex-
pression and head-poses but also allows our method to
generates high-quality photorealistic renders of the whole
scene. Once trained, Rig3DGS is able to generate photore-
alistic renders of a subject and their scene for novel facial
expression, head-poses, and viewing directions. Through
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extensive experiments we demonstrate that Rig3DGS sig-
nificantly outperforms prior art while being orders of mag-
nitude faster.

1. Introduction

Creating controllable 3D human portraits is crucial for var-
ious immersive experiences, including virtual reality, telep-
resence, film production, and educational applications. Yet,
the realization of this technology for everyday consumers
using only basic smartphone cameras presents consider-
able challenges. Modeling a 3D controllable portrait from
videos typically involves either an explicit or implicit reg-
istration of a dynamic human subject' and accounting for
varying factors such as facial expressions and head poses in
each frame. This process requires a precise estimation of
the facial deformations caused by these factors, which is of-
ten challenging without ground truth supervision. Modeling
challenges are further compounded when using a monocu-
lar capture, as each head pose and expression is only visible
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from a single viewpoint making accurate estimation even
harder.

While some prior work, such as RigNeRF [2], addresses
these challenges, training and rendering are often very slow
due to the use of a multi-layer perceptron (MLP) based
neural radiance field (NeRF [26]) when modeling a 3D
scene. The insufficient representation capacity of these
MLPs, even with the use of a positional encoding, leads to
blurry results, especially for novel expressions and poses.
More recent 3D representations, such as 3D gaussians [21],
significantly improve the rendering quality while being or-
ders of magnitude faster to both train and render than MLP-
based NeRFs [26]. However, current works on 3D Gaus-
sian Splatting (3DGS) [21] cannot represent dynamic con-
tent and are unsuitable for reanimation tasks. An initial ef-
fort towards developing dynamic 3D gaussians [25] uses a
multi-camera setup to reconstruct a point cloud of gaussians
representing the dynamic scene at every time-step and es-
tablishes correspondences across gaussians when training.
However, this method only reconstructs the dynamic scene
and cannot be reanimated.

In a monocular setting, reconstructing a scene’s point
cloud in its dynamic regions is difficult [31] due to only
a single view being available at each time-step. Conse-
quently, [25]’s approach cannot establish weak correspon-
dences across time in the dynamic regions of a scene dur-
ing reconstruction. In this paper, we present Rig3DGS, a
method that rigs” 3D gaussians and enables the creation of
reanimatable neural-gaussian portraits. Rig3DGS utilizes a
point cloud of 3D gaussians in a canonical space, initial-
ized using COLMAP [31] for static regions of a scene and
a FLAME [23] mesh for dynamic regions involving the hu-
man subject of a scene. These canonical 3D gaussians are
then transformed to a facial expression and head-pose de-
pendent deformed space, where they are rendered via dif-
ferentiable Gaussian Splatting. Our key insight is to restrict
the deformation from the canonical to the deformed space
to lie in the subspace defined using the vertices of a 3D
face mesh. More specifically, we predict the deformation
from the canonical space to deformed space for each 3D
gaussian as a weighted sum of the deformations of its k-
closest vertices on a morphable model mesh. These learn-
able weights are optimized using a photometric loss w.r.t to
a ground truth image. By restricting each gaussian’s defor-
mation to lie in a linear subspace of the vertex deformations,
we can effectively regularize the otherwise ill-posed prob-
lem of learning a per-point deformation without any ground
truth or multi-view supervision available. In Sect 4.5, we
show that this formulation is essential for better generaliza-
tion to novel facial expressions and head-poses. Following
training, Rig3DGS allows for the creation of reanimatable
portraits, providing control over the facial expressions and
head-pose of the subject, as well as enabling the synthesis

of novel views of the entire scene. In summary, our contri-

butions are as follows:

* We propose a novel deformation model learnt in the sub-
space of the deformation defined by a 3D morphable
model. This enables us to generalize to novel facial ex-
pressions and head-poses during reanimation.

* We propose Rig3DGS, a method that rigs 3D gaussians to
enable the creation of reanimatable portraits with full con-
trol over facial expressions, head-pose, and novel view
synthesis of the entire scene from a casually-captured
monocular smartphone video.

* We demonstrate significant improvements in rendering
quality over prior work on neural portraits with novel fa-
cial expressions, head-poses, and novel views synthesis
of the entire scene while being 100 times faster than prior
work due to representing the scene using 3D gaussians.

2. Related Work

Rig3DGS is a method for arbitrary facial expression con-
trol and novel view synthesis of scenes captured in portrait
videos. It is closely related to recent work on neural ren-
dering and novel view synthesis, 3D facial modeling, and
controllable face generation.

Neural Scene Representations and Novel View Synthe-
sis. Rig3DGS is related to recent advances in neural ren-
dering and novel view synthesis [3, 4, 10, 15, 21, 24—
28, 30, 32, 37, 40]. Neural Radiance Fields (NeRFs [26])
learn a volumetric representation of a scene which typically,
when provided a 3D point and the direction from which the
point is being viewed, predicts color and volume density
using a differentiable renderer. Our method is built upon
3D Gaussian Splatting [21] and uses a dense point cloud
of three-dimensional gaussian kernels to represent a scene’s
geometry. For any given camera pose, 3D gaussian ker-
nels are projected onto the image evaluated densely pixel-
by-pixel. Gaussian kernels within the local neighborhood
of each pixel are sorted and pixel color is approximated us-
ing a modified approach to conventional a-blending. 3D
Gaussian Splatting [21] and other NeRFs [26] are trained
by minimizing the error between the predicted color of a
pixel and its ground truth value. While NeRFs [26] are able
to generate high quality and photo-realistic images for novel
view synthesis, many are designed for static scenes and are
unable to represent scene dynamism.

Dynamic Neural Scene Representations. Methods such
as [14, 24, 25, 30] extend NeRFs [26] to dynamic
scenes through specialized frame-to-frame parameter resid-
ual learning [25] or incorporating a time component and
canonical deformation network [15, 24, 30]. Among ap-
proaches incorporating a canonical deformation network, a
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Figure 2. Rig3DGS. Our method models the dynamic scene as a collection of 3D gaussians in a canonical space that are deformed
according to a target facial expression and head-pose to the deformed space before being rendered via differentiable splatting. We constrain
the deformation to lie in the subspace of local vertex deformations, which allows us to generate photorealistic renders with high fidelity to

target expressions and head-poses.

dynamic scene is decomposed into canonical and deformed
spaces, with each moment in time defining a reconfigura-
tion of the canonical space using learned displacements in
position, color, and other parameters. Recent approaches
to human body and facial reconstruction [2, 32, 37, 38, 40]
refine and expand existing deformation-based NeRFs [26]
for their data domains, aiming to reconstruct and reanimate
data with the assistance of existing templates and/or statis-
tical models. Among these domain-specialized approaches,
FlashAvatar [37] and SplattingAvatar [32], both 3D Gaus-
sian Splatting [21] avatar models, incorporates a 3D Mor-
phable Model within their facial deformation network, in-
fluencing canonical gaussian displacement using an existing
target facial mesh template.

Controllable Face Generation. Recent breakthroughs in
Generative Adversarial Networks (GANs) [11, 13, 18-
20, 39] have enabled high-quality 2D image generation and
manipulation. These 2D breakthroughs have inspired a
large collection of work [1, 5-7, 22, 29, 33-36] focusing on
face image manipulation and editing. However, the major-
ity of these works are intrinsically image-based and lack an
explicit 3D representation. Therefore, these methods find it
challenging to enable high-quality view synthesis and con-
trol portraits with large head pose changes or extreme fa-
cial expressions. Recent methods such as [32, 37, 40] ad-
dress these shortcomings. Existing dynamic neural render-
ing models that use 3D Morphable Models such as FlashA-
vatar [37], SplattingAvatar [32], reconstruct and reanimate
human heads at a high quality and with reasonable-to-quick
rendering/training times. However, these methods fail to
capture an entire portrait scene, with both of these meth-
ods failing to capture a scene’s background. Geometrically-
complete approaches such as RigNeRF [2] exist, which
incorporates a deformation prior defined by an existing

FLAME [23] mesh and corrected through residual learn-
ing. But, this method fails to reproduce facial portraits with
reasonable rendering/training times.

3. Rig3DGS

In this section, we describe our method Rig3DGS, which
enables novel view synthesis of neural portraits with arbi-
trary control over head pose and facial expressions. We
represent a scene using 3D gaussians in the canonical space
that are transformed to the deformed space using a con-
strained gaussian deformation model. More specifically, we
constrain the deformation of a gaussian to lie in the sub-
space spanned by the deformation of its K-nearest vertices
on the FLAME [23] mesh. Similarly, the rotation of each
gaussian is learnt as a correction to the rotation of its K-
nearest vertices. An overview of our method is given in
Fig 2.

3.1. Preliminaries
3.1.1 3D Gaussian Splatting

3D Gaussian Splatting works by representing a scene us-
ing three-dimensional gaussians, each with a learnable spa-
tial extent, orientation, opacity and color. More specifically,
each gaussian is defined by a covariance matrix > and mean

X as
G(z) = e 2027

where ¥ is decomposed into two differentiable scaling and
rotation matrices S, R such that

Y = RSS”TRT.

When rendering novel views, each gaussian is projected
onto the image plane using a differentiable variant of Sur-
face Splatting [41]. Using the viewing transform matrix W



and the Jacobian matrix J of the affine approximation of
the projective transformation, a 3D gaussian’s covariance
matrix ¥’ in the camera co-ordinates is defined as

Y =JwrwljT,

[41] uses the ¥’ to define planar covariance which is then
used for splatting. During splatting, all gaussians are sorted
relative to their 3D mean’s distance to the image plane, and
a pixel’s color C' is computed as

N i1
C = Zciai H(l — ;)
i=1 j=1

where c; is the color of each point and «; is given by evalu-
ating a 2D gaussian with covariance ¥’ multiplied with each
gaussian’s opacity.

3.2. Canonical/Deformed Space and Initialization

3D Gaussian Splatting, as described in Sect 3.1.1, does not
support dynamic scene rendering, as the initial point cloud
is assumed to be static. In contrast, our scene is inher-
ently dynamic with the subject constantly assuming differ-
ent facial expressions and head-poses. We choose to model
this dynamic behaviour as a deformation from a predefined
canonical space, where gaussians lie with positions X4, , to
a deformed space with gaussian positions Xq.r. At render
time, our scene is always rendered in deformed space.
Prior to optimization, we initialize the gaussians as

Xian = {xGn MY U vean} D
which is a concatenation of background points given by
COLMAP [31] x(OEMAP and the vertices of a canonical
FLAME [23] mesh v.,,. We choose the canonical con-
figuration of our fitted FLAME [23] mesh to be extracted
from a close-to-neutral head pose frame within our data;
we modify the jaw pose parameters 6;4,, of this mesh to
have an open mouth. Empirically, we find an open mouth
improves dynamic mouth modeling. Using [21]’s original
gaussian densification scheme where x%"¥ will be progres-
sively pruned and densified into a set of gaussians with po-
sitions X.,,,. However, our initial vertex gaussians with po-
sitions V.4, are never pruned as they are integral to our de-
formation approach.

3.3. Deforming Gaussians with a 3DMM-Based
Prior

Using expression and head-pose FLAME [23] parame-
ters {1, 0} sourced from frame n, the deformation of our
FLAME [23] vertices relative to their canonical configura-
tion parameterized by {Scan, Yean, Ocan } can be defined as

AV(W,0) = Maes — Moan = M (Beans 1, 0) — M (Boans e Yean)  (2)

For each gaussian ¢ with canonical position X; cqn, We
define its position in deformed space x; 4 r using a 3DMM-
based deformation D, a learned corrective transformation 7,
and minimal temporal deformation T’

Xi,def = Xi,can + D+ n+ T(ﬂ) (3)

3.3.1 3DMM-Based Deformation

Our 3DMM-based deformation D is a linear combination
of the vertex deformation Av (v, #) experienced by i’s K-

nearest mesh vertices v&

D(Xi,(:a'n,’ ng(zn'/ 7/"7 9) = Zf{:l w (Xiu,(:(m,? ng,) : AV]K(Q/)z 9) (4)

Empirically, we find K = 10 produces reasonable results.
The weights of our linear combination of vertices predicted
using a 6-level multi-resolution tri-plane H and small two-
layer MLP G as follows

G(H(Xz\can)v dK(xi,cam ngn)) (5)

wj (X'L\cana V(I'SLTL) =

3.3.2 Corrective and Temporal Deformation

Occasionally, our estimated deformation from v, can be
slightly misaligned with the displacement of a person’s head
in 3D space; n corrects for this scenario using a small
two-layer MLP conditioned on both X; .q, and the av-
erage inverse-squared distance between X; .qn and vgm,
di (Xi can, VE,,), as follows:

0 = 1(Xi,can, A (Xi cans Vies))

(6)

K
1 _
where  dk (X can, Vo) = exp(? Z Xi,can — Vfcan'%) !
=1

Our temporal deformation 7" accounts for any defor-
mations not explainable by our 3DMM-based deformation
(such as movement in the body) using a small two-layer
MLP conditioned on both X; 4, and frame-index n.

T(TL) = T(Xiﬁcavn n) (7)

At render time, we set n = 0 and cache T’s deformation
for faster rendering. Empirically, we have found that mag-
nitude of the deformation of 7 and T'(n) to be a factor of
10 or more smaller than that of D for large head-pose and
expression articulations.

3.4. Rotating and Scaling Gaussians with a 3DMM-
Based Prior

As described in Sect 3.1.1, each gaussian ¢ we use to rep-
resent our scene in canonical space also has an associated
rotation R; .4, and scale S; .qn. Consequently, in order to
correctly orient our gaussians in deformed space, we must



also predict an accompanying rotation and scale. We con-
dition a pair of two-layer MLPs, Ry, and \S,,, on X; oy, and
dg to predict both of these displacements. In the case of
our rotation, we utilize the Kabsch [17] algorithm to calcu-
late the rotation of i’s K-nearest FLAME [23] vertices v

in the canonical space. Thus, we define each gaussian ¢’s
accompanying rotation and scale in deformed space as

Ri,def = Rw (Xi,ca'ru dK) : Rkabsch (vfiifv ng) ° Ri,can
SL(Ief = Sw (Xi,cana dK) : Sv‘,}r:an

®)

where, Ryapsch(VY s Vi,) is the rotation estimate be-
tween vffef and vE  calculated using the Kabsch [17] al-

can
gorithm.

3.5. Optimization

Given a video frame I, we supervise Rig3DGS using a pho-
tometric loss, FLAME [23] mesh vertex loss, and a variety
of regularizations on our networks’ outputs. Our final loss
can be described fully as

L = Lphoto + LFLAME + Lacf + Lreg 9

3.5.1 Photometric Loss

We use a combination of an L1 loss and Structural Similar-
ity (SSIM) score between I and Rig3DGS’s render I,

Lohoto = 0.8+ |1 — I|y +0.2- SSIM(I, I,) (10)

3.5.2 FLAME Vertex Similarity Loss

We ensure that our 3DMM-based deformation D produces
deformations similar to the vertex deformation Av (1), 6)
defined by M.y and M., for gaussians at mesh vertices

Vean

Lrpame = |D(Vean, vE,, ¥, 0) — Av (i, 6)3 (11)

3.5.3 Deformation Distance Loss

We regularize our corrected deformation D + n and T to be
close to zero for points that are further than a pre-defined

threshold ¢ from the mean center point of our mesh sc?vef’:f:r

cdef = )\def : ‘D(xi.can- Vﬁ;nv ¢7 0) + 7](Xi,r:an7 dK(xi.can- fom))\% (12)

for X; can S.t. |Xican — xlz\‘};’::'\g >4
0 must be set per-subject, but can be reasonably approxi-
mated as 2 times the radius of a bounding sphere encom-
passing the modeled subject mesh M,,,,. Empirically, we
find the ideal weight for Agey = le — 1.

3.5.4 Network Regularization Loss

In order to ensure a smooth optimization and prevent our
deformation from learning local minima, we regularize the
output of our networks R, S, n, and T'.

Lreg = Ar|RI3 + As|1 = SI5 + Ay[nl3 + Ar|T3 13)

Empirically, we find the ideal weights as A\p = le—1, Ag =
1.0, A, = 1le — 3,and A7 = le — 3.

3.5.5 Training

We train for 3,000 iterations without any deformation and
with gaussian densification and pruning enabled. After this
initial training period, we enable our deformation D + 1 +
T'(n) and disable densification and pruning at 5,000 itera-
tions. We train for a total of 60,000 iterations per portrait
with a training time 5 hours on an NVIDIA RTX 3090. We
utilize PyTorch’s default Adam optimizer with a learning
rate of 0.001.

4. Results

In this section, we show results of head-pose control, fa-
cial expression control, and novel view synthesis using
Rig3DGS. For each scene, our model is trained on a short
portrait video captured using a consumer smartphone.

4.1. Baseline Approaches

In the context of neural portrait reanimation, the only prior
work that offers full control over facial expression, head-
pose and viewing direction of the scene is RigNeRF [2].
RigNeRF [2] represents the dynamic scene as a neural ra-
diance field where the mapping from the deformed space
to the canonical space is performed using a 3DMM-based
deformation. However, since RigNeRF [2] uses MLPs to
model both the deformation and radiance field, it is ex-
tremely slow to train and render during inference. At an
inference rate of about 18 FPS on a NVIDIA RTX 3090, we
are about 100 times faster than RigNeRF [2]. The authors of
RigNeRF [2] kindly provided results of their method on the
training data used for this paper. A class of methods that
are closely related to Rig3DGS are ones that only control
facial expression and head-pose and do not model the entire
scene. Prior works such as INSTA [40], FlashAvatar [37],
and SplattingAvatar [32] create controllable human heads
from monocular smartphone videos. INSTA [40] is built
on Instant-NGP [27], a notably fast and high-quality [27]
approach to neural rendering, and was previously state-of-
the-art in terms of quality and speed for human head avatar
models. FlashAvatar [37] and SplattingAvatar [41] are now
state-of-the art human avatar models based on Gaussian
Splatting, with both models providing valuable insights into
different approaches to splatting-based facial modeling.
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Figure 3. Qualitative comparison of Subjects 1-6 in Setting 1. Rig3DGS produces full-scene renders with high-quality facial and back-
ground detail that remains competitive with SOTA splatting-based avatar models.

4.2. Training Data Capture

We captured the training data using various iPhone mod-
els, including an iPhone XR, 12, and 13 Pro Max. The
capture process is comprised of two distinct phases. In
the first half, subjects are instructed to perform a diverse
array of expressions and speech while maintaining a sta-

tionary head with the camera panning around them. Subse-
quently, in the latter half, the camera is fixed at head-level
and subjects are prompted to rotate their heads enacting var-
ious facial expressions. All training videos are about 40-
70 seconds long, equivalent to approximately 1200-2100
frames, and are down-sampled to a resolution of 512 x



Rig3DGS (Ours) FlashAvatar [37] SplattingAvatar [32] RigNeRF [2] INSTA [40]

Subject (Head Region) PSNR1  SSIM1 LPIPS| DISTS| PSNRT SSIM1 LPIPS| DISTS| PSNRt SSIM+ LPIPS| DISTS| PSNRT SSIMT LPIPS| DISTS| PSNRT SSIMT LPIPS| DISTS |
Subject 1 3170 09591  0.0342  0.0845 2054 09537 0.0265 0.0799 3036 09455  0.0466  0.1037  30.19 09505  0.0469  0.1296 2925 09530  0.0396  0.0986
Subject 2 3310 09749  0.0239 0.0739 3141 09759 00171 00862 2797 09478 0.0455  0.374 3191 09715 00266 0.0841 3074 09694  0.0337  0.1098
Subject 3 2698 09240  0.0577 0242 2857 0.9321 00379 0.0733 2712 09226 00754 01670 2635 09100  0.0607  0.1583 2534 09185 00769  0.1718
Subject 4 3023 09464 0.0529 01361 2421 09175 00720 01403 2772 09302 00758  0.533  20.60 09400 00705  0.1771 2829 09433  0.0615  0.1361
Subject 5 2749 09668  0.0352 00797  28.66 09544  0.0328  0.0904 2948 09502 00623 01330 2723  0.9605 00489  0.1233 2858 09559  0.0436  0.1011
Subject 6 24.07 0.9248 0.0623 0.1250 26.76 0.9452 0.0474 0.1107 26.21 0.9351 0.0639 0.1422 23.20 0.9232 0.0688 0.1444 23.60 0.9414 0.0619 0.1403
Average 28.93 0.9493 0.0444 0.1039 28.19 0.9465 0.0389 0.0968 28.65 0.9409  0.0575 0.1330 28.10 0.9426 0.0537 0.1361 27.63 0.9469 0.0529 0.1263

Table 1. Quantitative results for Subject 1-6’s masked head region in Setting 1. Here we calculate PSNR, SSIM, LPIPS, and DISTS using
head masks provided by INSTA. Our results are better than RigNeRF [2], INSTA [40] and SplattingAvatar [32] in the vast majority of

metrics and remains competitive with FlashAvatar [37]. Best metrics are labeled in pink and second best in yellow .

Rig3DGS (Ours) RigNeRF [2]
Subject (Full Scene) PSNRT  SSIM+  LPIPS| DISTS| PSNRT SSIM{ LPIPS| DISTS |
Subject 1 2680  0.8684 01583 0.1088 2504 08083 02359  0.1543
Subject 2 2584  0.8665 01556 01226 2331 07922  0.1779  0.1297
Subject 3 2397  0.8670 01174  0.0747 2034 06627 04264 02955
Subject 4 2365 07910 01723  0.0960 2253 06770 03314  0.1982
Subject 5 29.94 09304 0.0874 0.0674 2871 09081  0.1266  0.1347
Subject 6 2236 0.7503 01758  0.1246 2122 0.6679 03826 02379

Table 2. Quantitative results for Subject 1-6’s full-scene renders
from Rig3DGS and RigNeRF [2] in Setting 1.

Rig3DGS (Ours) RigNeRF [2]
Subject (Full Scene) PSNR+  SSIM1 LPIPS| DISTS| PSNRt SSIM?t LPIPS| DISTS |
Subject 1 28.05 0.8805 0.1394 0.0798 26.38 0.8203  0.2382 0.1491
Subject 2 25.94 0.8720 0.1729 0.1162 22.23 0.7900 02375 0.1471
Subject 3 26.38 0.8814 0.1025 0.0591 2230 0.7096 0.4086 0.2840
Subject 4 25.92 0.8467 0.1419 0.0925 24.12 0.7468 0.2774 0.1790
Subject 5 28.58 0.9195 0.0961 0.0664 25.64 0.8269 02126 0.1656
Subject 6 27.51 0.8169 0.1635 0.1171 25.49 0.7339 03054 0.1968

Table 3. Quantitative results for Subject 1-6’s full-scene renders
from Rig3DGS and RigNeRF [2] in Setting 2.

512. We use COLMAP [31] to estimate camera parame-
ters and Rig3DGS’s inital point estimate in the static re-
gions of the scene. In order for camera calibration to be
accurate, we mask out the dynamic foreground prior to run-
ning COLMAP [31]. All models utilize FLAME [23] as
their 3DMM of choice. For Rig3DGS we used DECA [9]
to calculate an initial estimate of FLAME [23] parameters
for each video, which we then optimize through standard
landmark fitting, using landmarks predicted by 3DDFA-V2
[12] and camera parameters estimated from COLMAP [31].

4.3. Evaluation on Test Data

We assess the performance of Rig3DGS, RigNeRF [2],
FlashAvatar [37], SplattingAvatar [41], and INSTA [40]
using held-out images extracted from captured video se-
quences. We test two different settings: 1) Fixed Cam-
era view, changing expression and head-pose: We fix the
camera view and only vary expressions and head-poses to
evaluate their fidelity during reanimation. Metrics for all
methods are calculated on the head-region only. 2) Fixed
Head-pose with changing expression and camera view:
We fix the head-pose and only vary the camera view and
expressions to evaluate fidelity of view synthesis and fa-
cial expressions. In this setting, we only compare Rig3DGS
and RigNeRF, since other methods do not model the entire

scene. We use about 30-60 held-out images for both set-
tings. In both settings, we measure PSNR, SSIM, LPIPS
[16], and DISTS [8]. While PSNR and SSIM measure
pixel-wise accuracy, LPIPS [16] and DISTS [8] measure
perceptual accuracy.

4.3.1 Evaluation in Setting 1

In Table 1 we show quantitative results of the first setting
by measuring the metrics only on the head-region with con-
stant view but changing expression and head-pose. As can
be seen, across most subjects and metrics, Rig3DGS outper-
forms prior work by a large margin. This can also be seen in
our qualitative results in Fig 3, where Rig3DGS generates
higher quality renders than prior work with higher fidelity
facial expressions and head-poses. While RigNeRF [2] is
able to reasonably reproduce different head-poses and fa-
cial expressions, its renders are blurry and lack detail, espe-
cially around the eyes and mouth regions. This can be seen
most clearly in the case of Subjects 1,3,4,5 and 6. In some
cases, like that of Subject 4, RigNeRF [2] fails to recon-
struct the background correctly. We attribute this to its use
of MLPs that often underfit scenes. Please note, in the origi-
nal paper [2], the authors train RigNeRF [2] on a resolution
of 256x256 while for our paper, they trained it on a reso-
lution of 512x512. In Table 2, we quantitatively evaluate
the performance of Rig3DGS and RigNeRF [2] on the full
scene. We omit INSTA [40] and PointAvatar since they do
not model the full scene. As can be seen, Rig3DGS outper-
forms RigNeRF [2] across almost all metrics and on all sub-
jects except for the PSNR of Subject 3. Similar to RigNeRF
[2], while INSTA [40] is able to generate renders that are
reasonably consistent with articulated facial expression and
head-pose, it generates artifacts around the mouth, as can
be seen in Subjects 2,3,5 and 6. Artifacts are also present
in the hair region (Subjects 2,4,5 and 7) and on accesories
such as glasses in the case of Subject 2. Unlike Rig3DGS,
INSTA [40] is unable to model the full scene. Similar to IN-
STA [40], FlashAvatar [37] and SplattingAvatar [41] gener-
ate significant artifacts around image boundary and mouth
region. In contrast to prior work, Rig3DGS is able to model
facial expression and head-pose at a high fidelity to generate
high-quality photorealistic renders.



Subspace constrained (Ours)

Fixed Prior No Prior

Subject (Head Region) PSNRT SSIM+ LPIPS| DISTS| PSNRT SSIM? LPIPS| DISTS| PSNRT SSIM1 LPIPS| DISTS |

Subject 1 31.70 0.9591 0.0342 0.0845 30.57
Subject 5 30.23 0.9464 0.0529 0.1361 29.81

0.9500  0.04152  0.0967 19.25 0.910 0.0868 0.224
0.9444  0.0613 0.1513 20.78 0.896 0.09 0.199

Table 4. Quantitative ablative study on the efficacy of a subspace constrained deformation model. We narrow our study to Subjects 1 and

5.

4.3.2 Evaluation in Setting 2

In this setting, we evaluate the ability of Rig3DGS and
RigNeRF [2] to model facial expressions and the full 3D
scene. As can be seen in Table 3, Rig3DGS outperforms
RigNeRF across all metrics and all subjects. This is due to
RigNeRF’s [2] renders being generally blurry compared to
those of Rig3DGS. In our supplementary material, we in-
clude more qualitative results to support this claim.

4.4. Reanimation with Pose and Expression Control

In Fig 5, we show results of Rig3DGS being driven by a
driving frame in 3 different novel views. As can be seen,
across all subjects and driving frames, Rig3DGS is able to
reproduce the driving expression and head-pose with high
fidelity while simultaneously generating a faithful of the full
scene under novel views. We strongly urge the reader to
check out the supplementary material for more results on
3DMM driven reanimation and novel view synthesis.

4.5. Ablating the Deformation Model

In this section, we ablate our 3DMM-based deformation as

defined in Eq. (4) and Eq. (5). We ablate the following 3

deformation models

e No Prior: Our deformation D is directly predicted by an
MLP as follows

D = D(Xcan, ¥, 0) = MLP(Xcan, 9, 0) (14)

¢ Deformation with Fixed Prior: Our deformation D uses
only an exponentially-attenuated 3DMM-deformation
(similar to RigNeRF[2])

w; (Xi,cana me) = dK (Xi,cana ng)

* Subspace constrained Deformation: Following Eq. (3)

Figure 4. Ablation of the Learnable Deformation Prior. As can
be seen, the deformation, as defined by Eq. (3), is able to model
target expressions and head-poses better than the fixed prior (see
highlighted regions). The model with no prior fails to reanimate
altogether.

In Fig 4, we show qualitative results of these three defor-
mation approaches for a novel expression and head-pose.
As can be seen, the model without a prior is unable to gen-
erate any meaningful render. The model with a fixed prior,
similar to what RigNeRF [2] uses, is unable to model fine
expressions and gives a somewhat blurry render. In con-
trast, the proposed subspace constrained deformation from
Eq. (3) is able to generate a photorealistic render with high
fidelity to the target facial expression and head-pose. In Ta-
ble 4, we provide a quantitative comparison between the
three deformation models. As can be seen, using our pro-
posed deformation, as defined in Eq. (3) gives us the best
results across all metrics on both subjects.

Render View 2 Render View 3

Driving Frame

Render View 1

Figure 5. Sample renders of Subjects 1 and 4 reanimated using
different expression and head pose donors. We refer the reader
to our supplementary video material for a more comprehensive
evaluation.

5. Conclusion and Limitations

In this paper we have presented Rig3DGS, a novel method
capable of arbitrary facial expression control and novel view
synthesis for portrait videos. Rig3DGS uses a learnable de-
formation prior to ensure stability during training and gen-
eralization to novel facial expressions, head-pose, and view-
ing direction. Rig3DGS is also able to model details of the
subject’s face such as hair and glasses and reproduce them
with high fidelity as the video is driven.

However, challenges remain. Rig3DGS is unable to
model strong non-uniform illumination and requires the
subject in the portrait video to remain relatively still during
capture. Additionally, Rig3DGS cannot model the interior
of the mouth faithfully, such as the tougue and inner teeth.
We hope to address this in future work.
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