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Abstract

Despite the significant achievements of LLMs001
in recent years, their performance in low-002
resource language-domain pairs remains less003
than satisfactory. Although RAG is often con-004
sidered a solution, we identify the paradox:005
the LLM’s poor performance in low-resource006
language-domain pairs is due to a lack of cor-007
pora, but RAG also relies on comprehensive008
and high-quality corpora. We show that this009
paradox could lead to failure of RAG in certain010
low-resource language-domain pairs, like the011
Japanese medical domain. We propose to use012
high-resource corpora to enhance the knowl-013
edge coverage. We also identify and address014
the language bias issue when using multilin-015
gual corpora, which prevents the RAG frame-016
work from fully utilizing the multilingual cor-017
pus. Through our proposed RAG framework018
and reranker training method, the RAG per-019
formance of LLMs is improved by 4.36-7.96020
percentage point on JMedBench.021

1 Introduction022

In recent years, the development of large language023

models (LLMs) has revolutionized a broad range of024

natural language processing (NLP) tasks. However,025

in certain low-resource language-domain pairs,026

such as the Japanese medical domain, LLMs still027

have room for improvement. According to Jiang028

et al. (2024), LLMs struggle with several tasks in029

the Japanese medical domain, including multiple-030

choice question answering (MCQA), named entity031

recognition (NER), and document classification032

(DC). Their performances on Japanese tasks are033

worse than equivalent tasks in English (Pal et al.,034

2022; Jin et al., 2019).035

The main reason for the poor performance of036

LLMs in low-resource language-domain pairs is037

the lack of training data. Retrieval augmented gen-038

eration (RAG) is believed to be an efficient method039

to improve the performance of generation tasks in040

such domains (Gao et al., 2023). RAG includes a 041

retrieval module that obtains knowledge from an 042

external trustful database to assist LLMs in gener- 043

ating the answer. This module ensures the answers 044

are grounded in the retrieved evidence, enhancing 045

the relevance and accuracy of the output. How- 046

ever, RAG also requires high-quality and compre- 047

hensive corpora, which is lacking in low-resource 048

language-domain pairs. This paradoxically sug- 049

gests that RAG may not be an ideal solution for 050

tasks in low-resource language-domain pairs. To 051

solve this low-resource paradox, we propose us- 052

ing rich English resource in the same domain to 053

enhance the coverage of knowledge. 054

In this paper, we will use the Japanese medi- 055

cal domain as a case study, aiming to enhance the 056

performance of LLMs in low-resource language- 057

domain pairs with multilingual RAG frameworks. 058

We propose three pipelines to improve the per- 059

formance of RAG with multilingual corpora, as 060

shown in Figure 1. Figure 1(a) provides a monolin- 061

gual RAG baseline. Figure 1(b) provides a naive 062

cross-lingual RAG pipeline, which is also the most 063

common cross-lingual RAG pipeline at present 064

(Chirkova et al., 2024; Li et al., 2024). How- 065

ever, we find that language bias exists within this 066

pipeline. Language bias refers to that when using 067

a query in a certain language, the retrieved para- 068

graphs are highly likely to be in the same language, 069

leading to insufficient use of the full multilingual 070

corpora. To solve the language bias, we propose 071

a translation-based cross-lingual RAG pipeline in 072

Figure 1(c), which effectively eliminates language 073

bias and improves the utilization of multilingual 074

knowledge. However, this approach relies heavily 075

on a strong translation system. To avoid the perfor- 076

mance loss caused by the translation system, and 077

also to further improve the quality of retrieved doc- 078

uments, we propose a reranker-based cross-lingual 079

pipeline in Figure 1(d). 080

Overall, we aim to improve the performance of 081
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Figure 1: Four RAG pipelines experimented in this paper. Figure 1(a) provides a monolingual RAG baseline, and
Figure 1(b), 1(c), 1(d) are the proposed cross-lingual RAG pipelines.

LLMs in the Japanese medical domain using cross-082

lingual RAG framework. The contributions in this083

paper include the following:084

• We indicate and verify the low-resource para-085

dox, which infers that RAG is not an effec-086

tive solution to low-resource language-domain087

pairs, and propose using multilingual corpus088

to solve it.089

• We discover the problem of language bias in090

multilingual RAG and introduce translation-091

based and reranker-based pipelines as solu-092

tions.093

• We propose an innovative training method for094

multilingual rerankers that can eliminate the095

language bias among multilingual corpora and096

improve the quality of retrieved documents as097

well.098

2 Monolingual RAG: Evidence of the099

Low-Resource Paradox100

In this paper, we will use the Japanese medical101

domain as an example of low-resource language-102

domain pairs. We will use JMedBench, a recently103

released comprehensive benchmark in the Japanese104

medical field, to evaluate the performance of var-105

ious models both in non-RAG and RAG frame-106

works. In this section, we will first give an introduc-107

tion to JMedBench, and then test the performance108

of LLMs on JMedBench within the RAG frame-109

work to show the existence of the low-resource110

paradox.111

2.1 Introduction to JMedBench 112

JMedBench (Jiang et al., 2024) includes 20 113

Japanese datasets across five task types with 38K 114

testing samples in total. It includes native Japanese 115

datasets like IgakuQA (Kasai et al., 2023), which 116

compiles the Japanese medical lincensing exami- 117

nation in past years. It also includes high-quality 118

datasets translated from English like MedMCQA 119

(Pal et al., 2022), MedQA (Jin et al., 2021), Pub- 120

MedQA (Jin et al., 2019), etc. 121

Considering that multiple-choice question an- 122

swering (MCQA) tasks can comprehensively as- 123

sess LLMs’ understanding of medical knowledge 124

while allowing for quick and accurate evaluation, 125

in this paper we will primarily use MCQA datasets 126

to evaluate the performance of LLMs and the RAG 127

frameworks. 128

2.2 Experiment Settings 129

LLMs We follow the categorization of LLMs in 130

JMedBench paper (Jiang et al., 2024) and select the 131

most representative model in each category accord- 132

ing to their performances: general LLMs in non- 133

Japanese languages (Llama3-8B (Dubey et al., 134

2024), Qwen-2-7B (Yang et al., 2024)), biomedi- 135

cal LLM in non-Japanese languages (Meditron- 136

7B (Chen et al., 2023)), Japanese general LLMs 137

(llm-jp-v3-13B (Aizawa et al., 2024)), Japanese 138

biomedical LLM (MMed-Llama3-8B (Qiu et al., 139

2024)). 140

Prompts We conduct experiments using zero- 141

shot and few-shot prompts. In zero-shot prompts, 142

we sequentially list the context (retrieved docu- 143

ments), question, options, and then let the LLM 144
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provide an answer. Detailed prompt templates are145

presented in Table 5, Appendix A. In few-shot146

prompts, we follow the setting in the JMedBench147

paper, where samples are randomly selected from148

the training set and included as few-shot examples149

before the actual question.150

Corpora We basically use biomedical-related151

corpora as the knowledge base for RAG. The152

Japanese corpus includes the following: MSD man-153

ual 1, J-Dream abstracts 2 and clinical guidelines154

released by academic societies.155

Retriever In this paper, we hope to discover the156

potential of multilingual corpora, so we will mainly157

focus on the performance of mContriever (Izacard158

et al., 2021), which is a multilingual, unsupervised159

dense retrieval model.160

2.3 Experiment Results161

For a clearer visualization of monolingual RAG’s162

performance, we directly display the performances163

of the monolingual RAG framework with different164

LLM, corpus and number of retrievals in Figure 2.165

Detailed data can be found in Table 6, Appendix166

A. It is notable that the RAG framework does not167

improve LLMs’ performance; on the contrary, it168

decreases the accuracy of LLMs’ responses in most169

cases. We mainly attribute the failure to issues with170

the corpora and the retriever. On one hand, the cor-171

pora cannot cover all the knowledge required to an-172

swer these questions. Therefore, in some cases, the173

RAG pipeline may retrieve paragraphs that are irrel-174

evant to the question, thereby affecting the model’s175

ability to provide correct answers. On the other176

hand, only the retriever cannot retrieve the para-177

graphs that best meet the needs of the questions.178

Therefore, in the next section, we will first uti-179

lize a multilingual corpus to enhance the knowl-180

edge coverage of the knowledge base; then, we will181

introduce a new reranker to improve the retrieval ef-182

fectiveness, taking into account the characteristics183

of the multilingual corpus.184

3 Multilingual RAG: Solution to the185

Low-Resource Paradox186

3.1 Proposed Pipelines187

As discussed in the previous section, the mono-188

lingual RAG framework underperforms in the189

Japanese medical domain, mainly for two reasons:190

1https://www.merckmanuals.com/
2https://jdream3.com/
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Figure 2: Comparison of zero-shot performances of the
monolingual RAG framework.

the insufficiency of the corpus and the inadequacy 191

of the retriever. Therefore, we propose three new 192

multilingual RAG pipelines for the Japanese med- 193

ical field in Figure 1, attempting to address the 194

low-resource paradox. 195

Naive Cross-Lingual RAG Pipeline To address 196

the insufficiency of the monolingual corpus, we 197

propose to add English corpora to the Japanese 198

corpora and use a multilingual retriever to directly 199

retrieve reference paragraphs from it, as shown 200

in Figure 1(b). However, our experiments reveal 201

that this approach has a significant issue: language 202

bias. In other words, when the query is in Japanese, 203

the multilingual retriever tends to retrieve Japanese 204

paragraphs. This makes the inclusion of English 205

corpora pointless, as the RAG framework is likely 206

to continue referencing Japanese paragraphs. 207

Translation-Based Cross-Lingual RAG Pipeline 208

Language bias in multilingual retrievers is indeed 209

difficult to eliminate because language is inherently 210

a crucial component of the sentence embedding. 211

We propose to first translate all Japanese queries 212

3
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into English. Then, use the Japanese and English213

queries to retrieve paragraphs from corpora in their214

respective language. Finally, merge the retrieved215

paragraphs from both languages based on their re-216

trieval scores. This pipeline is presented in Figure217

1(c), and is proven to effectively solve the inherent218

language bias in the retriever.219

Reranker-Based Cross-Lingual RAG Pipeline220

Although the translation-based pipeline can simul-221

taneously address the issues of insufficient corpus222

and language bias, it still faces a few challenges.223

First, we haven’t solved the issue of the retriever’s224

inadequacy, as it still struggles to identify gold225

paragraphs that can effectively aid in the question226

answering. Second, not all LLMs have strong trans-227

lation capabilities, and improper translations can228

further diminish the retriever’s performance. In229

the translation-based pipeline, we directly used230

the datasets already translated in JMedBench, thus231

avoiding this issue. However, in practical applica-232

tions, we should still strive to minimize the perfor-233

mance loss caused by the translation process.234

Therefore, we propose a reranker-based cross-235

lingual RAG pipeline in Figure 1(d). We first use236

the original Japanese query to retrieve paragraphs237

from the Japanese and English corpora, indepen-238

dently. Then, we train a reranker to rerank these239

paragraphs. This pipeline can rank retrieved En-240

glish and Japanese paragraphs without language241

bias, while also avoiding the performance loss dur-242

ing the translation process.243

3.2 Reranker Training244

Motivation The reranker is a common compo-245

nent in the RAG pipeline, responsible for the sec-246

ond stage of ranking the documents retrieved by247

the retriever. Although rerankers indeed improve248

the performance of the RAG framework (Pradeep249

et al., 2022; Khattab and Zaharia, 2020), we hope to250

understand the underlying reasons for their neces-251

sity. We hypothesize that, for the RAG framework,252

the most helpful paragraph is the one most rele-253

vant to the question. An example is that a question254

and itself share the highest relevance because their255

sentence embedding are identical, but the question256

itself cannot provide any useful information for257

answering it. Instead, the most helpful paragraph258

should be the one most relevant to the ground truth259

answer, as it will guide the question in the right260

direction. In other words, the paragraphs which are261

retrieved with the answer can assist LLMs answer-262

ing the questions most effectively. 263

However, it is impossible to use the ground truth 264

answer for retrieval in practical scenarios, but we 265

can still use the "retrieve with the answer" method 266

to construct training data for rerankers and pro- 267

vide an upper bound for RAG performance. We 268

will elaborate on how to use this method to train a 269

reranker and verify the correctness of this hypothe- 270

sis. 271

Dataset Construction In our reranker, the input 272

is a query and a paragraph, and the output is a score 273

representing how well the paragraph can assist the 274

query in generating the correct answer. To train 275

such a reranker, we construct a dataset using the 276

"retrieve with the answer" method. 277

Queries are sourced from the training sets of dif- 278

ferent datasets in JMedBench. We chose a subset of 279

questions from different datasets to serve as query 280

input. 281

Paragraphs consist of golden paragraphs and ran- 282

dom paragraphs. We first use the ground truth 283

answer for each question to perform retrieval from 284

the corpora, obtaining the golden paragraphs for 285

each query. To ensure a balanced paragraph distri- 286

bution, we also sample several random paragraphs 287

from the corpora for each query. 288

We use the relevance between the ground truth 289

answer for each question and the paragraphs (inner 290

product of the sentence embeddings) as the scores. 291

Notably, the training dataset for the reranker is also 292

multilingual, aiming to eliminate language bias 293

through the reranker. Thus, if a paragraph is in 294

Japanese, we compute its relevance to the Japanese 295

ground truth answer; if it is in English, we compute 296

its relevance to the corresponding English ground 297

truth answer. 298

Using the above method, we construct a dataset 299

of 688K entries, with 80% used as the training set 300

and 20% as the validation set. 301

Training Settings We use a multilingual BERT 302

model3 with an additional fully-connected layer 303

as the base model, and then finetune it with the 304

training set described before. For the model input, 305

we concatenate the query and paragraph with the 306

[SEP] token. We use mean squared error (MSE) as 307

the loss function and Adam as the optimizer with 308

learning rate of 6× 10−6. We finetune the model 309

for 30 epochs using eight NVIDIA A100-SXM4- 310

40GB, which takes around 14 hours. 311

3https://huggingface.co/google-bert/
bert-base-multilingual-uncased
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3.3 Experiment Settings312

Datasets We will test our pipelines on these four313

translated datasets from JMedBench in the main314

experiments: MedMCQA_JP, USMLE-QA_JP,315

MedQA_JP, MMLU-medical_JP.316

LLMs & Prompts We will retain the settings in317

Section 2.2.318

Corpora We will retain the corpora in Section319

2.2 as the Japanese knowledge source. Besides,320

we will use English corpora to supplement the321

Japanese ones. The English corpora reference the322

settings in MedRAG (Xiong et al., 2024) and in-323

clude the following: Meditron training corpora 4,324

biomedical abstracts from PubMed 5, articles from325

StatPearls 6 and English medical textbooks (Jin326

et al., 2021).327

Corpus Lang. #Chunk #Chunk pct.(%)

MSD
JP

36K 0.13
10.49GDL 376K 1.30

Abs 2.6M 9.05

MDT

EN

49K 0.17

89.51PBM 25M 87.78
SP 324K 1.12
TB 125K 0.44

Table 1: Statistical information on the number of chunks
for each corpus, including MSD, Clinical Guideline
(GDL), J-Dream Abstract (Abs), Meditron training cor-
pora (MDT), PubMed(PBM), StatPearls (SP) and En-
glish textbook (TB).

The statistics of all corpora are presented in Ta-328

ble 1. We can observe that the English corpus329

makes up about 90% of the entire corpus, thereby330

covering a broader range of knowledge. Due to the331

dominance of English in scientific research, this332

phenomenon is quite common across various fields.333

Therefore, our approach has the potential to be334

extended to more low-resource language-domain335

pairs.336

3.4 Evidence of Language Bias337

In this section, we will verify the hypothesis of338

language bias: the retriever tends to retrieve para-339

graphs in the same language as the query.340

Figure 3 presents the results of our investigation341

into language bias. We use Japanese questions to342

retrieve paragraphs from the multilingual corpus,343

4https://huggingface.co/datasets/epfl-llm/
guidelines

5https://pubmed.ncbi.nlm.nih.gov/
6https://www.statpearls.com/
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Figure 3: The average proportion of Japanese para-
graphs among the top N paragraphs. Line styles rep-
resent different pipelines, while colors represent differ-
ent datasets. JPCorp line indicates the proportion of
Japanese paragraphs in the entire corpus.

and the proportion of Japanese paragraphs can re- 344

flect whether language bias exists. We can draw 345

the following conclusions from this figure. 346

Firstly, language bias is a severe problem. Al- 347

though Japanese paragraphs make up just 10.49% 348

of the total corpus, almost only Japanese para- 349

graphs are retrieved with Japanese queries in the 350

naive pipeline, because language is an important 351

component of the sentence embedding. It means 352

the addition of the English corpus will hardly bring 353

any changes to the results, even though it contains 354

a vast amount of new knowledge. 355

Secondly, translation-based and reranker-based 356

pipelines can effectively address the issue of lan- 357

guage bias. By using our proposed pipelines, the 358

proportion of retrieved Japanese paragraphs can 359

be reduced from nearly 100% to around 40%- 360

60%, with variation depending on the pipeline, the 361

dataset and the number of retrievals. 362

In summary, language bias is a severe issue to 363

multilingual RAG. We are confident that employing 364

a multilingual dataset for RAG is advantageous, as 365

it enables a broader spectrum of knowledge and 366

diverse viewpoints in multiple languages. However, 367

this is not a naive problem; we must use a more 368

suitable pipeline to deal with it. 369

3.5 Experiment Results 370

Table 2 and Table 7 respectively present the per- 371

formance of our proposed RAG pipelines with five 372

retrieved paragraphs under zero-shot and few-shot 373

5
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settings across different tasks. To provide a clearer374

insight into the results, we visualized the overall375

performance of the LLMs, which is presented in376

Figure 4. "JPCorp" represents that the pipeline only377

use the Japanese corpus, and "FullCorp" represents378

the full corpus. We will analyze this data from the379

following perspectives.380
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Figure 4: Comparison of zero-shot performances of the
RAG pipelines with different hyperparameters.

Corpus We can observe that using the full cor-381

pus generally results in better performance than382

using the Japanese-only corpus, with other condi-383

tions controlled. Using high-resource language384

knowledge to supplement the corpus can effec-385

tively address the paradox of RAG in low-resource386

language-domain pairs.387

Surprisingly, according to the experimental re-388

sults, LLMs are not only able to extract knowledge389

from paragraphs in different languages, but also390

capable of responding in the same language as the391

question, which exceeds our expectations.392

Pipeline Due to language bias, the naive RAG393

pipeline’s performance is almost same as the394

monolingual RAG pipeline. However, both the395

translation-based pipeline and the reranker-based 396

pipeline effectively aid the LLM in correctly an- 397

swering questions, thereby enhancing overall per- 398

formance. Since our trained reranker can better 399

understand which paragraphs are more helpful com- 400

pared to a retriever without a reranker, the reranker- 401

based pipeline achieves the best performance in 402

most cases. 403

The construction of the upper bound is similar 404

to the method used for constructing the training set 405

for the reranker. The upper bound is significantly 406

higher than all the results under the same condi- 407

tions. This also proves our hypothesis: the most 408

helpful paragraph should be the one most relevant 409

to the ground truth. 410

Number of Retrievals Compared to monolin- 411

gual RAG results, the LLM’s performance with a 412

reranker-based pipeline shows greater monotonic- 413

ity: increased number of retrievals leads to better 414

performances. This proves that our reranker is ef- 415

fective, because the top paragraphs after reranking, 416

effectively aid the LLM in answering questions 417

well. Therefore, moderately increasing the number 418

of retrievals is beneficial, as it helps the LLM find 419

some of the missing good paragraphs. 420

3.6 Discussions 421

In this section, we will further explore certain in- 422

teresting topics. Unless otherwise specified, the 423

results in this section utilize Qwen-2 as the base 424

model, the number of retrievals set as 1, and with 425

zero-shot prompting. 426

Further Study on Paragraph-Answer Relevance 427

One of the hypothesis is that, the most helpful para- 428

graph should be the one most relevant to the ground 429

truth. Thus, we are also interested in how LLMs 430

perform when referencing paragraphs with differ- 431

ent relevance to the ground truth answer. For con- 432

venience, we will refer to "relevance to the ground 433

truth" answer as the paragraph’s score. To ensure a 434

balanced distribution of paragraph scores, we set 435

a golden paragraph and a randomly sampled para- 436

graph for each question. The histogram in Figure 5 437

shows the distribution of paragraph scores, while 438

the line graph reflects the accuracy of question re- 439

sponses given paragraphs within each score range. 440

The overall trend indicates that the higher the rel- 441

evance between a paragraph and the ground truth 442

answer, the more likely the LLM is to provide the 443

correct answer when referencing it. 444
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Accuracy (%) MedM USM MedQ MML Aver
(Micro)

Zero-shot Evaluation

Qwen2 38.03 37.78 29.93 49.01 39.19
+Naive 36.82 34.96 27.65 48.10 37.64
+Translation 41.45 36.45 29.38 51.36 41.08
+Reranker(JPCorp) 41.09 38.21 33.85 50.96 41.74
+Reranker(FullCorp) 45.48 43.53 40.41 52.60 45.99
Upper Bound(JPCorp) 47.60 57.19 49.88 56.71 51.34
Upper Bound(FullCorp) 53.07 65.44 59.15 62.11 57.77

Llama3 31.94 30.71 24.82 36.77 31.75
+Naive 32.27 31.03 23.10 35.97 31.53
+Translation 37.03 32.05 27.18 41.74 35.86
+Reranker(JPCorp) 35.54 34.21 29.45 41.28 35.69
+Reranker(FullCorp) 38.98 36.78 35.52 46.19 39.71
Upper Bound(JPCorp) 50.32 59.07 56.25 52.43 52.95
Upper Bound(FullCorp) 54.67 66.46 62.61 55.69 57.81

Meditron 27.76 25.61 21.92 25.65 26.12
+Naive 27.99 25.92 21.05 23.89 25.76
+Translation 29.52 26.16 21.05 26.83 27.18
+Reranker(JPCorp) 28.93 26.24 23.29 25.39 26.93
+Reranker(FullCorp) 30.15 27.81 24.45 26.78 28.23
Upper Bound(JPCorp) 40.88 48.16 41.08 34.79 40.66
Upper Bound(FullCorp) 42.98 47.76 41.40 37.52 42.27

llm-jp 30.65 31.42 25.37 35.76 31.09
+Naive 30.60 30.40 24.35 34.95 30.59
+Translation 33.80 30.48 24.90 36.88 32.66
+Reranker(JPCorp) 34.11 33.11 29.61 37.28 33.99
+Reranker(FullCorp) 35.82 35.13 33.34 36.29 35.45
Upper Bound(JPCorp) 47.07 60.09 55.70 49.55 50.81
Upper Bound(FullCorp) 51.78 66.61 61.82 52.97 55.72

MMed-Llama3 35.43 34.72 28.28 38.27 34.88
+Naive 34.28 33.62 27.65 38.54 34.13
+Translation 38.13 35.51 28.99 43.13 37.48
+Reranker(JPCorp) 37.69 36.33 31.81 42.03 37.56
+Reranker(FullCorp) 41.06 38.74 36.40 45.01 40.89
Upper Bound(JPCorp) 48.34 51.77 46.82 50.03 48.99
Upper Bound(FullCorp) 50.35 54.67 49.18 50.72 50.90

Table 2: The performance of different LLMs with RAG framework on JMedBench with zero-shot prompting. The
bold text in the first column represents the model names, while the italic text indicates the names of the RAG pipeline
used. The best and second-best pipeline for each model’s performance are highlighted in bold and underlined,
respectively. The upper bound is not included in the performance ranking.

Contributions of corpora We also hope to study445

the contributions of each corpus to the reranker-446

based pipeline, particularly the differences between447

the Japanese and English corpora. Table 3 provides448

the distribution of corpus sources for the best para-449

graphs retrieved by the rerank-based pipeline, as450

well as the accuracy of answering questions us-451

ing paragraphs from each corpus. We can observe452

that the LLM performs quite well when Japanese453

paragraphs are retrieved using the reranker-based454

pipeline, even surpassing that with English para-455

graphs. One possible reason might be that the LLM456

is better at handling monolingual inputs. Itt also457

indicates that the paragraphs in the Japanese cor- 458

pus are of high quality and can enhance the LLM’s 459

performance in proper conditions. 460

We also conduct an ablation study on the cor- 461

pora in different languages. We force the LLM 462

not to use the optimally retrieved paragraphs and 463

instead retrieve from the corpus in the other lan- 464

guage. When the Japanese corpus was ablated, the 465

LLM’s performance was not significantly affected; 466

conversely, the LLM’s performance significantly 467

declines on questions originally referencing En- 468

glish paragraphs. It indicates that the shortcoming 469

of the Japanese corpus is the limited knowledge 470
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Figure 5: The score distribution of paragraphs and the
relationship between accuracy and paragraph scores.

Corpus Lang. Retrieval
(%)

Acc.(%) Overall
Acc.
(%)

Ablation
Acc.
(%)

MSD
JP

4.58 43.65
44.76 43.11GDL 7.83 45.17

Abs 50.22 44.80

MDT

EN

5.88 48.22

44.37 34.89PBM 25.78 43.39
SP 3.66 45.08
TB 2.07 44.38

Table 3: The distribution of corpus sources for the opti-
mal paragraphs retrieved by the rerank-based pipeline
and the accuracy when using each corpus source to an-
swer the questions.

coverage, which leads to the drastic performance471

drop when the English corpus is forbidden.472

Nevertheless, the Japanese corpus is not repla-473

cable by the English one. We list the performance474

of the LLM with Japanese, English, and the full475

corpus in Table 4 for comparison. Although the En-476

glish corpus outperforms the Japanese corpus due477

to its comprehensiveness, its performance is not478

as good as the full corpus, regardless of whether a479

reranker is used. Diversity still matters in the RAG480

corpus.481

We also compare the performance of our482

reranker with other open-source rerankers in Table483

4. Our reranker outperforms other ones because484

it is specifically trained for the Japanese medical485

domain, which proves the efficacy our proposed486

reranker training method. On the other hand, our487

reranker is even more outstanding on the full cor-488

pus, due to its capability of mitigating language489

bias.490

Reranker JPCorp ENCorp FullCorp

Proposed pipelines

Naive 37.49 40.75 -
Translation - - 40.86
Our Reranker 41.03 43.58 44.62

Open-source rerankers

multilingual-e5 7 39.89 42.38 40.12
Jina-reranker-v2 8 40.84 42.27 41.03
gte-multilingual 9 40.92 41.48 40.96

Table 4: Comparison of RAG performance using differ-
ent corpus, pipelines and rerankers.

4 Conclusions 491

In this paper, we identify the low-resource paradox, 492

demonstrating RAG’s limitations for low-resource 493

language-domain pairs, and leverage high-resource 494

language corpora as a solution. We address lan- 495

guage bias in multilingual RAG through translation- 496

based and reranker-based pipelines. Additionally, 497

we introduce a novel training method for multilin- 498

gual rerankers, reducing language bias and enhanc- 499

ing retrieval quality across diverse languages. 500

We believe that using multilingual corpora for 501

RAG will be the trends in the future. On one hand, 502

the existence of high-resource language corpora 503

effectively addresses the issue of knowledge cov- 504

erage for low-resource language corpora. On the 505

other hand, low-resource language corpora can of- 506

fer different cultural perspectives to avoid biases 507

inherent in high-resource language users. We hope 508

our work can serve as a reference for further re- 509

searches. 510

5 Related Work 511

Retrieval Augmented Generation (RAG) The 512

Retrieval-Augmented Generation (RAG) frame- 513

work enhances LLMs by integrating external 514

knowledge retrieval, addressing hallucinations is- 515

sues (Fan et al., 2024). RAG could employs sparse 516

(Robertson et al., 2009) or dense (Karpukhin et al., 517

2020) retrieval methods, or joint optimization (Guu 518

et al., 2020). 519

Cross-lingual RAG While RAG enhances 520

LLMs’ factuality and reduces hallucinations, it 521

struggles in cross-lingual settings. The BOR- 522

DIRLINES dataset (Li et al., 2024) reveals biases 523

in geopolitical disputes, while the mRAG pipeline 524

(Chirkova et al., 2024) highlights challenges like 525

code-switching and fluency errors. 526
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6 Limitations527

There are still some limitations in this paper that528

we hope to improve upon in future work, which is529

listed as followed.530

• In this paper, we explored only two languages:531

Japanese as a representative of low-resource532

languages and English as a representative of533

high-resource languages. Introducing cor-534

pora from more languages would broaden the535

knowledge coverage and allow for a better536

study of the impact of different language cor-537

pora on LLM performance.538

• To our best knowledge, mContriever is cur-539

rently the most popular multilingual retriever.540

However, the quality gap in retrieval by the541

retriever itself cannot be entirely compensated542

for by a reranker. Therefore, we hope to ex-543

plore different retrievers in the future and com-544

pare their performance.545

• This paper, particularly in the discussion part,546

we primarily examined the performance with547

the number of retrievals equal to one. The548

main reason is that the interactions among549

multiple retrieved documents are significantly550

more complex than those involving a single551

retrieved document. When the content of mul-552

tiple articles is complementary, similar, or con-553

tradictory, the RAG pipeline may exhibit dif-554

ferent performances. We hope to explore this555

further in future research.556
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A Prompt for RAG Pipelines668

The prompt template used in the pipelines is listed669

in Table 5.670

In few-shot prompts, we follow the setting in the671

JMedBench paper, where samples are randomly672

selected from the training set and included as few-673

shot examples before the actual question. However,674

{context} in the few-shot examples are not in-675

stantiated, to prevent knowledge leak. We replace676

{context} with a piece of text: ***質問に関する677

文脈***, which means "*** Context related678

to the question ***".679

Prompt Tem-
plate

Prompt Content

Original 文脈：{context}
質問：{question}
選択肢：{options}
答え：

Translated Context：{context}
Question：{question}
Options：{options}
Answer：

Table 5: The template for MCQA task with RAG
framework. In few-shot prompting, before the ac-
tual question, the prompt content will be repeated
for num_shot more times, instantiated with question,
options and answer sampled from the training set.
However, {context} is replaced with a piece of text:
***質問に関する文脈***.

B Experiment Results of the Monolingual 680

RAG Pipeline 681

The performances of the monolingual RAG 682

pipeline is listed in Table 6. 683

C Experiment Results (Few-shot) of the 684

Multilingual RAG Pipeline 685

The few-shot performances of the multilingual 686

RAG pipeline is listed in Table 7. 687

D Reranker training 688

Figure 6 shows the relationship between the accu- 689

racy of answers from the reranker-based pipeline 690

and the number of reranker training epochs. As 691

training progresses, the reranker gradually learns 692

which paragraphs can more effectively assist in 693

answering questions, resulting in an increase in 694

accuracy. We believe there are many ways to opti- 695

mize the training of the reranker, such as through 696

dataset construction and the setting of the loss func- 697

tion. However, due to space constraints, we will not 698

cover these in detail. Nonetheless, we are confident 699

that our proposed reranker training method is easy 700

to implement, scalable, can effectively enhance 701

model performance, and can effectively mitigate 702

language bias. 703
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Accuracy (%) IGA JMM MedM USM MedQ MML Pub Aver
(Micro)

Zero-shot Evaluation

Qwen2 40.75 43.90 38.03 37.78 29.93 49.01 55.20 41.17
+MSD 38.56 41.46 36.22 36.45 29.46 46.50 55.00 39.48
+MSD+GDL 35.44 40.13 35.24 36.14 28.28 45.86 55.30 38.50
+MSD+GDL+Abs 39.44 42.72 37.22 36.06 27.41 48.32 55.30 40.09
Llama3 25.94 35.09 31.94 30.71 24.82 36.77 55.40 33.62
+MSD 28.50 33.91 30.79 31.11 23.25 35.86 39.10 31.66
+MSD+GDL 25.88 32.10 32.37 30.16 23.57 34.26 52.80 32.64
+MSD+GDL+Abs 29.05 34.23 32.85 30.79 23.64 35.81 40.20 32.56
Meditron 21.94 25.65 27.76 25.61 21.92 25.65 56.50 28.28
+MSD 21.75 24.70 28.40 27.34 20.74 24.37 55.00 28.12
+MSD+GDL 21.25 24.78 27.90 25.92 20.90 24.48 55.20 27.81
+MSD+GDL+Abs 22.06 24.70 27.49 26.63 20.90 24.80 55.20 27.85
llm-jp 27.56 36.43 30.65 31.42 25.37 35.76 54.60 33.35
+MSD 30.56 35.56 31.58 30.32 25.22 33.08 50.20 32.91
+MSD+GDL 29.69 33.60 31.27 31.89 25.22 33.67 52.20 32.95
+MSD+GDL+Abs 31.81 34.54 31.25 30.87 24.98 34.53 51.10 33.13
MMed-Llama3 31.50 36.43 35.43 34.72 28.28 38.27 65.20 37.32
+MSD 32.82 35.48 34.21 35.35 29.85 38.21 53.00 36.10
+MSD+GDL 31.38 34.23 34.23 34.33 26.47 36.77 50.40 34.93
+MSD+GDL+Abs 35.19 35.80 34.54 33.70 27.26 38.86 54.00 36.18

Few(2)-shot Evaluation

Qwen2 51.75 52.95 42.43 42.66 36.45 62.43 56.50 48.06
+MSD 50.94 49.88 41.52 41.01 35.43 58.31 54.80 46.26
+MSD+GDL 50.94 49.41 41.67 40.69 34.96 58.74 55.20 46.28
+MSD+GDL+Abs 52.88 50.51 42.43 41.40 36.37 59.33 55.30 47.16
Llama3 33.63 37.21 35.29 34.49 27.73 41.42 52.20 36.85
+MSD 35.60 36.35 34.62 34.80 27.02 40.19 52.80 36.51
+MSD+GDL 34.44 35.48 34.64 33.46 26.55 39.87 52.10 36.02
+MSD+GDL+Abs 37.00 37.77 35.02 33.78 27.10 44.03 51.90 36.39
Meditron 21.94 27.38 28.90 26.63 23.17 28.06 55.00 29.37
+MSD 21.06 25.96 27.25 25.45 21.13 25.39 55.20 27.81
+MSD+GDL 21.50 26.59 26.99 25.69 20.97 25.76 55.00 27.87
+MSD+GDL+Abs 22.34 26.36 27.21 24.74 21.05 26.24 54.80 27.96
llm-jp 36.75 36.90 31.72 31.66 26.47 40.35 53.90 35.36
+MSD 36.69 34.30 31.53 30.95 25.94 39.02 51.50 34.57
+MSD+GDL 36.44 35.80 31.51 31.66 26.55 37.79 49.50 34.37
+MSD+GDL+Abs 37.94 37.20 31.51 31.97 27.26 38.48 51.30 35.03
MMed-Llama3 43.50 44.53 38.90 40.06 33.94 48.00 56.30 42.38
+MSD 43.19 41.62 38.03 39.43 32.44 45.43 54.80 40.98
+MSD+GDL 44.00 41.15 37.80 38.26 32.21 45.59 54.40 40.76
+MSD+GDL+Abs 46.13 41.46 38.25 39.98 32.60 45.70 55.00 41.42

Table 6: The performance of different LLMs with RAG framework on JMedBench. The bold text in the first
column represents the model names, while the italic text indicates the names of the corpora used, including MSD
(MSD Manual), GDL (Clinical Guideline), Abs (J-Dream Abstract). The best and second-best performances are
highlighted in bold and underlined, respectively.
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Accuracy (%) MedM USM MedQ MML Aver
(Micro)

Few(2)-shot Evaluation

Qwen2 42.43 42.66 36.45 62.43 45.93
+Naive 41.69 41.56 35.98 59.06 44.60
+Translation 45.37 40.93 36.29 60.18 46.59
+Reranker(JPCorp) 44.34 42.82 38.97 61.15 46.98
+Reranker(FullCorp) 46.99 44.50 41.08 61.49 48.90
Upper Bound(JPCorp) 47.76 53.26 46.43 62.69 51.63
Upper Bound(FullCorp) 51.97 58.76 54.36 66.72 56.54

Llama3 35.29 34.49 27.73 41.42 35.39
+Naive 34.57 33.62 26.55 39.87 34.40
+Translation 40.78 34.49 28.28 47.78 39.52
+Reranker(JPCorp) 38.82 35.59 31.51 43.56 38.29
+Reranker(FullCorp) 40.99 36.09 34.56 47.70 40.77
Upper Bound(JPCorp) 42.58 44.93 41.79 48.80 44.16
Upper Bound(FullCorp) 46.31 51.61 47.60 52.43 48.62

Meditron 28.90 26.63 23.17 28.06 27.53
+Naive 27.83 23.57 19.72 23.78 25.12
+Translation 29.93 25.45 21.21 29.98 27.99
+Reranker(JPCorp) 28.15 24.98 20.85 26.35 26.21
+Reranker(FullCorp) 29.72 25.75 19.64 30.24 27.75
Upper Bound(JPCorp) 36.31 38.96 34.09 33.83 35.83
Upper Bound(FullCorp) 39.21 41.40 35.43 36.50 38.39

llm-jp 31.72 31.66 26.47 40.35 32.81
+Naive 31.70 31.50 26.55 37.89 32.25
+Translation 36.17 32.76 27.18 42.44 35.70
+Reranker(JPCorp) 33.53 33.31 30.18 4̆2.39 34.93
+Reranker(FullCorp) 36.78 35.54 32.75 43.26 37.41
Upper Bound(JPCorp) 41.48 52.00 48.70 48.05 45.54
Upper Bound(FullCorp) 46.43 59.39 53.97 51.10 50.48

MMed-Llama3 38.90 40.06 33.94 48.00 40.32
+Naive 38.23 39.28 32.99 45.80 39.26
+Translation 42.55 37.08 33.54 51.10 42.27
+Reranker(JPCorp) 40.42 39.76 36.66 48.48 41.52
+Reranker(FullCorp) 42.11 40.49 38.56 52.24 43.55
Upper Bound(JPCorp) 42.43 45.72 42.18 52.00 44.96
Upper Bound(FullCorp) 45.82 49.80 46.90 54.20 48.39

Table 7: The performance of different LLMs with RAG framework on JMedBench with few(2)-shot prompting. The
bold text in the first column represents the model names, while the italic text indicates the names of the RAG pipeline
used. The best and second-best pipeline for each model’s performance are highlighted in bold and underlined,
respectively. It should be noted that the upper bound is not included in the performance ranking.
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Figure 6: The performance of the reranker-based
pipeline with respect to the number of training epochs.
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