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Abstract—As a highly effective method for generating test cases, 

adaptive random testing is widely utilized across various fields, 

including fuzzing and AI testing. Among the numerous functional 

testing approaches, random testing serves as the fundamental 

method. It involves the random selection of test cases from the 

input domain until a specific condition is met, such as identifying 

errors within a software system. However, due to its limited 

utilization of additional information, the effectiveness of random 

testing is constrained. Consequently, adaptive random testing has 

been proposed to ensure the randomness of test cases and their 

even distribution throughout the entire input domain. This project 

focuses on numerical programs with an aim to replicate existing 

classical adaptive random testing algorithms and compare their 

efficacy. After studying the source code of the framework and 

conducting a thorough review of relevant academic literature, our 

team incorporated their own insights into the process of 

reconstructing the work of predecessors. Subsequently, we 

independently developed a comprehensive framework that 

facilitated customized data transmission, test case generation and 

execution, as well as evaluation procedures. Additionally, we 

utilized echarts to generate visually intuitive charts on the front-

end. 

Index Terms—Adaptive random test, replication technology, 

numerical programs , frontend and backend development 

 

I. INTRODUCTION 

oftware testing is a crucial component of the software 

development life cycle, ensuring that the system adheres to 

specifications and minimizes errors. As software complexity 

and version iterations increase, maintaining quality and reliability 

in a time-efficient and cost-effective manner becomes paramount, 

particularly in large, fast-paced companies that adopt Continuous 

Integration (CI) strategies. CI facilitates early detection of system 

defects, provides developers with rapid feedback on code quality, 

shortens the software development cycle, and enhances product 

quality. Regression testing is essential for managing software 

changes and has become impractical to re-run entirely for large-

scale industrial systems due to the prevalence of continuous 

integration. To reduce regression testing costs and improve 

efficiency, various test case optimization techniques have been 

proposed. 

Regression testing, as one of the tools for managing software 

changes, becomes the most important part of practical software 

testing. And with the prevalence of continuous integration, it 

becomes impractical to re-run the entire test suite for large-scale 

industrial systems. In order to reduce the cost of regression testing 

and improve the efficiency of regression testing, a variety of test 

case optimization techniques have been proposed, such as test case 

identification and repair, test suite reduction, test suite expansion, 

test case selection and test case prioritization. 

Numerical program orientation in Adaptive Random Testing 

(ART) ensures that test cases are primarily focused on numerical 

programs, allowing for efficient and adaptive generation of evenly 

scattered test cases throughout the input domain. Nevertheless, 

ART applied to various fields has different points. Numerical 

program orientation means that the test cases we are primarily 

interested in should be related to numerical programs. 

Random testing is highly efficient in generating test cases; 

however, it has a fatal shortcoming: limited utilization of additional 

information beyond the given data, which can act as a constraint 

when testing diverse types of software. In contrast, Adaptive 

Random Testing (ART) ensures the randomness and even 

distribution of test cases throughout the entire input domain, 

making it "adaptive". ART has gained industry recognition for 

combining the strengths of random testing while mitigating its 

weaknesses. This indicates that adaptive random testing for 

numerical programs is a well-established yet dynamic field, 

offering valuable insights for further exploration. 

By delving into the source code of the framework and 

leveraging insights from literature reviews, this paper enriches the 

existing knowledge base by infusing its own perspectives into the 

recreation process. It constructs a comprehensive framework 

encompassing custom data transmission, test case generation, 

operation, and evaluation. Additionally, it employs echarts to 

create visually appealing charts in the frontend, enhancing the 

overall presentation of the research findings. 

From the aforementioned information, it is evident that 

adaptive random testing for numerical programs represents a well-

established yet dynamic field, from which we can continue to 

derive substantial insights. Our team leveraged the source code of 

the framework and integrated findings from relevant literature to 

enhance our understanding. Through this process, we incorporated 

original perspectives while reconstructing predecessor content, 

ultimately developing a customized framework encompassing data 

transmission, test case generation and execution, as well as 

evaluation capabilities. Additionally, we utilized echarts to 

generate visually intuitive charts on the front-end. 
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II. PROJECT STRUCTURE 

A. Overall Architecture 

The overall aechitecture of project is shown as figure 1.The 

frontend only interacts with the Controller and sends GET and 

POST requests wrapped in single and multiple request objects. 

Controller core functions consists of task distribution, receiving 

and sending requests.The primary functions of the two ART 

modules are as follows: The ART_Empirical module executes 
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aspecific ART algorithm and validates the results produced by 

said algorithm; while the ART_Algorithm module conducts 

mutation testing and calculates compilation kill rate. 

  
Fig. 1. Overall architecture of project 

 

B. Frontend Architecture 

The frontend adopts vue3 architecture, with utility class 

components folder components, modules network and router 

responsible for data transmission, and two independent pages 

views. Figure 2 reveals the brief structure of the front-end source 

code. The main function is page display, including ART form 

input information collection, ART results visualization, single or 

multiple ART algorithm switching. 

 
Fig. 2. Structure of the front-end source code 
 

C. Backend Architecture  

The back end is mainly composed of three modules: 

Controller, ART_Algorithm and ART_Empirical.   

1) Controller  

Con troller receives the front-end data, parses the 

request, sends the request to ART_Empirical to generate 

test cases and runs the simulation test. After the test 

cases are generated, ART_Algorithm is wakened to test the 

mutation kill rate.  

The structure of Controller is shown in figure 3. Spring 

Boot interacts with the frontend, encapsulating request 

objects and return objects, and stateless services. The 

Socket communicates with the backend and customizes the 

protocol interaction. For multi-TCP evaluation, the 

evaluation method is customized. 

 
Fig. 3. Structure of Controller 

 

2) ART_Algorithm  

ART_Empirical takes the Controller command, extracts 

and parses the test request body, and returns a partial 

evaluation result. It implements a custom evaluation 

framework, custom data extraction methods with common, 

unified data encapsulation, 15+1 ART algorithms, custom 

data storageThe structure of ART_Algorithm is shown in 

figure 4. 

 
Fig. 4. Structure of ART_Algorithm 

 

3) ART_Empirical 

ART_Algorithm receives Controller commands, runs ART 

to generate test cases, stores them, and returns partial 

evaluation results. It implements a custom test run and 

evaluation framework and custom data extraction. 



 

 
Fig. 4. Structure of ART_ Empirical 

 

 

III. ALGORITHM 

We successfully archieved 18 ART algorithms.Their categories, 

names and source paper information are as follows: 

 

 

 
TABLE I 

CATEGORIES, NAMES AND SOURCE PAPER INFORMATION OF 

18 ART ALGORITHMS 

 

Next we choose some important algorithms and explain their 

principle and code implementation. 

A. FSCS-ART-DNC 

The flow chart of the algorithm is as follows, where the red 

box part is the addition of the algorithm based on FSCS. 

 

B. RRT-DNC 

The algorithm adopts the same idea as FSCS-ART-DNC, but it is 

implemented on RRT instead of FSCS-ART. 



 

 
 

D. Inverted FSCS-ART 

This algorithm is an improvement of FSCS-ART, which 

mainly solves the problem that FSCS-ART selects more test 

cases from the edge region than from the center region in the 

high-dimensional input domain. The method provided is to 

reverse the edge/center distribution of FSCS-ART test cases, 

so as to improve the fault detection efficiency. 

Function (5) maps the FSCS-ART test cases from the edge to 

the center region, or from the center to the edge region. 

 

 
 

E. Proportional Random Testing 

 
 

IV. EXPERIMENT 

The code provides a Main function that the user can interact 

with, allowing the user to select one or more ART algorithms to 

test. 

 
Fig. 4. Running screenshots 

 

A. Test Mode and Parameters 

We use simulation tests, and for each ART method, there will 

be 2 input domain dimensions, 4 failure rates, and 3 failure domain 

types. So for each method, we get 24 trials. We run each 1000 times 

and compute the average F-measure, F-art/F-rt, as well as the 

running time. 

 



 

 

B. Test Results 

The results are stored in 'ARTEmpirical-main/result', which 

contains a txt file with details for each method on 2D and 3D 

input fields, 0.001 failure rate, three failure field types, and an 

'ART_Result_Summary.csv' file with all the results. In the 

'ART_Result_Summary.csv' file, there are 24 pieces of data 

about each ART algorithm, for example for the DMART 

algorithm: 

 
Fig. 5. DMART_Result_Summary.csv 

 

C. Comparison of Different Algorithms  

Figure 6 and 7 reveals the F-measure and running time of 

different algorithms. 

 
Fig. 6. F-measure of different algorithms 

 

 
Fig. 7. Running time of different algorithms 

 

D.  Web-based running 

We choose the single ART analysis as example. the 

algorithm is FSCS, the numerical program is Bessj, and 

the running time is about 15 minutes with the case of 

block-level failure domains. 

Figure 7 and Figure 8 reveal the front-end page and 
back-end in the example experiment. 

 
Fig. 7. Front-end page  
 

 

 

 



 

 
Fig. 8.  backend  page 

 

V. CONCLUSION 

Adaptive random testing emerges as a highly effective 

approach for test case generation, widely adopted in diverse 

fields such as fuzzing and AI testing. While random testing 

serves as a fundamental method in functional testing, its 

effectiveness is limited by the lack of utilization of additional 

information beyond the input domain. To address this 

constraint, adaptive random testing has been introduced to 

ensure the randomness and uniform distribution of test cases 

throughout the input domain. 

In this article, we specifically focused on numerical 

programs, aiming to replicate classical adaptive random 

testing algorithms and assess their effectiveness. By 

examining the source code of the framework and conducting a 

comprehensive review of relevant academic literature, our 

team integrated their unique perspectives into the process of 

reconstructing the work of previous researchers. Subsequently, 

we developed a comprehensive framework that enabled 

customized data transmission, test case generation, execution, 

and evaluation processes. Furthermore, we leveraged echarts 

to create visually intuitive charts on the front-end, enhancing 

the presentation of our research findings. 
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