Optimized Text Embedding Models and Benchmarks
for Amharic Passage Retrieval

Anonymous ACL submission

Abstract

Recent work has introduced several fam-
ilies of neural retrieval approaches that
use transformer-based pre-trained language
models to improve multilingual and cross-
lingual retrieval. Their effectiveness for low-
resource, morphologically rich languages such
as Ambharic remains underexplored and often
limited due to data scarcity and suboptimal to-
kenization. We address this gap by introducing
Ambaric-specific dense retrieval models based
on pre-trained Amharic BERT and RoBERTa
architectures. Our proposed RoBERTa-Base-
Ambharic-Embed (with a modest 110M pa-
rameters) outperforms the strongest multilin-
gual model, Arctic Embed 2.0 (568M parame-
ters), with a 5.01% relative improvement in
MRR@10 and a 3.34% gain in Recall@10.
Even more compact variants that we introduce,
such as RoBERTa-Medium-Amharic-Embed
(with just 42M parameters), remain competi-
tive despite being 14x smaller. We benchmark
our proposed models against sparse and dense
retrieval approaches to systematically evalu-
ate retrieval performance in Amharic. We re-
veal fundamental challenges in low-resource
settings, underscoring the need for language-
specific adaptation. Our work demonstrates
the importance of optimizing retrieval models
for morphologically complex languages and
establishes a strong foundation for future re-
search. To facilitate further advancements in
low-resource information retrieval, we release
our dataset, codebase, and trained models at
our public repository.

1 Introduction

As a foundational task in natural language pro-
cessing (NLP), document retrieval plays a cru-
cial role in applications such as open-domain
question answering (Chen et al., 2017) and fact-
checking (Thorne et al., 2018). Traditional re-
trieval systems use lexical similarity techniques
like TF-IDF and BM25 (Robertson and Walker,

1997; Robertson and Zaragoza, 2009), efficiently
match queries to documents using lexical similarity
but struggle with vocabulary mismatch and seman-
tic ambiguity, limiting their generalizability to syn-
onyms and paraphrases. These challenges are par-
ticularly pronounced in morphologically rich lan-
guages, where high inflectional variability and com-
plex morphology complicate exact-match retrieval.
Suboptimal tokenization in multilingual models
further exacerbates these issues, leading to over-
segmentation and inefficient subword representa-
tions (Rust et al., 2021). As a result, word-based
indexing methods fail to capture non-concatenative
morphology, affixation, and orthographic varia-
tions, degrading retrieval effectiveness. To address
these limitations, retrieval models must move be-
yond lexical overlap and incorporate robust seman-
tic representations.

Neural retrieval models. Neural retrieval mod-
els have significantly advanced document rank-
ing by using transformer-based pre-trained lan-
guage models, achieving state-of-the-art perfor-
mance in question-answering benchmarks such
as MS MARCO (Campos et al., 2016) and Nat-
ural Questions (Kwiatkowski et al., 2019). These
models fall into three main categories (Yates et al.,
2021): (i) learned sparse retrieval (e.g., SPLADE,
Formal et al., 2021a), which enhances queries
and documents with context-aware term expan-
sions; (ii) dense retrieval (e.g., DPR, Karpukhin
et al., 2020), which maps text into dense vector
spaces for efficient retrieval, employing a dual-en-
coder architecture that encodes queries and docu-
ments separately, a design that limits their effec-
tiveness for fine-grained relevance modeling; and
(iii) cross-encoders (e.g., Nogueira and Cho, 2019;
Nogueira et al., 2019), which address this limitation
by jointly encoding query-document pairs, captur-
ing richer contextual interactions, with a computa-
tional overhead that restricts their use to re-ranking
candidate documents (Humeau et al., 2020). As an
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alternative, late-interaction models (e.g., ColBERT,
Khattab and Zaharia, 2020), introduce token-level
interactions and strike a balance between the effi-
ciency of dense retrieval and the expressiveness of
cross-encoders.

A newer paradigm, generative information re-
trieval (Tay et al., 2022; Metzler et al., 2021) uses
pre-trained encoder-decoder models to consolidate
indexing, retrieval, and ranking into a single gener-
ative framework. While promising, it lags behind
dense retrieval in handling large-scale datasets and
dynamic updates, requiring further study of its scal-
ability and effectiveness (Pradeep et al., 2023).

Research gap. Despite these advances, neural re-
trieval remains understudied for morphologically
complex, low-resource languages like Ambharic.
Most retrieval models are optimized for high-
resource languages, with prior studies focusing
on transfer learning from these languages (Zeng
et al., 2023). Despite advancements in multilin-
gual embedding models (Wang et al., 2024; Yu
et al., 2024), these approaches remain inadequate
for morphologically rich languages due to subopti-
mal tokenization, poor subword segmentation, and
weak cross-lingual transfer (Ustiin et al., 2019).
Section 2 further explores the importance of ad-
dressing this gap in information retrieval research.

Our contribution. To fill the gap identified above,
we focus on Ambharic and introduce Ambharic-
optimized retrieval models and benchmarks, con-
tributing in the following key areas: (i) Amharic
text embeddings: we develop dense retrieval mod-
els for Ambharic, leveraging Amharic BERT and
RoBERTa as base models, improving passage rank-
ing accuracy for morphologically complex text.
(i1) The first systematic benchmark for Amharic:
we evaluate both sparse and dense retrieval mod-
els on Ambharic, establishing retrieval performance
baselines. (iii) A language-specific vs. multilingual
analysis: we demonstrate that Amharic-optimized
models outperform general-purpose multilingual
embeddings, validating the need for linguistic spe-
cialization. (iv) A public benchmark dataset: we
adapt the Amharic News dataset into an MS MAR-
CO-style passage ranking corpus, enabling further
reproducible research here.

2 Motivation

Recent studies highlight systemic shortcomings in
low-resource language technologies, leading to re-
trieval failures, biased outputs, and exposure to

harmful content (Shen et al., 2024; Nigatu and
Raji, 2024). For example, Nigatu and Raji (2024)
find that Amharic-speaking YouTube users fre-
quently encounter policy-violating content due to
retrieval systems misinterpreting benign queries.
These errors stem from foundational limitations in
information retrieval (IR) systems, which are opti-
mized for high-resource languages like English and
struggle with morphologically complex languages
like Amharic. The consequences extend beyond
search engines: Sewunetie et al. (2024) demon-
strate that retrieval failures in machine translation
propagate gender bias, defaulting Amharic occu-
pational terms to male forms even when the con-
text is gender-neutral. Such errors reflect broader
research gaps in NLP, where systems dispropor-
tionately prioritize high-resource languages, exac-
erbating inequities for underrepresented linguistic
communities (Shen et al., 2024).

Ambharic, Ethiopia’s official language and the
second most spoken Semitic language (Gezmu
et al., 2018), presents unique challenges for IR.
Its root-based templatic morphology allows a sin-
gle root to generate multiple derived forms. These
morphological variations, combined with the Ge’ez
script (an Abugida with 33 base characters and com-
plex syllable formations), make it structurally dis-
tinct from Indo-European and other well-resourced
languages, rendering conventional retrieval models
ineffective. Addressing these challenges requires
Ambharic-specific embedding models tailored for
passage retrieval. While recent efforts (Belay et al.,
2021; Azime et al., 2024b) have advanced Ambharic
NLP, their primary focus is not on retrieval opti-
mization. Our work directly addresses this gap by
optimizing retrieval methods to better accommo-
date Amharic’s structural complexities, ultimately
improving access to reliable and unbiased informa-
tion in low-resource linguistic contexts.

3 Related Work

Retrieval systems commonly adopt a two-stage
pipeline to optimize efficiency and effectiveness:
(i) First-stage retrieval efficiently retrieves candi-
date documents using lightweight methods such as
sparse or dense retrieval. (ii) Re-ranking refines
the ranking with more computationally intensive
models, such as cross-encoders.

Sparse retrieval. Sparse retrieval is fundamental
in IR, with BM25 known for its efficiency, inter-
pretability, and cross-domain robustness (Robert-
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son and Zaragoza, 2009). It struggles with vo-
cabulary mismatch and morphological variability,
which are particularly problematic in morphologi-
cally rich languages like Amharic. Learned sparse
retrieval (LSR) methods (Formal et al., 2021b,a)
mitigate these issues by dynamically weighting
and expanding terms, enhancing relevance while
maintaining interpretability (Dai and Callan, 2020).
LSR is constrained in low-resource settings due to
limited annotated data, unseen dialectal diversity,
and morphological complexity (e.g., Amharic’s
templatic morphology), which requires specialized
subword tokenization or morphological analyzers
that are often unavailable.

Dense retrieval. Dense retrieval encodes queries
and documents into a shared semantic space for ef-
ficient approximate nearest neighbor search (John-
son et al., 2019; Karpukhin et al., 2020; Xiong et al.,
2021). While it mitigates lexical mismatches, its
effectiveness in low-resource languages is limited
by the need for large-scale labeled data. Multi-
lingual base models such as mBERT (Pires et al.,
2019), XLM-R (Conneau et al., 2020), and African
language-specific models like SERENGETI (Ade-
bara et al., 2023) and AfriBERTa (Ogueji et al.,
2021) partially address data scarcity through cross-
lingual pre-training. But their effectiveness in mor-
phologically complex languages, such as Ambharic,
has not been thoroughly investigated.

Recent advances in unsupervised contrastive
learning, such as Contriever (Izacard et al., 2022),
have shown strong zero-shot and multilingual re-
trieval performance, particularly in cross-lingual
transfer and retrieval without labeled data. But
their effectiveness in morphologically complex lan-
guages like Amharic remains unexplored, as exist-
ing evaluations do not account for challenges posed
by root-based and templatic morphologies.

Beyond data scarcity, retrieval performance is
further constrained by morphological complexity
and tokenization challenges. Amharic’s templatic
morphology often causes standard subword tok-
enizers to over-segment words into non-morphemic
units, leading to fragmented representations that ob-
scure semantic relationships. Broader research on
multilingual tokenization quality (Rust et al., 2021)
suggests that excessive segmentation in morpho-
logically rich languages introduces noise into sub-
word representations, thus degrading performance
in downstream tasks.

Despite recent advances in multilingual dense re-

trieval, state-of-the-art models,! such as Arctic Em-
bed 2.0 (Yu et al., 2024) and Multilingual E5 Text
Embeddings (Wang et al., 2024), continue to strug-
gle with highly inflected languages. These mod-
els often produce suboptimal tokenization, frag-
mented subword representations, and inefficient
embeddings, ultimately limiting their retrieval ef-
fectiveness. Our empirical findings in Section 6.3
illustrate the extent to which tokenization errors
impact retrieval performance in Amharic.

Bridging the gap in Amharic IR. Retrieval sys-
tems are primarily optimized for high-resource lan-
guages, exacerbating performance disparities in
low-resource settings like Amharic (Nigatu and
Raji, 2024). Prior research in Amharic IR has ex-
plored pre-trained embeddings (Word2Vec, fast-
Text, AmMRoBERTa, Belay et al., 2021), morpholog-
ical tools (e.g., annotation frameworks, WordNet-
based query expansion, Yeshambel et al., 2021),
and cross-lingual transfer via multilingual mod-
els (AfriBERTa, Azime et al., 2024a). Systematic
evaluations of both sparse and dense retrieval ar-
chitectures remain absent, making principled com-
parisons difficult and leaving the effectiveness of
different retrieval paradigms in Amharic IR largely
unexamined.

Yeshambel et al. (2020) introduce 2AIRTC,
a TREC-style test collection for standardized
Ambharic IR evaluation, but it lacks baseline re-
trieval benchmarks and complete relevance judg-
ments, making recall-based assessments unreliable.
To ensure robust evaluation, we conduct our main
experiments on the Amharic News Text Classifica-
tion Dataset (AMNEWS) (Azime and Mohammed,
2021), formatted in the MSMARCO passage re-
trieval style (see Section 5). A detailed analysis
of 2AIRTC, its limitations, and our evaluations on
this dataset is presented in Appendix A.

Our work addresses these gaps by introducing
Ambharic-specific optimizations (Section 4.2), in-
cluding the use of stronger and more compact
encoder base models to train embedding models
that better accommodate Ambharic’s morpholog-
ical complexity, along with contrastive training.
Additionally, we train a late-interaction Amharic-
specific CoIBERT model and benchmark Ambharic
passage retrieval across both sparse and dense archi-
tectures. This enables rigorous and well-founded
comparisons across retrieval paradigms.

1https://huggingface.co/spaces/mteb/
leaderboard
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4 Methodology

In this section, we outline our approach to Amharic
dense retrieval. We first review dense retrieval
models and ColBERT, which underpin our retrieval
framework. We then introduce our Amharic embed-
ding models, detailing their architecture, training
setup, and optimization strategy.

4.1 Preliminaries

Dense retrieval models

Dense retrieval maps queries and passages into
a shared vector space using transformer-based
encoders (Karpukhin et al., 2020). Given a
query ¢ and a set of candidate passages P =
{p1,p2, ..., PN}, a dense retrieval model maps each
input to a fixed-length vector representation using
a transformer-based encoder Enc(-):

Genc = EnCQ(Q)7 Penc = El’le(p) (D
The relevance of a passage p to a query ¢ is then
determined using cosine similarity or dot prod-
uct, computed as f(q,p) = sim(Genc, Penc ) Where
sim(+, -) denotes similarity in the shared embedding
space.

CoIBERT: Late interaction retrieval

CoIBERT (Khattab and Zaharia, 2020) improves
query-document interactions by preserving token-
level embeddings:

7hgl}7 Penc = [h;l;v h?)) o

Genc = [h;, hg, - ,hg] 2)
where hfl and hﬁ; represent contextualized token
embeddings from the query and passage encoders,
respectively. Relevance is computed via maximum
similarity pooling across token embeddings:

m

fla,p) =

im(h/, b’ 3
=1 je?ll,a..)fn}mm( ‘Y p) (3)

This enables fine-grained matching while maintain-
ing efficiency.

4.2 Ambharic Text Embedding Models

We design three transformer-based dense retrieval
models for Amharic, each with a distinct parameter
size and a common context length of 512 to opti-
mize the trade-off between retrieval effectiveness
and computational efficiency.

(1) RoBERTa-Base-AM-Embed (110M param-
eters): A 12-layer transformer with a hid-
den dimension of 768, built upon the XLM-
RoBERTza architecture (Conneau et al., 2020).
This model leverages deep contextualized rep-
resentations while remaining compatible with
standard retrieval pipelines.

(2) RoBERTa-Medium-AM-Embed (42M pa-
rameters): A more compact variant employing
an 8-layer transformer with a hidden dimen-
sion of 512, optimized for efficiency without
significant performance degradation.

(3) BERT-Medium-AM-Embed (40M parame-
ters): The most compact model among our
proposed models, based on the BERT archi-
tecture (Devlin et al., 2019), featuring 8 layers
with a hidden dimension of 512. This configu-
ration is designed for latency-sensitive retrieval
scenarios.

Embedding vector generation: For passage rep-
resentation, we employ the following transforma-
tions to the last hidden states of the pre-trained base
models: (i) Mean Pooling: Aggregates the last hid-
den state into a fixed-length vector representation:
h= % Zthl h¢ where h; represents token embed-
dings, and 7' is the sequence length. (ii) L2 Nor-
malization: Constrains embeddings to unit sphere

for cosine similarity computation: hyoy, = ﬁ

Training setup. All models are initialized from
Ambharic pre-trained checkpoints (Amharic BERT
and RoBERTa) and fine-tuned using contrastive
learning with in-batch negatives on a corpus of
30K Ambharic query-passage pairs. Training is con-
ducted for four epochs using the AdamW opti-
mizer (1r=5e-5) and a cosine learning rate decay
schedule. Model performance is evaluated using
Mean Reciprocal Rank (MRR), Normalized Dis-
counted Cumulative Gain (NDCG), and Recall@K
on Ambharic passages. For further implementation
details, refer to Section 5.2.

Multiple negatives ranking loss (MNRL). Fol-
lowing (Reimers and Gurevych, 2019), we opti-
mize model parameters using in-batch negative
sampling. Given a g, positive passage p™ and hard
negatives V, the loss function £ is formulated as:

_ exp(f(g,pT))
o8 S Tar N+, - cn e P

This objective maximizes the relative margin be-
tween positive and negative passages in the embed-
ding space.



5 Experimental Setup
5.1 Training Data

For our experiments, we utilize the Amharic News
Text Classification Dataset (AMNEWS) (Azime
and Mohammed, 2021), which originally com-
prises 50,706 Amharic news articles categorized
into six domains: Local News, Sport, Politics, Inter-
national News, Business, and Entertainment. The
article bodies serve as retrieval passages, while
headlines function as queries, simulating real-
world search scenarios. Since the dataset lacks
explicit relevance judgments, we adopt a weak su-
pervision approach, assuming each article to be
relevant to its corresponding headline. To ensure
data quality, we preprocess the dataset by remov-
ing duplicates using MDS5 hashing. To align with
standard IR benchmarks, we reformat it into an
MS MARCO-style passage retrieval dataset. Af-
ter preprocessing, this results in a dataset of 30K
query-passage pairs, which we then split into train-
ing and test sets, reserving 10% for evaluation. The
split is stratified by category to ensure balanced
representation across all six news domains.

5.2 Implementation Details

Ambharic embedding models. The embedding
models were trained on a single A100 40GB GPU
for 4 epochs using the Sentence Transformer
Trainer from the Sentence Transformers Python
library.2 We used a learning rate of 5e-5, a batch
size of 128, a cosine learning rate scheduler, and
the multiple negatives ranking loss for optimiza-
tion.
Sparse retrieval baselines. For BM25-based re-
trieval, we utilize Llamalndex’s BM25Retriever,>
Dense retrieval baseline. We implemented Col-
BERT using its official repository,* adapting it
for Amharic with RoBERTa-Medium-Amharic, an
Ambharic encoder-based model. The model was
trained with a learning rate of 3e-5 and a batch
size of 32, using five negatives sampled from the
top 100 BM25-ranked documents.
Evaluation metrics. We evaluate retrieval effec-
tiveness using established common metrics in IR,
that capture ranking quality and relevance, includ-
ing (i) MRR @k, which measures ranking effective-
2https://pypi.org/project/
sentence-transformers/
3https://docs.llamaindex.ai/en/stable/
examples/retrievers/bm25_retriever/

4https://github.com/stanford—futuredata/
ColBERT

ness by averaging reciprocal ranks. (ii) NDCG @K,
which captures ranking quality with a logarithmic
discount factor. (iii) Recall@K, which measures
how often the relevant passage appears in the top
retrieved results.

6 Experimental Evaluation and Results

This section presents an empirical evaluation to

address the following research questions:

RQ1 In Amharic passage retrieval, how effectively
can language-specific embeddings enhance
ranking accuracy compared to general multi-
lingual models? (Section 6.1)

RQ2 How do different retrieval paradigms com-
pare in effectiveness, establishing a bench-
mark for Amharic passage retrieval? (Sec-
tion 6.2)

RQ3 How does tokenization quality impact re-
trieval effectiveness in Amharic dense re-
trieval models, particularly considering
subword segmentation challenges? (Sec-
tion 6.3)?

RQ4 To what extent does the base model’s size
influence the ranking performance of neural
retrieval models in low-resource Amharic
settings? (Section 6.4)

6.1 Multilingual vs. Amharic-Optimized
Embedding Models

This section examines how effectively language-
specific embedding models enhance ranking ac-
curacy compared to general multilingual models
in Ambharic passage retrieval. To address this,
Ambharic-optimized models are evaluated against
state-of-the-art multilingual embeddings, using
standard retrieval metrics. As shown in Table 1,
Ambharic-specific models consistently outperform
multilingual models across all metrics. The best-
performing multilingual model, Snowflake-Arctic-
Embed (568M parameters), achieves an MRR@10
of 0.719, while RoBERTa-Base-Amharic-Embed
(110M parameters) surpasses it with an MRR@10
of 0.755, a 5.0% relative improvement. While
larger multilingual models may alleviate some tok-
enization inefficiencies by learning richer subword
representations, this does not necessarily translate
to outperforming well-optimized language-specific
models. Similarly, in Recall@10, the highest-
scoring multilingual model reaches 0.868, whereas
RoBERTa-Base-Amharic-Embed achieves 0.897,
marking a 3.3% gain in top-ranked retrieval ac-
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curacy. Beyond accuracy improvements, parame-
ter efficiency provides further insight into the ad-
vantage of language-specific models. RoBERTa-
Medium-Ambharic-Embed (42M parameters) re-
mains competitive, achieving 0.707 MRR @10 and
0.861 Recall@10, despite being 14x smaller than
Snowflake-Arctic-Embed. This suggests that scal-
ing multilingual models does not necessarily trans-
late to better performance in low-resource settings.
RoBERTa-Base-Amharic-Embed, at 110M param-
eters, outperforms all multilingual baselines while
being 5x smaller than the strongest competitor, re-
inforcing the importance of language-specific fine-
tuning over brute-force scaling. These findings
highlight the inefficiency of general multilingual
models in Amharic retrieval and the significant
gains from adapting models specifically for the
language. Even with fewer parameters, Amharic-
optimized models achieve comparable or superior
results, confirming that language-specific adapta-
tion is both effective and computationally efficient.

6.2 Sparse vs. Dense Retrieval Performance

This section evaluates how term-based and dense
retrieval models compare in effectiveness, estab-
lishing a benchmark for Amharic passage retrieval.
As shown in Table 2, BM25 achieves competitive
performance (0.657 MRR @10, 0.774 Recall@10),
confirming its value as a baseline. However, dense
retrieval methods demonstrate substantial improve-
ments, particularly in ranking effectiveness.
Among the dense retrieval models, the ColBERT-
AM model (which uses RoBERTa-Medium-
Ambharic as its backbone) enhances retrieval quality,
achieving 0.754 MRR @10 and 0.858 Recall@10,
effectively outperforming BM25 by leveraging
late interaction mechanisms. The RoBERTa-Base-
Ambharic-embed model achieves the best perfor-
mance, reaching 0.755 MRR@10 and 0.897 Re-
call@10, surpassing both BM25 and ColBERT.
The advantage is even more pronounced in Re-
call@100, where RoBERTa achieves 0.971 an
11.5% improvement over BM25 demonstrating
its ability to retrieve relevant documents in large
candidate pools. While BM25 remains competi-
tive, dense retrieval models provide better ranking
accuracy, particularly in retrieving the most rele-
vant documents at top positions. The gains from
RoBERTa-Base-Ambharic-embed suggest that bi-
encoder models, when trained on Amharic-specific
data, can outperform both term-based and late in-
teraction retrieval methods. These findings empha-

size the value of language-specific pretraining, as
both dense models leverage Amharic-optimized
architectures, with ROBERTa’s bi-encoder design
offering the best balance of precision and recall.

6.3 Tokenization Quality and Retrieval
Performance

This section examines the impact of tokenization
quality on retrieval performance in Amharic dense
retrieval models, focusing on subword fertility, the
average number of tokens per word (Pietra et al.,
1997). Figure 1 compares subword fertility across
models, highlighting its effect on retrieval accuracy.
This analysis is conducted using a subset of 10k
articles from the Amharic news dataset.

Higher subword fertility increases computational
costs and degrades retrieval accuracy due to ex-
cessive segmentation disrupting word represen-
tations (Ali et al., 2024). Table 1 reflects this:
gte-modernbert-base, with the highest fertility
(13.80), exhibits the weakest retrieval performance
(MRR@10 = 0.019). This supports the hypothesis
that over-segmentation undermines semantic coher-
ence, aligning with prior findings (Alajrami et al.,
2023). In contrast, Amharic-optimized models,
such as RoBERTa-Base-Amharic-Embed, achieve
lower fertility (1.46) and superior retrieval results
(MRR@10 = 0.755). Similar patterns emerge
across other Ambharic-specific models (RoBERTa-
Medium-Amharic-Embed, MRR@10 = 0.707;
BERT-Medium-Amharic-Embed, MRR@10 =
0.657), reinforcing the benefits of Amharic-specific
optimizations in capturing the language’s morpho-
logical complexity for improved retrieval perfor-
mance.

Among multilingual models, snowflake-arctic-
embed-1-v2.0 demonstrates the highest retrieval
performance (MRR@10 = 0.719) despite hav-
ing the same subword fertility (2.35), as
gte-multilingual-base and multilingual-e5-large-
instruct. This suggests that while larger model
size (e.g., 568M parameters in Snowflake-Arctic-
Embed) can help mitigate some inefficiencies in
multilingual tokenization strategies, it does not
fully compensate for the advantages of language-
specific adaptation, as evidenced by the superior
performance of Amharic-optimized models. In con-
trast, gte-modernbert-base, which exhibits signifi-
cantly higher fertility, performs poorly, highlight-
ing the negative impact of excessive segmentation
on retrieval. Similarly, gte-multilingual-base and
multilingual-e5-large-instruct, both with moderate
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Model Params MRR@10 NDCG@10 @10 @50 @100

§ gte-modernbert-base 149M  0.019 0.022 0.030 0.054 0.065
kel

.§° § gte-multilingual-base 305M  0.649 0.684 0.794 0.876 0.904

= § multilingual-e5-large-instruct 560M  0.713 0.747 0.853 0.924 0.946

§ snowflake-arctic-embed-1-v2.0 568M  0.719 0.755  0.868 0.941 0.957

BERT-Medium-Ambharic-embed 40M  0.657 0.696  0.817 0.916 0.945

urs

RoBERTa-Medium-Ambharic-embed 42M

< RoBERTa-Base-Amharic-embed 110M

0.707 0.744  0.861 0.941 0.963
0.755% 0.7907  0.89710.9571 0.971"

Table 1: Performance comparison on the Amharic News

dataset between Ambharic-optimized and multilingual

dense retrieval models, all based on a bi-encoder architecture. The models snowflake-arctic-embed-1-v2.0 and
multilingual-e5-large-instruct (Hugging Face model names) originate from Arctic Embed 2.0 (Yu et al., 2024) and
Multilingual ES Text Embeddings (Wang et al., 2024), respectively. The best-performing results are highlighted in
bold. Statistically significant improvements (p < 0.05) over the strongest baseline are marked with f, determined

using a paired t-test.

Recall
Type Model MRR@10 NDCG@10 @10 @50 @100
Sparse retrieval BM25-AM 0.657 0.682 0.774 0.847 0.871
Dense retrieval ColBERT-AM 0.754 0.777 0.858 0.917 0.931
Dense retrieval RoBERTa-Base-Amharic-embed ~ 0.755 0.7907  0.8977 0.9577 0.971f

Table 2: Performance of retrieval models on the Amharic News dataset. CoOIBERT-AM uses RoBERTa-Medium-
Ambaric as its backbone model. The best results are highlighted in bold, and statistically significant improvements
(p < 0.05) over the strongest baseline are marked with T, determined using a paired t-test.

fertility (2.35), achieve better retrieval performance
than gte-modernbert-base but fall slightly behind
snowflake-arctic-embed-1-v2.0, reinforcing the hy-
pothesis that larger model size may mitigate some
inefficiencies of multilingual tokenization strate-
gies. However, they still fall short of Amharic-
specific models, reinforcing the importance of low
subword fertility for improving retrieval efficiency.
Furthermore, Ambharic-specific models consistently
outperform their multilingual counterparts, validat-
ing the importance of linguistic specialization in
embedding design. These results align with prior
research (Toraman et al., 2023; Ali et al., 2024),
emphasizing the critical role of tokenization strate-
gies, particularly for morphologically complex lan-
guages, in enhancing computational efficiency and
ultimately improving downstream retrieval perfor-
mance.

6.4 Base Model Size vs. Efficiency in Amharic
Neural Retrieval

Table 1 presents the influence of base model
size on retrieval performance in low-resource
Ambharic settings. We evaluate ColBERT’s effec-
tiveness using three Amharic base models, BERT-
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Figure 1: Average subword fertility across embedding
models. Lower fertility preserves word integrity, while
higher fertility may lead to excessive segmentation, af-
fecting retrieval performance.

Medium-Amharic, RoBERTa-Medium-Ambharic,
and RoBERTa-Base-Ambharic on a 50k articles.

While the embedding model derived from
RoBERTa-Base-Ambharic, referred to as RoBERTa-
Base-Amharic-Embed, achieves the highest stan-
dalone dense retrieval performance (shown in Ta-
ble 1) MRR@10: 0.755, Recall@10: 0.897), in-
tegrating the base RoOBERTa-Base-Amharic model
into ColBERT shows a different trend. As shown
in Table 3, RoBERTa-Medium-Amharic (42M)
outperforms the larger RoOBERTa-Base-Amharic
(110M) within ColBERT (MRR@10: 0.754 vs.
0.736). This suggests that increased model size



Base model Params MRR@10 NDCG@10
BERT-Med-Amh 40M  0.748 0.771
RoB-Med-Amh 42M  0.754 0.777
RoB-Base-Amh 110M  0.736 0.760

Table 3: Retrieval performance of ColBERT with dif-
ferent Amharic base models on the Amharic news
dataset. BERT-Med-Am refers to BERT-Medium-
Ambharic-embed, RoB-Med-Am to RoBERTa-Medium-
Ambharic-embed, and RoB-Base-Amh to RoBERTa-
Base-Amharic-embed. The best result in each column
is in bold.

does not always enhance performance in architec-
tures focused on token-wise interactions. A possi-
ble explanation is that the higher parameter count
of RoBERTa-Base-Amharic (110M) risks overfit-
ting on moderate-sized datasets, limiting its gener-
alization in ColBERT"s token-level retrieval frame-
work. Conversely, RoOBERTa-Medium-Ambharic
balances specificity and generalization more ef-
fectively, aligning better with ColBERT’s fine-
grained token representation needs. These find-
ings highlight a critical trade-off: larger base mod-
els offer advantages in standalone dense retrieval
but may not consistently improve performance in
token-level interaction architectures like ColBERT.
In low-resource Amharic settings, RoBERTa-
Medium-Ambharic emerges as the optimal choice,
achieving strong performance (MRR@10: 0.754)
with greater efficiency (42M parameters). These
results emphasize that model scaling does not uni-
versally improve performance; architectures rely-
ing on fine-grained token interactions may benefit
more from parameter-efficient base models in low-
resource scenarios.

6.5 Key Issues in Amharic Passage Retrieval
Performance

Table 1 demonstrates that Amharic-optimized mod-
els, such as RoBERTa-Base-Amharic-Embed, out-
perform multilingual models in Amharic passage
retrieval. However, several persistent challenges
highlight the inherent difficulties in processing
Amharic text. (i) One major issue is morphologi-
cal complexity. While optimized tokenization im-
proves performance over multilingual models, over
segmentation particularly in compound or inflected
words disrupts semantic coherence, impairing re-
trieval accuracy. This issue, common in morpho-
logically rich languages, leads to fragmented word
representations that hinder effective passage re-
trieval. Although our language specific fine-tuning

mitigates some effects, it does not fully resolve
tokenization inconsistencies. (ii) Another key chal-
lenge is the size of the pretraining corpus. The
Ambharic-optimized models were trained on a rel-
atively small dataset of 300 million tokens, sig-
nificantly fewer than the billions of tokens avail-
able for high-resource languages like English. This
data scarcity restricts the models’ ability to gener-
alize, making it difficult to match the performance
of models trained on larger datasets. As a result,
RoBERTa-Base-Ambharic-Embed, despite outper-
forming multilingual models, struggles with rare
or out-of-context terms, particularly in retrieval
tasks. (iii) The AMNEWS dataset, used in this
study, lacks human-labeled relevance judgments,
introducing noise into model evaluation. The as-
sumption that headlines accurately reflect article
relevance, while practical, does not fully capture
the nuances of document relevance. This limita-
tion affects the reliability of performance metrics.
Additionally, the dataset’s relatively small size re-
stricts the generalizability of findings to larger and
more diverse Amharic text collections. These chal-
lenges, further discussed in the Limitations sec-
tion (Section 8), underscore fundamental issues in
Ambharic passage retrieval and the limitations of
our approach.

7 Conclusion

We have introduced Amharic-optimized dense re-
trieval models and established the first systematic
benchmark for Amharic passage retrieval. Our find-
ings show that language-specific embeddings out-
perform multilingual baselines, highlighting the ne-
cessity of linguistic adaptation for morphologically
complex languages. We also demonstrated that to-
kenization quality significantly impacts retrieval
performance, with over-segmentation degrading
accuracy.

These results expose the limitations of exist-
ing multilingual retrieval systems and reinforce
the need for models tailored to low-resource lan-
guages. Despite these advancements, our study is
constrained by reliance on a single dataset (AM-
NEWS) and the absence of standardized relevance
judgments, limiting broader generalizability.

Future research should enhance morphological
tokenization, extend retrieval to document-level
search and question-answering, and explore do-
main adaptation to further advance Amharic IR.



8 Limitations

While our study establishes strong benchmarks for
Ambaric passage retrieval, several limitations must
be acknowledged.

Dataset and evaluation constraints. Our exper-
iments rely on the Amharic News Text Classifi-
cation Dataset (AMNEWS), which lacks explicit
human-labeled relevance judgments. The weak
supervision approach assumes that each article is
relevant to its corresponding headline, which may
introduce noise in retrieval evaluation. Addition-
ally, our dataset size is limited, restricting general-
izability to larger or more diverse collections.
Pre-training data limitations. The Amharic base
models used in this study were pre-trained on 300
million tokens, primarily sourced from webpages,
news, and tweets. This is significantly smaller com-
pared to the data used to train encoder models for
high-resource languages, such as English BERT
(3.3 billion tokens) and RoBERTa (over 30 billion
tokens). The relatively small pre-training corpus
may constrain the models’ ability to generalize and
perform on par with retrieval models derived from
base models that were trained on larger-scale cor-
pora.

Domain generalization. Our models are trained
and evaluated on news articles, which may not fully
generalize to other domains such as legal, medical,
or conversational retrieval. Their effectiveness out-
side the news domain remains untested and may
require further adaptation.

Tokenization and morphological complexity.
Ambharic is a morphologically rich language, which
poses challenges for subword tokenization. While
our study highlights these challenges, it does
not propose direct mitigation strategies beyond
language-specific fine-tuning. Tokenization incon-
sistencies can lead to over-segmentation, poten-
tially affecting retrieval accuracy.

These limitations highlight key areas for future
research, including expanding training data, incor-
porating human-labeled relevance judgments, im-
proving tokenization strategies, and broadening lin-
guistic coverage.

9 Ethical Considerations

Our study focuses on improving Amharic passage
retrieval. While our models demonstrate strong per-
formance improvements, we acknowledge poten-
tial ethical concerns related to data biases, fairness,
and responsible deployment.

Use of publicly available dataset. We use the
Amharic News Text Classification Dataset (AM-
NEWS) (Azime and Mohammed, 2021) and the
2AIRTC dataset (Yeshambel et al., 2020), both
publicly available and published. AMNEWS com-
prises news articles from various sources, while
2AIRTC is a TREC-like IR dataset with news arti-
cles, topics, and relevance judgments. As no addi-
tional data collection was performed, we adhere to
ethical guidelines by using only openly accessible
and documented resources.

Base model and pretraining data. The base mod-
els used to create our embedding models were pre-
trained on 300 million tokens from publicly avail-
able Amharic text, including webpages, news, and
tweets. As we did not perform this pre-training our-
selves, we rely on prior work for the base model’s
data collection and training details.

Bias and fairness considerations. Like many
datasets sourced from online news content, AM-
NEWS may contain inherent biases related to re-
porting styles, topic framing, and regional repre-
sentation. Retrieval models trained on this dataset
may inherit and reflect these biases, particularly for
politically or socially sensitive topics. While our
study does not explicitly mitigate bias, we recog-
nize this as an important challenge and encourage
future work on fairness-aware retrieval and debias-
ing strategies.

Algorithmic challenges in low-resource lan-
guages. Ambharic is a low-resource, morphologi-
cally rich language, making it susceptible to algo-
rithmic disparities due to data sparsity and tokeniza-
tion challenges. While we highlight these issues,
our approach does not introduce direct mitigation
techniques beyond language-specific fine-tuning.
Future work should explore improved tokenization
and linguistic adaptation methods to enhance re-
trieval fairness.

Responsible deployment and transparency. We
follow ACL’s ethical guidelines and emphasize
that Ambharic retrieval models should be deployed
with caution, especially in sensitive applications.
We strongly encourage transparent reporting of re-
trieval biases and responsible use of our models
and dataset.
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Appendix

A  2AIRTC: Amharic Adhoc Information
Retrieval Test Collection

A notable contribution for Amharic Information
Retrieval (IR) is 2AIRTC, the first Amharic Ad-
hoc Information Retrieval Test Collection (Yesham-
bel et al., 2020). Developed following TREC-
style evaluation methodologies, 2AIRTC consists
of 12,583 manually judged documents and 240
search topics, serving as a structured benchmark
for Ambharic IR research. While this resource fa-
cilitates standardized evaluation, it exhibits several
critical limitations that hinder its effectiveness as a
retrieval benchmark.

Limitations of 2AIRTC. (i) Inconsistencies in Rel-
evance Judgments: A major drawback of 2AIRTC
is the inconsistency in relevance annotations, where
numerous semantically relevant documents are not
labeled as relevant. This misalignment between
manual judgments and retrieval model outputs dis-
proportionately affects embedding-based models,
which frequently retrieve relevant yet unjudged
documents. As a result, recall-based evaluation
metrics become unreliable, potentially leading to
misleading conclusions regarding retrieval effec-
tiveness. (ii) Lack of Standardized Baseline Bench-
marks: The absence of established baseline re-
trieval benchmarks in 2AIRTC makes systematic
comparison across different retrieval architectures
challenging. Without well-defined baseline per-
formances, assessing improvements over existing
methods remains difficult.

B Performance Comparison of
Ambharic-Optimized and Multilingual
Dense Retrieval Models on 2AIRTC

Despite the limitations of 2AIRTC, it remains, to
the best of our knowledge, the only publicly avail-
able test collection for Amharic Adhoc Informa-
tion Retrieval. Therefore, we evaluate multilingual
and Amharic-specific dense retrieval models on
this benchmark to analyze their generalization abil-
ity. Specifically, we assess how well these models
retrieve relevant documents when applied to a dif-
ferent dataset than they were trained on, without
additional fine-tuning on 2AIRTC.

C Result Analysis

Table 4 presents a comparative evaluation of multi-
lingual and Ambharic-specific dense retrieval mod-
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els on the 2AIRTC dataset. The results are incon-
sistent with our findings and unreliable due to the
aforementioned reasons.

Cl1

Multilingual models exhibit the highest retrieval
effectiveness, with multilingual-e5-large-instruct
achieving the best NDCG@100 (0.808) and Re-
call@200 (0.911). However, despite having signifi-
cantly fewer parameters, Amharic-specific models
demonstrate competitive performance. RoBERTa-
Base-Amharic-embed (NEW 45k) achieves an
NDCG@100 of 0.771 and Recall@200 of 0.903,
narrowing the performance gap with the best multi-
lingual model. While multilingual models maintain
an advantage, the relatively small margin suggests
that language-specific adaptations can effectively
compensate for model size disparities, highlight-
ing the efficiency of domain adaptation in retrieval
tasks.

This trend contrasts with our findings on the
Amharic News dataset, where Ambharic-specific
models outperformed multilingual ones. The dis-
crepancy suggests that 2AIRTC’s domain charac-
teristics and annotation inconsistencies may intro-
duce systematic retrieval bias, influencing evalua-
tion outcomes and limiting the reliability of cross-
benchmark comparisons.

Multilingual vs. Amharic-Specific Models

C.2 Impact of Model Size

Unlike typical trends in dense retrieval, larger
models do not consistently yield better perfor-
mance on 2AIRTC. snowflake-arctic-embed-1-v2.0
(568M) underperforms relative to multilingual-e5-
large-instruct (560M) and gte-multilingual-base
(305M), reinforcing that pretraining data composi-
tion and model architecture can outweigh param-
eter count in determining retrieval effectiveness.
Among Ambharic-specific models, smaller archi-
tectures such as BERT-Medium-Amharic-embed
(40M) perform below RoBERTa-Base-Amharic-
embed (110M) but remain competitive relative to
their scale.

However, given the known inconsistencies in
2AIRTC’s annotations and domain-specific biases,
these results should be interpreted with caution, as
dataset-specific factors may influence model rank-
ings and obscure broader retrieval trends.

C.3 Inconsistencies in 2AIRTC Evaluation

The results on 2AIRTC differ from trends observed
in the Amharic News dataset, where Ambharic-
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specific models consistently outperformed multilin-
gual ones. This discrepancy raises concerns about
the dataset’s reliability. The limited 240 topics con-
strain generalization, while incomplete relevance
labels distort recall-based metrics. Dense mod-
els, which retrieve documents based on semantic
similarity rather than lexical overlap, may suffer
disproportionately from missing relevance annota-
tions.

D Future Directions for Amharic
Retrieval Evaluation

While this study evaluates dense retrieval models
in both multilingual and Amharic-specific settings,
the limitations of 2AIRTC, that is, its small dataset
size (240 topics) and inconsistencies in relevance
annotations undermine the reliability of these eval-
uations. The limited number of queries restricts
the generalizability of results, while incomplete
relevance labels distort performance metrics, par-
ticularly for embedding-based retrieval models.
To enhance Ambharic retrieval evaluation, future
work should focus on:
* Expanding and refining 2AIRTC through more
comprehensive and iterative relevance assess-
ments, potentially leveraging crowdsourcing or
semi-automated annotation to improve coverage
and consistency.
Investigating morphology-aware retrieval
techniques to better handle Amharic’s complex
word formation processes and rich morphology.
Exploring query expansion and pseudo-
relevance feedback to mitigate vocabulary mis-
matches and enhance document retrieval effec-
tiveness.
Benchmarking retrieval models across multi-
ple Amharic datasets to provide a more robust
assessment of generalization and model effective-
ness.



Recall

Model Params MRR@100 NDCG@100 @100 @200
Multilingual Models

gte-modernbert-base 149M 0.046 0.017 0.021 0.033
gte-multilingual-base 305M 0.879 0.749 0.790 0.865
multilingual-e5-large-instruct 560M 0.905 0.808 0.853 0.911
snowflake-arctic-embed-1-v2.0 568M 0.876 0.781 0.830 0.897
Ours

BERT-Medium-Ambharic-embed 40M 0.806 0.664 0.723 0.829
RoBERTa-Medium-Ambharic-embed 42M 0.875 0.744 0.796 0.880
RoBERTa-Base-Amharic-embed 110M 0.864 0.753 0.816 0.892
RoBERTa-Base-Amharic-embed (NEW 45k) 110M 0.886 0.771 0.827 0.903
snowflake-arctic-embed-1-v2.0-finetuned-amharic 5S68M 0.760 0.740 0.800 0.868

Table 4: Performance comparison of Amharic-optimized and multilingual dense retrieval models, all based on
a bi-encoder architecture, evaluated on the 2AIRTC dataset. The models snowflake-arctic-embed-1-v2.0 and
multilingual-e5-large-instruct (Hugging Face model names) originate from Arctic Embed 2.0 (Yu et al., 2024) and
Multilingual ES Text Embeddings (Wang et al., 2024), respectively. The model snowflake-arctic-embed-1-v2.0-
finetuned-ambaric is a fine-tuned version of Snowflake-Arctic-Embed-v2.0 using the news dataset (30k articles and

headlines). The best-performing results are highlighted in bold.
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