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Abstract

Multi-modal learning has emerged as a key technique for improving performance
across domains such as autonomous driving, robotics, and reasoning. However, in
certain scenarios, particularly in resource-constrained environments, some modal-
ities available during training may be absent during inference. While existing
frameworks effectively utilize multiple data sources during training and enable
inference with reduced modalities, they are primarily designed for single-agent
settings. This poses a critical limitation in dynamic environments such as connected
autonomous vehicles (CAV), where incomplete data coverage can lead to decision-
making blind spots. Conversely, some works explore multi-agent collaboration
but without addressing missing modality at test time. To overcome these limita-
tions, we propose Collaborative Auxiliary Modality Learning (CAML), a novel
multi-modal multi-agent framework that enables agents to collaborate and share
multi-modal data during training, while allowing inference with reduced modalities
during testing. Experimental results in collaborative decision-making for CAV
in accident-prone scenarios demonstrate that CAML achieves up to a 58.1% im-
provement in accident detection. Additionally, we validate CAML on real-world
aerial-ground robot data for collaborative semantic segmentation, achieving up to a
10.6% improvement in mloU.

1 Introduction

Multi-modal learning has become an essential approach in a wide range of machine learning systems,
particularly in areas such as autonomous driving [6, 7, 27, 46], robotics [20, 26, 36], and reasoning
[21, 28, 29], where the availability of multiple data sources (e.g., RGB, LiDAR, radar, text) improves
model performance by providing complementary information. However, these multi-modal systems
often incur increased computational overhead and latency at inference time. More critically, in
real-world conditions, some modalities may be unavailable, or too costly to acquire at test time, which
challenges the reliability and efficiency of such systems.

Recent work in machine learning [9, 10, 16, 37, 45] has sought to address these problems by enabling
models to leverage additional modalities during training while supporting inference with fewer
modalities. Such approaches reduce computational costs and improve robustness in conditions where
some sensors may be unavailable at inference time. Shen et al. [41] formalized these tasks under the
framework of Auxiliary Modality Learning (AML), which effectively reduces the dependency on
expensive or unreliable modalities.

Despite the benefits of AML, notable limitations remain. AML is primarily designed for single-agent
settings, where an individual model is trained to handle reduced modalities during inference. A
key challenge in current AML frameworks is insufficient data coverage, particularly in dynamic
environments such as connected autonomous vehicles (CAV). In these scenarios, a single agent’s data
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is often incomplete due to occlusions or limited sensor range, resulting in blind spots and increased
uncertainty in decision-making. In contrast, multi-agent systems, enabled by technologies such
as vehicle-to-vehicle (V2V) communication or collaborative robotics, can access complementary
sensory information from other agents. Sharing this information allows for more informed and safer
decisions, especially in accident-prone scenarios. However, existing single-agent AML approaches
fail to leverage this collaborative potential.

To address these limitations, we propose Collab-
orative Auxiliary Modality Learning (CAML),
a novel framework for multi-modal, multi-agent
systems. CAML enables agents to collabo-
rate and share multi-modal data during train-
ing while supporting inference under reduced-
modality conditions at test time, as illustrated
in Fig. 1. This collaborative learning paradigm
enhances scene understanding and data cover-
age by allowing agents to compensate for each
other’s blind spots, leading to more informed
and coordinated decision-making. To ensure
robust deployment in scenarios with missing {
modalities (e.g., due to sensor failures or re-

source constraints), CAML employs knowl-  Figure 1: Illustration of CAML. CAML enables
edge distillation (KD) [15] to transfer knowl- (1) multiple agents to collaborate and share multi-
edge from a teacher model trained with full- modal data during training while allowing for run-
modality inputs to a student model that performs  time inference with reduced modalities during test-
effectively with limited modalities. By Cnabling lng’ (2) the number of agents can vary between
cross-modal and cross-agent knowledge transfer, fraining and testing, ensuring flexibility and ro-
CAML extends traditional KD to handle partial  bustness in deployment.

observability and support team-level coordina-

tion. The distillation process embeds rich, full-modality knowledge into the student model, preserving
the benefits of collaborative training and ensuring reliable inference even when some modalities are
unavailable. For example, in autonomous driving, multiple vehicles can share LiDAR and RGB data
during training to build robust shared representations, while at deployment each vehicle performs
inference using only RGB inputs.

Testing with missing
modalities and agents

—————

Unlike prior work that either focuses on multi-agent collaboration but without addressing missing
modality at test time, or explores AML ideas solely in single-agent settings, CAML unifies these
concepts. To the best of our knowledge, this work is the first to propose a flexible and principled
framework for multi-modal multi-agent systems where limited modalities are available for inference.
Overall, this work offers the following key contributions:

* We introduce CAML, a novel framework for multi-agent systems that allows agents to share
multi-modal data during training, while supporting reduced-modality inference during testing. This
collaborative approach enhances data coverage, improves robustness to missing modalities, which
is crucial for deployment in in dynamic, resource-constrained environments.

» We validate CAML through extensive experiments in collaborative decision-making for connected
autonomous driving in accident-prone scenarios, and collaborative semantic segmentation for
real-world data of aerial-ground robots. CAML achieves up to 58.1% improvement in accident
detection for autonomous driving, and up to 10.6% improvement for more accurate semantic
segmentation.

2 Related Work

Multi-Agent Collaboration. Collaboration in multi-agent systems has been widely studied across
fields such as autonomous driving and robotics. In autonomous driving, prior research has explored
various strategies, including spatio-temporal graph neural networks [8], LIDAR-based end-to-end
systems [5], decentralized cooperative lane-changing [35] and game-theoretic models [13]. In
robotics, Mandi et al. [34] presented a hierarchical multi-robot collaboration approach using large
language models, while Zhou et al. [49] proposed a perception framework for multi-robot systems
built on graph neural networks. A review of multi-robot systems in search and rescue operations



was provided by [39], and Bae et al. [1] developed a reinforcement learning (RL) method for multi-
robot path planning. Additionally, various communication mechanisms, such as Who2com [31],
When2com [30], and Where2comm [17], have been created to optimize agent interactions.

Despite these advancements, existing multi-agent collaboration frameworks remain limited by their
focus on specific tasks and the assumption that agents will have consistent access to the same data
modalities during both training and testing, an assumption that may not hold in real-world applications.
To address these gaps, CAML enables agents to collaborate during training by sharing multi-modal
data, but at test time, each agent performs inference using reduced modality. This reduces the
dependency on certain modalities for deployment, while still allowing agents to leverage additional
information during training to enhance overall performance and robustness.

Auxiliary Modality Learning. Auxiliary Modality Learning (AML) [41] has emerged as an
effective solution to reduce computational costs and the amount of input data required for inference.
By utilizing auxiliary modalities during training, AML minimizes reliance on those modalities at
inference time. For example, Hoffman et al. [16] introduced a method that incorporates depth images
during training to enhance test-time RGB-only detection models. Similarly, Wang et al. [45] proposed
PM-GAN:Ss to learn a full-modal representation using data from partial modalities, while Garcia et al.
[9, 10] developed approaches that use depth and RGB videos during training but rely solely on RGB
data for testing. Piasco et al. [37] created a localization system that predicts depth maps from RGB
query images at test time. Building on these works, Shen et al. [41] formalized the AML framework,
systematically classifying auxiliary modality types and AML architectures.

However, existing AML frameworks are typically designed for single-agent settings, failing to exploit
the potential benefits of multi-agent collaboration for improving multi-modal learning. Transition-
ing from single-agent to multi-agent learning is fundamentally non-trivial, as multi-agent systems
introduce unique challenges such as dynamic team compositions and team-level decision-making.
CAML effectively addresses these challenges and allows agents to collaboratively learn richer
multi-modal representations. By sharing complementary information, CAML enhances overall data
coverage and mitigates information loss during reduced-modality inference, which is particularly
important when an individual agent’s observations are incomplete due to occlusions or limited sensor
range.

Knowledge Distillation. Knowledge distillation (KD) [15] is a widely used technique in many
domains to reduce computation by transferring knowledge from a large, complex model (teacher)
to a simpler model (student). In computer vision, Gou et al. [11] provided a comprehensive survey
of KD applications, while Beyer et al. [2] conducted an empirical investigation to develop a robust
and effective recipe for making large-scale models more practical. Additionally, Tung and Mori [44]
introduced a KD loss function that aligns the training of a student network with input pairs producing
similar activation in the teacher network. In natural language processing, Xu et al. [47] reviewed the
applications of KD in LLMs, while Sun et al. [42] proposed a Patient KD method to compress larger
models into lightweight counterparts that maintain effectiveness. Hahn and Choi [12] suggested a
self-distillation approach that leverages the soft target probabilities of a model to train other neural
networks, while Liu et al. [25] explored KD under uncertainty. In autonomous driving, Lan and Tian
[19] presented an approach for visual detection, Cho et al. [4], Sautier et al. [40] used KD for 3D
object detection.

Notice that existing KD mostly distills knowledge from a larger model to a smaller one to reduce
computation, Shen et al. [41] aimed to design a cross-modal learning approach using KD to utilize
the hidden information from auxiliary modalities within the AML framework. But AML is limited by
the scope of a single-agent paradigm. In contrast, we leverage KD within multi-agent settings, where
the teacher models are trained with access to shared multi-modal data (e.g., RGB and LiDAR) from
multiple agents. By distilling this collaborative knowledge into each agent’s reduced modality (e.g.,
RGB), CAML enables robust inference during deployment, even with fewer modalities. This collab-
orative distillation process enhances each agent’s performance by providing richer, complementary
knowledge from the collaborative training phase.

3 Collaborative Auxiliary Modality Learning

In single-agent frameworks such as AML [41], the missing modalities during testing are referred to
as auxiliary modalities, while those that remain available are called the main modality. In contrast, in
our framework CAML, each agent can process a different number of modalities during training and
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Figure 2: Overview of the Pipeline of CAML. The teacher model (top) aggregates and shares multi-
modal embeddings across agents to make predictions using the full set of modalities. In contrast, the
student model (bottom) processes a subset of modalities per agent and shares them to form a multi-
modal embedding. Through knowledge distillation from the teacher, the student learns to produce
robust predictions despite missing modalities, enabling effective inference during deployment. In
the teacher model, the set of agents is denoted as Ayin = {A1, Ao, ..., An}. The set of modalities
is denoted as Zyin. The observations of all agents are denoted as X = {z1,2,...,2N}, where
xf is the observation acquired by the i-th agent A; € Ay, for the k-th modality. In the student
model, the set of agents is denoted as Awsy = {A1, Az, . .., Anr}. The set of modalities is denoted
as Tiest, Which is a subset of Zgin. The set of agents that have access to the j-th modality Z; € Ziey is

denoted as .Am, and the number of agents in this set is given by \Ai{t| = M;, with J;fwj represents
the observation acquired by the M-th agent Ay, € Ageq for the j-th modality.

different agents can have different main modalities and auxiliary modalities. There is no correlation
between the number of agents and the number of modalities.

Problem Formulation. We define our problem in both training and testing phases. In the training
phase, we consider a multi-agent system with IV agents collaboratively completing a task. The set
of agents is denoted as Ain = {A1,As, ..., An}. The observations of all agents are denoted as
X = {x1,29,...,2N}, where z; is the observation acquired by the i-th agent A; € Ayuin. The
ground truth is denoted as Y, which can be an object label, semantic class, or a control command
(e.g., brake for an autonomous vehicle). The set of modalities is denoted as Zypin = {Z1,Z2, ..., Zx },
such as RGB, LiDAR, Depth, etc, where K is the number of modalities available during training.
During training, each agent has access to all these K modalities. In the testing phase, we assume
there are M agents. The set of test agents is denoted as Ay = { A1, As, ..., Ax}. In addition, the
set of modalities is denoted as Z, which is a subset of Z;;,i»,. The number of modalities available
during testing is denoted as L, where L < K. The set of agents that have access to the j-th modality

1 ¢ Itw is denoted as Ai’;t, where Aiﬁt € Agest, and the number of agents in this set is given by

|Ateqt| = . This means that during testing, each agent may have access to different number of
modahtles

Approach. Given the problem definition, we aim to estimate the posterior distribution P(y|X) of
the ground truth label y given all agents’ observations X. During training, we first train a teacher
model where each agent has access to all modalities in Z,;, and then a student model where each
agent has access to partial modalities in Zy.. We employ Knowledge Distillation (KD) to transfer the
richer multi-modal knowledge from the teacher to the student, enabling the student to benefit from
information beyond its own input, as illustrated in Fig. 2. At test time, we perform inference using
the student model, which operates solely on the available test modality observations Xie.



Specifically, in the teacher model, each agent has access to all multi-modal observations and indepen-
dently processes its local observations to produce embeddings. These embeddings are then shared
among agents based on whether the system operates in a centralized or decentralized manner. If the
system is centralized, all collaborative agents share their embeddings with one designated ego agent
for centralized processing. If the system is decentralized, each agent shares the embeddings with
nearby agents. Subsequently, the shared embeddings corresponding to the same modality are aggre-
gated together. Then we fuse (e.g., via concatenation or cross-attention) the aggregated embeddings of
different modalities to create a comprehensive multi-modal embedding. This multi-modal embedding
is then passed through a prediction module to produce the teacher model’s final prediction. The
student model follows a similar network architecture as the teacher. However, instead of processing
all modalities, each agent processes only a single or a subset of modalities, which can vary across
agents. By sharing these embeddings among agents, the student model also constructs a multi-modal
embedding, leveraging the different modalities observed by various agents. This multi-modal embed-
ding is then used to generate the student model’s prediction. Our approach enables the student model
to maintain effective performance despite missing modalities during testing, significantly enhancing
its robustness.

We further provide an intuitive analysis offering insights and explanations to justify the effectiveness
of CAML by examining how our approach enhances data coverage and leads to greater information
gain compared to single-agent approaches. Specifically, we show that aggregating observations from
multiple agents enables broader coverage of the data space, capturing complementary information
that would be missed by an individual agent. From an information theory perspective, we demonstrate
that joint observations from multiple agents generally yield higher mutual information with respect to
the ground truth, providing a more informative signal. Please refer to Appendix A.l for more details.

System Complexity. After designing the CAML framework, we present a detailed complexity
analysis. If the system is centralized, all collaborative agents share their data with one designated ego
agent for centralized processing. Each of the /N —1 collaborative agents performs its local computation
independently, with a time complexity of O(T) and a space complexity of O(.S..), where T, represents
the time required for local computation, and S, is the associated space. Thus, the total computation
time and space complexities for all collaborative agents are O(T.(N — 1)) and O(S.(N — 1)),
respectively. For simplicity, assuming each communication from one collaborative agent to the ego
agent consumes O(D) time complexity and O(M ) space complexity, where D is the time required
for communication and M is the corresponding space. Therefore, the total communication time and
space complexities for gathering information at the ego agent are O(D(N — 1)) and O(M (N — 1)),
respectively. Then the ego agent aggregates the received data, running a model, having a time and
space complexity O(7,) and O(S.), where T, and S, represent the time and space required for the
ego agent’s computation. So the total time and space complexities are O(T.(N —1)+D(N —1)+T,)
and O(S.(N — 1) + M (N — 1) + S.), respectively.

If the system is decentralized, each agent performs its local computation and shares information with
nearby agents. For simplicity, let the local computation for a single agent has a time complexity
of O(T'), where T is the time required for local computation. Assume that communication from
one agent to another agent requires O(D) time complexity and O(M) space complexity, where D
represents the time of communication between two agents, and M denotes the space required for
such communication. For IV agents, the total computation time complexity is O(NT). In the worst
case, each agent share data with all other agents, this can result in O(N?2D) for pairwise sharing. So
the total time complexity is O(NT + N2D). For space complexity, the storage requirement for all
agents is O(N S), where S is the space needed per agent. Communication between agents adds an
additional complexity of O(N2M). So the total space complexity is O(N.S + N2M). In the typical
case, if each agent communicates with only other k agents (k < N) rather than all NV — 1 agents.
The total time and space complexities become O(NT + NkD) and O(N S + NkM), respectively.

4 Experiments

4.1 Collaborative Decision-Making

To evaluate our approach, we first focus on collaborative decision-making in connected autonomous
driving (CAV). This involves making critical decisions for the ego vehicle in accident-prone scenarios,
such as determining whether or not to take a braking action.



Data Collection. The dataset is generated using the AUTOCASTSIM benchmark [38], which
features three complex and accident-prone traffic scenarios designed for CAV. These scenarios are
characterized by limited sensor coverage and obstructed views, as illustrated in Fig. 6. Following
prior works COOPERNAUT [5] and STGN [8], we employ an expert agent with full access to the
traffic scene information to collect data. This expert agent is deployed in the environment to generate
the data trails, where each trail captures RGB images and LiDAR point clouds from both the ego
vehicle and collaborative vehicles, along with the control actions of the ego vehicle. In line with the
setup used in STGN [8], the ego vehicle can have up to three collaborative vehicles at each timestep,
provided they are within a 150-meter radius. Each trail represents a unique instantiation of the traffic
scenario, with differences arising from the randomized scenario configurations. For further dataset
details, please refer to Appendix A.2.1.

Experimental Setup. After data collection, we train the models using Behavior Cloning (BC)
[3, 23], following the setup established by prior works COOPERNAUT [5] and STGN [8]. For
each vehicle, both RGB and LiDAR data are used during training, while only RGB data is used
during testing in CAML. Please refer to Appendix A.2.3 for more details on the BC procedure. All
experiments are conducted across four repeated runs, and we report the mean and standard deviation
of the results.

For processing RGB data, we first resize the image to 224 x 224 and use ResNet-18 [14] as the
encoder to extract a feature map for each vehicle. We then apply self-attention on the feature map
to dynamically compute the importance of features at different locations. After the self-attention,
we apply three convolution layers with each followed by a ReLU activation. Finally, we obtain a
256-d feature representation after passing through a fully connected layer. To aggregate RGB feature
embeddings from connected vehicles to the ego vehicle, we use the cross-attention mechanism. For
processing the LiDAR data, we use the Point Transformer as the encoder for each vehicle and utilize
the COOPERNAUT [5] model to aggregate LiDAR feature embeddings between connected vehicles.
Then we concatenate the final RGB and LiDAR embeddings for the ego vehicle’s decision-making,
with a three-layer MLP as the prediction module to output the action.

For the training of Knowledge Distillation (KD), we first train a teacher model offline using a binary
cross-entropy loss, where each vehicle has both RGB and LiDAR data. Then we train a student
model to mimic the behavior of the teacher model with only RGB data for each vehicle. For each
data sample, the student model receives the same RGB image that the teacher model was given.
For further details on the KD training process, please refer to Appendix A.5. And for the detailed
training settings, please see Appendix A.4. We employ the following two metrics for evaluation: (1)
Accident Detection Rate (ADR): This is the ratio of accident-prone cases correctly detected by the
model compared to the total ground truth accident-prone cases. An accident-prone case is identified
when the ego vehicle performs a braking action. This metric measures the model’s effectiveness in
identifying potential accidents. (2) Expert Imitation Rate (EIR): This denotes the percentage of
actions accurately replicated by the model out of the total expert actions. It serves to evaluate how
well the model mimics expert driving behavior.

Baselines. We implement the following baselines for comparison: (1) AML [41]: In the AML
setting, the ego vehicle operates independently without collaboration with other vehicles (non-
collaborative). Both RGB and LiDAR data are available during training for the vehicle, while only
RGB data is available during testing. (2) COOPERNAUT [5]: A collaborative method that processes
LiDAR data during both training and testing. It employs the Point Transformer [48] as the backbone,
encoding raw 3D point clouds into keypoints. (3) STGN [8]: A collaborative approach that utilizes
spatial-temporal graph networks for decision-making, with RGBD data used for both training and
testing.

Baselines Comparison. How well does CAML perform against other methods for decision-making
in CAV? We evaluate CAML against the baselines and present the results in Fig. 3, which demonstrate
a clear performance advantage of CAML across all three accident-prone scenarios.

Compared to single-agent systems like AML, CAML achieves notable improvements in mean
ADR: 13.0% in the overtaking scenario, 34.6% in the left turn scenario, and a significant 58.1%
in the red light violation scenario. These improvements highlight the advantages of CAML’s
collaborative framework, which enables the ego vehicle to aggregate complementary sensory data
from connected vehicles. This richer, multi-agent perspective significantly enhances situational
awareness, allowing the ego vehicle to detect potential accidents and respond proactively, such as
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Figure 3: Performance Comparison of CAML Against Baselines. We evaluate performance using
two metrics: Accident Detection Rate (ADR) and Expert Imitation Rate (EIR) across three accident-
prone scenarios: (a) Overtaking, (b) Left Turn, and (c) Red Light Violation. CAML demonstrates
superior performance across all scenarios compared to these baselines by up to 58.1%, benefiting
considerably from the multi-modal multi-agent collaboration.

braking in time to avoid collisions, especially in scenarios involving occlusions or restricted views.
When compared to COOPERNAUT, CAML achieves improvements in mean ADR by up to 21.5%,
further demonstrating the strength of its collaborative and multi-modal approach.

Additionally, how does CAML compare with other approaches that have access to more modalities
during testing? We evaluate CAML against STGN [8] under multi-agent settings. CAML uses only
RGB data during testing but STGN uses both RGB and depth data. Despite with fewer modality,
CAML achieves comparable, and in some cases superior performance while relying solely on RGB
data, as illustrated in Fig. 4. Notably, CAML exceeds the mean ADR of STGN by 10.9% in the
left-turn scenario, demonstrating that our model can enhance driving safety even when constrained to
fewer modalities. This further underscores the strength of CAML, which effectively leverages LiDAR
data as an auxiliary modality during training to boost performance. The fact that CAML matches or
exceeds the performance of a model that uses more data at test time highlights the modality efficacy
of our approach.

System Generalizability. How effectively does the system generalize when we have fewer agents
during testing compared to training? (e.g., we have multi-agent collaboration during training but only
single agent during testing). We test the case where multi-agent collaboration is used during training,
but only a single agent is present during testing. This test is also motivated by practical constraints,
where in many real-world situations, multi-vehicle connected systems are not available, we only
have a single vehicle. But it is reasonable to have multi-vehicle connected systems with multiple
modalities during training to develop robust models. After training, we can then apply the model on a
single vehicle for testing, which is very valuable in practice and provides a cost-effective solution.

We compare the performance of our approach with COOPERNAUT [5] and STGN [8] under single-
agent settings, with results shown in Fig. 4. CAML outperforms the other baselines across all
scenarios, for both ADR and EIR metrics. This demonstrates that even with a single agent during
testing, CAML remains highly effective, by utilizing the multi-agent collaboration and auxiliary
modalities provided by the teacher model during training.

Efficiency Analysis. We evaluate the Table 1: Communication and inference effi-
communication and inference efficiency of ciency comparison. CAML can operate more
CAML compared to other cooperative ap- efficiently with lower communication overhead
proaches, COOPERNAUT [5] and STGN [8]. and faster inference than both [5] and [8].

To assess communication bandwidth, we follow Approach PS (KB) Latency (ms)
STGN [8] and use the shared package size ~COOPERNAUT [5] 655 90.0
(PS) metric, which measures the size of data STGN [8] 4.9 18.5
exchanged between connected vehicles, serving CAML 1.0 3.7

as an indicator of communication efficiency
in collaborative decision-making. For inference efficiency, we measure latency per batch, which
reflects the average time required to process a batch during inference. The evaluation results are
summarized in Table 1. As shown, CAML achieves lower PS and latency compared to other
approaches, highlighting its superior communication and inference efficiency.

Ablation Studies. In the ablation studies, we first compare the performance of CAML with
two other baselines: the fully-equipped teacher model, and a multi-agent BC model trained and
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Figure 4: Single-Agent System Generalizability of CAML. We evaluate the generalizability of
CAML by testing the case where we have multi-agent collaboration during training, but only a single
agent during testing. We compare the performance of our approach with COOPERNAUT and STGN
under single-agent settings. CAML with a single agent during testing consistently outperforms the
other baselines across all scenarios, offering a valuable and cost-effective solution for practical
applications.

tested using only RGB images, without knowledge distillation (KD). As shown in Table 2, while
CAML shows a slight performance drop compared to the teacher, due to missing modalities at
inference, it still achieves strong and robust performance. This highlights the effectiveness of
our method in handling modality reduction scenarios, making it especially suitable for resource-
constrained environments. Furthermore, CAML consistently outperforms the RGB-only BC baseline.
The results demonstrate the advantage of incorporating multi-modal learning into multi-agent systems.
Specifically, leveraging additional modalities during training through knowledge distillation allows
CAML to encode richer information into the student model, resulting in improved performance at
test time.

Next, we evaluate the case involving more Table 2: Performance comparison (%) of
modalities beyond RGB and LiDAR. Each vehi- CAML with the teacher model and the RGB-only
cle now receives RGB, LiDAR, and state infor- BC baseline. While CAML shows a slight per-
mation (e.g., position and velocity) during train-  formance drop compared to the teacher model
¥ng,'whlle only RGB inputs are avgllable dur- due to missing modalities at inference, it still
ing inference. As shown in Table 3, incorporat- achieves strong and robust performance. More-
ing state information as an additional modality over, CAML outperforms the RGB-only BC base-
further improves system performance, demon- [ine across all scenarios.

strating CAML'’s ability to effectively leverage —,_—— Overtaking Ceft Tum Red Light Violation
. . . L h pproac ADRT IRT ADRT TRT ADRT TRT
richer multimodal data during training while e 96.0£03 868204 73308 B8I2106 688209 858107
R RGB-only BC 852+1.0 83.2+09 56415 780+12 558+13 B8LOL1.2
maintaining strong performance under reduced-  cami 925208 855005 673410 799511 G6ild 530413

modality conditions.

We also investigate the complementary role of Table 3: Performance evaluation with three modali-
different modalities by retaining LiDAR and re- ties: RGB, LiDAR, and state information. Incorpo-
moving RGB during testing. As presented in rating state information as an additional modality
Table 4, the performance of retaining LIDAR  further enhances overall system performance.
is slightly better than retaining RGB, as Li- Overtaking Lof Turn Red Light Viofation
. . T . . ADRT IRT ADRT IRT ADRT IRT

DAR provides more precise spatial localization, Ros+DaR 928108 855505 673L10 TOTEIT G6.1L14 S3.0%13

. . . . . RGB+LiDAR+State  94.0+£0.7  86.4+0.6 69.7+1.2 817413 683%12 84.7+1.0
which is beneficial for accident detection.

Furthermore, we compare CAML, which adopts Table 4: Performance comparison (%) of
an intermediate cooperation strategy, with a late CAML when retaining either RGB or LiDAR dur-
cooperation baseline. In the late cooperation set- ing testing. Both settings achieve comparable per-
ting, each vehicle independently processes RGB ~ formance, but retaining LiDAR yields slightly bet-
and LiDAR inputs using the same encoders as ter results due to its more precise spatial localiza-
in CAML (ResNet-18 for RGB and PointTrans- tion, which benefits accident detection.

former for LiDAR), followed by MLP heads to  ~y;q,, _ Overiaking Lefi Turn Red Light Violation

. . . ADRT IRT ADRT IRT ADRT IRT

generate action logits. For each modality, we RGB 928108 855%0.5 673%1.0 79.7E1.1 66.1=14 B83.0%13
ﬁrSt fuse the loglts from COnneCted VehiCleS Via LiDAR 93.3+0.9 86.1+0.6 68.0+0.9 804+13 672412 83.8+1.4
averaging and then fuse the averaged logits across modalities to determine the ego vehicle’s control
actions. We apply the same KD procedure as in CAML, distilling from the RGB-LiDAR teacher
model to a student model that uses only RGB at test time. As shown in Table 5, CAML outperforms




the late cooperation approach by enabling the model to learn richer and more complementary repre-
sentations across agents and modalities, whereas late cooperation relies solely on output-level fusion,
leading to potential information loss.

Overall, the experimental results clearly illus- Table 5: Performance comparison (%) be-
trate the Superiority of our CAML framework. tween CAMUL and the late Cooperation approach_
The ability of CAML to learn a more effec- CAML achieves superior results by enabling the
tive driving policy stems from the collaborative model to learn richer and more complementary
multi-modal behavior of multiple agents, which  representations across agents and modalities.
together capture a wider and more nuanced rep- Overtaking Teft Tum Red Light Violation
resentation of data. This broader data coverage —camr ST IS S L BT G I T3
enables the ego VehiCle to make better'informed Late Cooperation  88.0+1.0 83.5+1.0 60.2+1.3 785409 582+1.5 81.7£15
decisions, improving safety and performance, particularly in complex, dynamic, and accident-prone
environments where isolated agents with limited sensing.

4.2 Collaborative Semantic Segmentation

To further evaluate our approach, we focus on collaborative semantic segmentation by conducting
experiments with real-world data from aerial-ground robots. We use the dataset CoPeD [50], with
one aerial robot and one ground robot, in two different real-world scenarios of the indoor NYUARPL
and the outdoor HOUSEA. For more details about the dataset, please refer to [50]. Additionally, we
introduce noise to the RGBD data collected by the ground robot. For both aerial and ground robots,
RGB and depth data are used during training, while only RGB data is used during testing in CAML.

Experimental Setup. We adopt the FCN [32] architecture as the backbone for semantic segmenta-
tion. To process RGB and depth data locally for each robot, we use ResNet-18 [14] as the encoder
to extract feature maps of size 7 x 7. Please refer to Appendix A.3.1 for more details of the exper-
imental setup. We first train a teacher model offline with aerial-ground robots collaboration using
cross-entropy loss, where each robot has both RGB and depth data. Then we train a student model
to mimic the behavior of the teacher model with only RGB data for both aerial and ground robots
through KD. The KD process is similar to that of the collaborative decision-making in CAV, but here
we use a cross-entropy loss as the student task loss. Please see Appendix A.4 for the detailed training
settings. We evaluate performance using the Mean Intersection over Union (mIoU) metric, which
quantifies the average overlap between predicted segmentation outputs and ground truth across all
classes. We compare the performance of CAML with other baselines including AML [41] and FCN
[32]. In the AML approach, only the ground robot operates, with RGB and depth data available
during training but only RGB data used for testing. The FCN approach involves only the ground
robot operating with RGB data for both training and testing.

Experimental Results. We first present the Table 6: Baseline Comparison of Semantic Seg-
experimental results of baselines comparison in  mentation on real-world dataset CoPeD [50] using
Table 6, where CAML demonstrates superior aerial-ground robots in indoor and outdoor environ-
performance in terms of mloU across both in- ments. CAML achieves the highest mloU in both
door and outdoor environments. Specifically, environments, with upto 10.6% higher accuracy.

CAML achieves an improvement of mloU for mloU (%)
8.9% in indoor scenario and 10.6% in outdoor ~ Approach Indoor  Outdoor
scenario compared to AML [41]. We also show FCN [32] 510 560
the qualitative results in Fig. 5. As we cansee,  AML [41] 55.9 60.3
despite the noisy input image from the ground  CcAML 60.1 66.8

robot, CAML produces predictions that are clos- Improvement over SOTA  4.2-8.9  6.5-10.6
est to the ground truth. This improvement is

attributed to CAML’s multi-agent collaboration, which provides complementary information to
enhance data coverage and offers a more comprehensive understanding of the scenes. Additionally,
the utilization of auxiliary depth data during training results in more precise segmentation outputs.

Ablation Studies. We also investigate another variant of CAML, called Pre-fusion CAML, as
ablation studies. In this variant, each robot first locally extracts feature maps of size 7 x 7 for both
RGB and depth modalities. Instead of separately fusing the RGB and depth features between the
robots, we first fuse the feature maps of RGB and depth within each single robot using cross-attention.
Then we share and merge the fused RGBD features between robots via concatenation. We also apply
1 x 1 convolution to reduce the feature maps to the original channel dimensions. The multi-modal
multi-agent feature aggregations then pass through the decoder. Finally, we obtain the output map by



Input Ground truth CAML

Figure 5: Qualitative results of different approaches on semantic segmentation on real-world data
from aerial-ground robots in scenarios of both indoor and outdoor environments. From left to right,
input image for the ground robot, ground truth segmentation map, FCN prediction, AML prediction,
and CAML prediction. CAML prediction is the closest to the ground truth.

upsampling to match the input image size. The mloU of the Pre-fusion CAML is similar to that of
CAML, achieving 59.2% and 65.8% for indoor and outdoor environments, respectively. Although
the fusion order is different, both versions benefit from robust feature aggregation and multi-agent
collaboration, which ultimately results in better segmentation performance. And CAML can easily
shift to Pre-fusion CAML because of the flexibility of our framework. Please refer to Appendix
A.3.2 for more details.

5 Conclusions

In conclusion, we propose Collaborative Auxiliary Modality Learning (CAML), a unified frame-
work for multi-modal multi-agent systems. Unlike prior methods that either focus on multi-agent
collaboration without modality reduction or address multi-modal learning in single-agent settings,
CAML integrates both aspects. It enables agents to collaborate using shared modalities during
training while allowing efficient, modality-reduced inference. This not only lowers computational
costs and data requirements at test time but also enhances predictive accuracy through multi-agent
collaboration. We provide an intuitive analysis of CAML in terms of data coverage and information
gain, justifying its effectiveness. CAML demonstrates up to a 58.1% improvement in accident
detection for connected autonomous driving in complex scenarios and up to a 10.6% mloU gain in
real-world aerial-ground collaborative semantic segmentation. These improvements underscore the
practical implications of our framework, especially for resource-constrained environments. For a
discussion on limitations and future work, please see Appendix A.6.
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A Appendix

A.1 Analysis

We provide an intuitive analysis to justify the effectiveness of CAML and illustrate why it outperforms
single-agent approaches such as AML. Please note that this analysis is intended to offer intuitive
insights and explanations into the benefits of CAML, rather than serving as a formal mathematical
proof, as this may be intractable in this context.

We analyze from two key perspectives: Data Coverage and Information Gain. We aim to address
the following key questions: (a) Does the collaboration of multiple agents provide complementary
information that increases data coverage? Specifically, does combining observations from each agent
lead to a more accurate and comprehensive prediction compared to using a single agent? (b) Does the
collaboration increase the mutual information between the observations and the true label?

Data Coverage. To address Question (a), we study data coverage and information provided by each
agent in a multi-agent system. Let the entire data space be denoted as D, which consists of various
subsets. Each agent .4; in the system covers a subset of this data space: C; C D. The overall coverage
by the system is given by the union of all subsets covered by individual agents: C,,q4; = Uf\LlCi.
This ensures that |C,,q4;| > max |C;]. If only a single agent is available, it can only observe a portion
of the data space, leaving parts of the space unobserved, which leads to incomplete information for
estimating the true label y. We show a qualitative example of multi-agent collaboration providing
complementary information to enhance data coverage in Fig. 7 in Appendix A.2.2.

From a probabilistic perspective, when multi-agent collaboration is in place, the combined likelihood
P(X|y) is modeled as a multivariate distribution. This approach provides a broader and more
accurate representation of the data space by integrating information from all agents and modeling
the dependencies and correlations between them. Compared to a univariate distribution P(x;|y)
for a single agent 4;, the multivariate distribution covers a larger portion of the data space D, thus
enhancing data coverage. This allows the exploration of more complex patterns, relationships, and
complementary information from different agents. By capturing a richer set of interactions and
correlations among the agents’ observations, the multivariate distribution supports more informed
decision-making. The model’s predictions are based on a comprehensive view of the environment,
thus leading to more accurate outcomes.

Information Gain. To address Question (b) about information gain, we analyze using information
theory. Let I(y;x;) represent the mutual information between the true label y and agent A;’s
observation x;, which quantifies how much information x; provides about the estimation of y. The
joint mutual information between y and the set of all observations X is I(y; X). In the context of
multi-agent collaboration, the joint observations X from multiple agents typically provide more
comprehensive information about the true label y compared to the observation of any single agent.
Therefore, the mutual information I(y; X) is always greater than or equal to the mutual information
from a single agent: I(y; X) > I(y;x;). We can formally justify this using the chain rule for mutual
information:

Iy; X) = I{y; 21, .- -y ) (D
= I(y;xl) +I(y;a72 | 171) + "'+I(y;xn | xla"'a'rn—l)-
Each term (I (y;xx | 21,...,2k—1) > 0) is non-negative because mutual information is always

non-negative. It follows that:

I(y; X) > I(y;x;) for any individual ;. 2)

Adding more observations (e.g., expanding from x; to X) does not reduce the information about y.
Even if some observations are redundant (e.g., z; duplicates x;), the joint mutual information I (y; X)
remains at least as large as I(y; x;). Thus, the combined observations from multi-agent collaboration
generally provide more information about y than a single observation, improving the overall estimate.
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A.2 Connected Autonomous Driving

A.2.1 Dataset Details

The dataset is generated using the AUTOCASTSIM [38] benchmark, which features three complex
and accident-prone traffic scenarios for connected autonomous driving, characterized by limited
sensor coverage or obstructed views. These scenarios are realistic and include background traffic of
30 vehicles. They involve challenging interactions such as overtaking, lane changing, and red-light
violations, which inherently increase the risk of accidents: (1) Overtaking: A sedan is blocked by
a truck on a narrow, two-way road with a dashed centerline. The truck also obscures the sedan’s
view of oncoming traffic. The ego vehicle must decide when and how to safely pass the truck. (2)
Left Turn: The ego vehicle attempts a left turn at a yield sign. Its view is partially blocked by a
truck waiting in the opposite left-turn lane, reducing visibility of vehicles coming from the opposite
direction. (3) Red Light Violation: As the ego vehicle crosses an intersection, another vehicle runs a
red light. Due to nearby vehicles waiting to turn left, the ego vehicle’s sensors are unable to detect
the violator.

Following the setup established by prior works COOPERNAUT [5] and STGN [8], we collect 24
data trails for each scenario, using 12 trails for training and the remaining 12 for testing. Each trail
represents a unique instantiation of the traffic scenario, with differences arising from the randomized
scenario configurations. These variations include different types of vehicles present in the scene,
varying initial positions and trajectories of collaborative vehicles, difference in traffic flow and
interactions, resulting in different visual, LIDAR inputs and control actions for each trail. Each trail
contains RGB images and LiDAR point clouds from multiple vehicles, resulting in a substantially
large dataset with a total size of approximately 400 GB.
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Figure 6: Three accident-prone scenarios in connected autonomous driving benchmark AUTOCAST-
SIM: overtaking, left turn, and red light violation.

A.2.2 Data Coverage

We present a qualitative example highlighting how multi-agent collaboration provides complementary
information to enhance data coverage in Fig. 7. In a red-light violation scenario for connected
autonomous driving, as shown in the following figure, the ego vehicle’s view is obstructed, rendering
the occluded vehicle invisible. However, collaborative vehicles are able to detect the occluded vehicle,
providing critical complementary information. This additional data helps the ego vehicle overcome
its occluded view, enabling it to make more informed decisions and avoid potential collisions with
the occluded vehicle.

A.2.3 Behavior Cloning Details

In the CAV task, we apply Behavior Cloning (BC) following prior works COOPERNAUT [5] and
STGN [8]. The process involves first running an expert agent to collect data from both the ego
vehicle and collaborative vehicles. This data includes RGB images, LiDAR point clouds, and the
control actions of the ego vehicle, specifically, braking decisions. Please see more details of the data
collection in Appendix A.2.1.
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Figure 7: Qualitative example of multi-agent collaboration provides complementary information to
enhance data coverage.

To integrate BC into our multi-agent setup, we train a model that takes as input the RGB and LiDAR
data from both the ego and collaborative vehicles, and it outputs the control actions for the ego
vehicle. BC is trained using a cross-entropy loss to detect accident-prone cases. The purpose of BC is
to let the ego vehicle effectively mimic the expert’s behavior, allowing it to better assess whether a
situation is dangerous or not and make informed decisions, such as braking or continuing to drive.
This enhances safety in accident-prone environments by ensuring more accurate and context-aware
decision-making.

A.3 Real-World Aerial-Ground Scenarios

A.3.1 Experimental Setup

We resize the input RGB and depth images to 224 x 224. To process RGB and depth data locally
for each robot, we use ResNet-18 [14] as the encoder to extract feature maps of size 7 x 7. The
RGB features from both robots are shared and fused through channel-wise concatenation, and the
depth features are processed similarly. Then we apply 1 x 1 convolution to reduce the fused feature
maps to the original channel dimensions for RGB and depth, respectively. We subsequently apply
cross-attention to fuse the RGB and depth feature maps to generate multi-agent multi-modal feature
aggregations. These aggregated features are passed through the decoder and upsampled to produce
an output map matching the input image size.

A.3.2 Advantages of CAML and Pre-fusion CAML

Both CAML and its variant Pre-fusion CAML have their advantages, CAML fuses the same
modalities across different agents, which provides better alignment because it ensures consistency in
feature representation. And this approach is particularly beneficial when individual agent views are
limited, as CAML effectively leverages diverse viewpoints to provide complementary information,
enhancing overall data coverage. On the other hand, Pre-fusion CAML allows agent-specific
contextual understanding by fusing different modalities locally within each agent. Furthermore, the
system avoids redundant communication between agents by transmitting multi-modal aggregated
features rather than modality-specific features separately. CAML can easily shift to Pre-fusion
CAML because of the flexibility of our framework, depending on application scenarios.

A.4 Training Complexity

We report the training complexity of AML [41] and CAML for the experiments of collaborative
decision-making in CAV, and collaborative semantic segmentation for aerial-ground robots in Table 7
and Table 8, respectively. For the experiments, we employ a batch size of 32 and the Adam optimizer
[18] with an initial learning rate of 1le—3, and a Cosine Annealing Scheduler [33] to adjust the
learning rate over time. The model is trained on an Nvidia RTX 3090 GPU with AMD Ryzen 9 5900
CPU and 32 GB RAM for 200 epochs.
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Table 7: Training complexity of AML and CAML in collaborative decision-making for connected
autonomous driving.

Approach  Parameters Time/epoch
AML [41] 19.5M 34s
CAML 39.3M 73s

Table 8: Training complexity of AML and CAML in collaborative semantic segmentation for aerial-
ground robots.

Approach  Parameters Time/epoch
AML [41] 13.5M 3s
CAML 25.5M 7s

A.5 Knowledge Distillation

We begin by training a teacher decision-making model 7 offline using both RGB and LiDAR data,
with a binary cross-entropy loss: Lgcg(y, T) = —Ep [yilog(p;) + (1 — y;) log(1 — p;)], where D
is the dataset, y; is the ground truth indicating whether the vehicle should brake, p; is the predicted
probability by the teacher model 7. The student model S is trained to mimic the behavior of the
teacher model while having less modalities. For each data point, the student model receives the
same RGB image that the teacher model was given. The loss for the student model is a combination
of two terms: the distillation loss using KL divergence between the student output and teacher
output (soft targets), and the student task loss, which is the binary cross entropy loss between the
student output and the true labels (hard targets). The soft targets from the teacher enrich learning
with class similarities, while hard targets ensure alignment with true labels. The soft targets are
generated by applying a temperature scaling to the logits. Following prior works [15, 41, 43], the

scaled logits are defined as: z; = =p (ZE)/(?)S:)/(;)(Zl/t) , where z; is the logit for class ¢ and t = 4.0
is the temperature. The distillation loss is defined as: Lxp(S,T) = — Y 2] log(z7), where 2]

and z{ are the soft target probability from the teacher and student model, respectively. The overall
loss for the student model is a weighted sum of the distillation loss and the binary cross-entropy
loss: Ls = (1 — a)Lpor(y,S) + at?Lkp(S,T) with a = 0.9 as the weight. After the training of
knowledge distillation process, we obtain a student model that uses only RGB data while learning
from a teacher model that has access to both RGB and LiDAR data. This enables the student model
to be effective during testing with only RGB data. Additionally, by leveraging knowledge distillation,
the student model benefits from the additional insights provided by the LiDAR data during training,
learning more effectively compared to training solely with RGB data.

Training a teacher model and then distilling it into a student model allows the student model benefit
from the richer information that the teacher model has. Since student models are typically smaller
or operate with fewer modalities, they are designed to be more efficient, with fewer parameters or
reduced complexity. Deploying such a student model in a resource-constrained environment is crucial,
especially when the teacher model is too costly to deploy due to its computation requirements.

A.6 Limitations and Future Work

CAML is capable of handling different and mixed modalities across agents at test time. Feature
embeddings are first extracted using modality-specific encoders and then fused across agents (e.g.,
via concatenation or cross-attention) for downstream decision-making. In the student model of
CAML, the modality configuration can be specified individually for each agent, allowing flexibility
without requiring all agents to share the same modalities. Although the current student model does
not dynamically vary modalities over time, such capability can be achieved without modifying the
architecture. A promising direction is to incorporate a modality dropout strategy during knowledge
distillation, where certain modalities are randomly masked or removed for each agent during training.
This would enable the student model to better adapt to dynamically changing modality availability.
Moreover, CAML can be extended with uncertainty estimation [22, 24] to assess the reliability of
each modality and enhance robustness when sensor inputs are noisy or degraded (e.g., under adverse
weather conditions in connected autonomous driving).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: It can be found in Section 3 Approach and Section 4 Experiments.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: It can be found in Appendix A.6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We do not have formal theoretical results with solid math proof, though we
have an intuitive analysis to help explain and understand the advantages of our approach in
Appendix A.1.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: It can be found in Section 4 Experiments and corresponding appendices.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Datasets used in this paper are publicly available. Implementations are detailed
in Section 4 Experiments and corresponding appendices.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: It can be found in Section 4 and corresponding appendices.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report error bars suitably for the statistical significance of the experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: It can be found in Section 4 and corresponding appendices.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper is in every respect with the NeurIPS Code
of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper is positive for multi-modal multi-agent systems, and especially ben-
eficial for resource-constrained environments where some data modalities may be missing
during testing.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models) used in the
paper have been properly credited.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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