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Abstract

As awareness of mental health crises grows, on-
line emergency support services are becoming
increasingly prevalent worldwide. Detecting
whether users express suicidal ideation in text-
based counseling services is crucial to identify
and prioritize at-risk individuals. However, the
lack of domain-specific models for enhancing
fine-grained suicide prevention in online coun-
seling poses a significant challenge for the au-
tomated detection and intervention of suicide
risk. In this paper, we propose PsyGUARD, an
automated system for suicide detection and risk
assessment in psychological counseling. We
first develop a fine-grained taxonomy for sui-
cide detection based on numerous theories. We
then build a large-scale, high-quality, and fine-
grained suicide risk detection dataset called
PsyGUARD. To understand the capabilities of
automated systems in suicide risk detection, we
establish various benchmarks. To assist auto-
mated services in providing safe, helpful, and
personalized responses during risk assessment,
we propose building a risk assessment system
for clients during online text-based counseling.
Our work provides an insightful analysis of
the effectiveness of automated risk assessment
systems and their potential impact on improv-
ing mental health services in online counseling
platforms.!

1 Introduction

It is well-documented that suicide is a major pub-
lic health problem worldwide (Mann et al., 2005;
Robinson et al., 2016; Turecki et al., 2019). Each
suicide death represents a catastrophic tragedy and
is reported to directly or indirectly affect many
individuals, including relatives, friends, and soci-
ety(Clark and Goldney, 2000; Cerel et al., 2008;
Turecki et al., 2019). Online counseling services
are available in many countries, allowing for confi-
dential and immediate help to those in need free of

'Our data, code, and model will be publicly available to
the research community.
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Figure 1: Examples of counselors adjusting their suicide
prevention strategies based on their client’s suicide ac-
tions and thoughts in real life. In this paper, the first step
is to conduct fine-grained suicide detection, followed by
the implementation of a safe, helpful, and personalized
approach for risk assessment.

time and space, and therefore play a critical role in
suicide prevention (Bialer et al., 2022), which can
effectively halt user suicidal ideation (Maples et al.,
2024). However, the lack of domain-specific mod-
els to enhance fine-grained suicide prevention in
online counseling poses a significant challenge for
the automated detection and intervention of suicide
risk.

Motivation: Indeed, many researchers have been
working on the development of automated systems
for suicide detection that can be used in real pro-
duction (Huang et al., 2015; Sawhney et al., 2018a,
2022b; Sinha et al., 2019; Guzman-Nateras et al.,
2022). Despite advancements in such automated
detection system, existing studies mainly confine
to suicide detection, often ignoring fine-grained
suicidal actions or thoughts and corresponding
approaches for risk assessment, as illustrated in
Figure 1. Automated detection and intervention
systems can help scale support services to reach
a larger population, especially considering the in-
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Figure 2: Pipeline of our taxonomy construction and
data collection.

creasing prevalence of online counseling and men-
tal health support platforms. Further, by provid-
ing automated support and intervention, individ-
uals may feel more comfortable seeking help on-
line, thus reducing stigma associated with men-
tal health issues and suicide prevention (Robinson
et al., 2016). Empirical evidence (Qiu et al., 2023;
Nie et al., 2024; Maples et al., 2024) indicates that
individuals are willing to interact with real or vir-
tual counselors, with many having disclosed their
suicidal thoughts, plans and actions, underscoring
the importance of automated systems for suicide
detection and risk assessment. This gap in knowl-
edge significantly limits the ability of automated
systems to ensure the safe, helpful, personalized
services in providing mental health support, which
motivates us to carry out the work presented in this
paper.

Challenges: Lack of fine-grained suicide risk de-
tection dataset is a major challenge. Currently,
numerous studies have made significant progress
in detecting suicidal ideation, but they primarily
focus on social media platforms rather than on
counseling conversations. Therefore, using such
datasets directly for risk detection in online coun-
seling may lead to domain biases, such as cultural
or linguistic biases, due to an inevitable gap in
user expressions. Additionally, challenges posed
by datasets collected from electronic health records
or mental health records (Pratap Singh Rawat et al.,
2022) also include gaps in data format. Further-
more, most studies that primarily focus on binary
suicidal ideation detection face challenges in con-
sidering the diversity of suicide ideation categories
in the real world.

Lack of a comprehensive suite of risk assess-
ment for corresponding suicide category is another
challenge. In addition to users mentioning that
they have attempted suicide, simply identifying
fine-grained suicide categories is not enough to
conclude whether a user will actually commit sui-

cide. Therefore, further risk assessment is required.
Suicide risk classification is the initial step in sui-
cide prevention. Equally important is adjusting
risk assessment strategies based on clients’ suicidal
actions and thoughts in real life, which is largely
ignored by current studies.

Our Approach In this paper, to our knowledge,
we are the first to propose studying an automated
system for suicide detection and risk assessment in
psychological counseling. We present the pipeline
of our approach for the research purpose in Fig-
ure 2. Our paper is organized into five main parts.
Section 2 (§2) briefly describes the existing works
related to ours. Section 3 (§3) demonstrates the de-
tailed process of taxonomy construction. Section 4
(§4) elaborates on rigorous data collection. Section
5 (§5) constructs extensive baseline benchmarks,
and Section 6 (§6) provides a framework for risk
assessment prior to crisis intervention.

Our Contributions We make our data, code, and
model publicly available. We believe our work
offers a new perspective on build an automated
system for suicide detection and risk assessment
in psychological counseling, within the research
community. Our contributions can be summarized
as follows:

* We construct an automated system to ensure
safe, helpful, personalized services in text-
based counseling conversations. To achieve
this, we develop a novel fine-grained tax-
onomy (§3) for suicide, which categorizes
the risk level based on suicidal actions and
thoughts.
We build a large-scale, high-quality, and fine-
grained suicide risk detection dataset called
PsyGUARD (§4). This dataset is created
through a rigorous collection process, includ-
ing raw data collection, development of an-
notation platforms, initial annotator training,
iterative human annotation, disagreement ad-
judication, and quality control.

* To understand the capabilities of automated
systems in suicide risk detection, we estab-
lish various benchmarks (§5) using our dataset
for comparison. These benchmarks includes
LLM zero-shot, LLM few-shot, fine-tuning
pre-trained models and fine-tuning LLM used
for predicting suicidal ideation of users con-
tent.

* To assist automated services in providing safe,
helpful, and personalized responses during



Dataset Source # Classes  Size

Balance

Open-sourced Language Level Actions or Thoughts Multi-label

Huang et al. (2015) Weibo 2 7314

9.08%

(664)

Chinese X x X

Cao et al. (2019) Weibo 744031

34.00%
(252901)

X X X

Chinese

Sawhney et al. (2018b) 5213

¥}

Twitter

15.76%

(822)

English X x X

11.61

%o

Sinha et al. (2019) Twitter 2 34306 (3084) X English X b 4 X
7

Gaur et al. (2019) Reddit 5 500 (52892)/0 v English v X X

Guzman-Nateras et al. (2022) Reddit 7 37068 (2707259[)& v English X X v

PsyGUARD (Ours) Zhihu, Weibo, Yixinli, | 1so10  2008% Chinese ¢ ¢ v

Open-source dialogues

(3104)

Table 1: Comparison of suicidal ideation detection datasets.

risk assessment, we propose building a risk as-
sessment system (§6) for clients during online
text-based counseling.

Next, we will briefly describe the existing works
related to ours.

2 Related Work

2.1 Taxonomy for Suicide Risk

Existing suicide risk annotations are mainly based
on the guidelines of the Columbia Suicide Severity
Rating Scale (C-SSRS) (Posner et al., 2008, 2011),
which is an authoritative questionnaire used by psy-
chiatrists to assess the severity of suicide risk. Each
C-SSRS severity class comprises a set of questions
that conceptually characterize the respective cate-
gory. The responses to these questions across the
C-SSRS classes determine the risk of suicidality
for an individual (Gomes de Andrade et al., 2018;
McCall et al., 2021; Orr et al., 2022). Additionally,
there is another commonly used taxonomy (Shing
et al., 2018; Zirikly et al., 2019) for suicide annota-
tion, which includes four levels: no risk, low risk,
moderate risk, and severe risk. Compared to the
C-SSRS, this taxonomy may have varying degrees
of subjectivity. Furthermore, a more easily under-
standable taxonomy (Sawhney et al., 2018a) is the
binary classification system, which categorizes in-
dividuals as either having present or absent suicidal
intent. Clearly, the existing taxonomies are either
too simplistic or too complex, and they do not fully
meet the requirements of our research purpose.

2.2 Detection of Suicide Risk
2.2.1 Datasets for Suicide Risk

We present several typical dataset used for suicide
detection in Table 1. Various works have been re-
cently proposed with an objective of automating
the detection of user content expressing suicidal
ideation posted on social media platforms (Huang

et al., 2015; Sawhney et al., 2018a, 2022b; Sinha
et al., 2019; Guzman-Nateras et al., 2022) and elec-
tronic health records (Pratap Singh Rawat et al.,
2022). First and foremost, most studies focuses
on the posts on social media. Some researchers fo-
cus on electronic health records (Guzman-Nateras
et al., 2022; Rawat et al., 2022) to detect clinical
health issues.

2.2.2 Methods for Suicide Risk

In short, the best available performance for suicide
intent detection still relies heavily on pre-trained
models. However, in order to improve performance,
researchers have added a variety of strategies to en-
hance the model’s ability to classify (Rawat and Yu,
2022; Ghosh et al., 2022; Sawhney et al., 2022b).
Basically, most of research focus on conventional
machine learning methods (Tyagi et al., 2023) and
fine-tuning pre-trained models (Sawhney et al.,
2020; Shing et al., 2020; Sawhney et al., 2022a). In
the era of large language models, Ghanadian et al.
(2023) conduct a quantitative analysis of the open-
source Suicide Intent Classification Dataset using
ChatGPT, evaluating methods including zero-shot
and few-shot paradigms.

3 Taxonomy Construction

To build an automated system for suicide detec-
tion and risk assessment in psychological coun-
seling, we first propose to develop a novel taxon-
omy for categorizing the risk level of suicide based
on suicide actions and thoughts. In collaboration
with experts? in psychological counseling, we have
adapted and refined existing suicidal taxonomies,
such as C-SSRS (Posner et al., 2008, 2011), di-
chotomy suicide (Sawhney et al., 2018a), suicide

2One holds a Ph.D. and is a State-Certificated Class 3
Psycho-counselor with 4 years of experience in psychology.
Another individual is a State-Certificated Class 3 Psycho-
counselor with a master’s degree. The third person is a doc-

toral student majoring in computer science and is the first
author of this paper.
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Figure 3: Our proposed taxonomy of suicidal ideation.
Corresponding Chinese version see Figure 6 in Appendix.

behaviors (Nock et al., 2008; Crosby et al., 1999;
Schreiber et al., 2010), self-injury behaviors (Nock,
2010), and aggressive behavior (Stanford et al.,
2003; Grigg, 2010), to suit the context of online
text-based counseling conversations. Based on the
theories and real-life corpus, We meticulously con-
struct the suicide taxonomy, following the consen-
sual qualitative research method (Nock et al., 2008;
Bridge et al., 2006).

Our proposed taxonomy for suicide ideation de-
tection, which consists of a total of 11 fine-grained
categories, is presented in Figure 3.

3.1 Category Definitions

Based on the client’s perspective, whether the
textual content contains suicidal ideation can be
divided into two key types, as illustrated by di-
chotomy suicide, including suicidal ideation and
non-suicidal ideation. For details about definition
of each category, see Appendix C.

4 Data Collection

To validate the feasibility of our proposed fine-
grained taxonomy in real-world settings and fur-
ther automated risk assessment, we collect a large-
scale user input corpus from several media plat-
forms, including Weibo®, Zhihu*, and Yixinli®, and
open-source dialogue datasets. Through a rigorous
process of data annotation, PsyGUARD is a high-
quality dataset used for researching the behavior of
LLM-based counselors. Our dataset will be made
Shttps://www.weibo.com

*https://www.zhihu.com
Shttps://www.xinli001.com
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publicly available to the research community and
some examples cherry-picked from PsyGUARD
dataset is presented in Table 2.

Next, we will describe the process of construct-
ing PsyGUARD, including raw data collection, de-
velopment of the annotation platform, initial anno-
tator training, iterative human annotation, disagree-
ment adjudication, and quality control. Finally, we
will present the statistics of PsyGUARD dataset, as
illustrated in Table 3.

4.1 Raw Data Collection

To cover both frequent explicit or implicit suicidal
ideation, such as explicit suicidality and queries
about committing suicide, as well as infrequent
non-suicidal ideation, such as reports of suicide
and exploration of suicide, we have selected the
raw data for our dataset from two publicly accessi-
ble sources: user posts on social media platforms
and open-source mental health dialogues. Further-
more, to ensure that the data is suitable for conver-
sational scenarios, we primarily collect our data
from open-source dialogues that focus on mental
health counseling.

To ensure that there is no data duplication in
the unlabeled dataset, we initially perform dupli-
cation filtering. To protect user privacy within the
dataset, we then require annotators to conduct a
data anonymization process, removing any infor-
mation related to names and locations, prior to data
annotation.

Overall, we collect 3,800 user posts from social
media platforms. Additionally, we collect 11,000
client utterances from open-source mental health



No. Text Label
1 Z A REM AT T KL T SRR Suicide Attempt
My girlfriend said she wanted to break up and | took a lot of sleeping pills. uicide Attemp
ATEH > REEETRIZREY -
2 I've bought a lot of sleeping pills to kill myself. Suicide Preparatory Act
3 ATBF BATHEER S LRY Suicidal PI
I'm going to buy a lot of sleeping pills in order to kill myself. uicidal Flan
4 I want to kill myself. Active Suicidal Ideation
RIE T Ek
5 f,}r‘n’ e son. Passive Suicidal Ideation
6 105 5 AR 4G S | AR RAT KA AL G T 3By | User A ive Behavi
Trying to poison my parents! Stop telling me what to do with my life! ser Aggressive Behavior
7 B R G RSO T K& Others A ive Behavi
My ex-boyfriend called me a green tea whore and told me to go to hell. ers Aggressive Behavior
8 RFZAEMELEN B TEIK Self-iniury Behavi
| enjoy burning my skin with the end of a cigarette. eli-injury Behavior
FR8-F: L
9 | want to hurt myself. Self-injury ideation
10 SR B A RITEA L R B ? Exploration of Suicid
A close friend is trying to commit suicide, what can | do to help her? Xploration of Suicide
1 BT ABERALBIFAEHLT Benign Content
| am a high school student, thinking about and fearing death every day. enign Lonten!
12 EA—MEF B A > WRERGA S @HAKRAE > KA EFRAET .. + Passive Suicidal Ideation
I'm a 15-year-old boy who was told to my face by someone | like that I'm ugly, and | really don't feel like living... « Others Aggressive Behavior
13 B B A EYAT A gk KA AR B A6 A0k + Active Suicidal Ideation
Irritability, low self-esteem, a particular tendency to hit people, suicidal thoughts arise when | get out of control. « User Aggressive Behavior

Table 2: Examples cherry-picked from PsyGUARD dataset.

Data Category

# Instances

single label 14594
multiple labels 206
Total 14800
Label # Number
Suicide Attempt 118
Suicidal Preparatory Act 22
Suicidal Plan 155
Active Suicidal Ideation 1430
Passive Suicidal Ideation 1379
Self-injury Behavior 160
Self-injury Ideation 48
User Aggressive Behavior 315
Others Aggressive Behavior 260
Exploration of Suicide 369
Benign Content 10754
Total 15010

Table 3: Data statistics of our proposed dataset, Psy-
GUARD.

dialogues, with 4,000, 3,000, and 4,000 user utter-
ances from SmileChat(Qiu et al., 2023), Xinling
(Li et al., 2023), and MeChatDial (Qiu et al., 2023),
respectively. For details of data sources, see Ap-
pendix B.

4.2 Annotation Platform Development

We present our annotation platform based on our
proposed taxonomy, which consists of at least three
tasks and at most four tasks, as illustrated in Figure
5 in Appendix A. We will release this annotation
platform along with our code, dataset, and model.

4.3 Initial Annotator Training

Three annotators are undergraduate fourth-year stu-
dents majoring in psychology, with two of them
being boys and one being a girl. We provide our tax-
onomy (Figure 3) and annotation guidelines along
with concrete examples (Figure 5 in Appendix D)
for three annotators. Prior to data annotation, we
require three annotators to understand our taxon-
omy and annotation guidelines. Any questions they
have about their understanding should be resolved
by our experts, thus ensuring that we have reached
agreement before labelling.

Trial-and-Error Annotation To validate the fea-
sibility of the initial taxonomy and reduce its ob-
scure points, we propose adopting a trial-and-error
annotation paradigm to annotate three batches of
data, comprising 200, 300, and 300 instances, re-
spectively. Fleiss’ kappa (Fleiss et al., 1981) is
used to measure the inter-rater agreement, and all
values (0.555, 0.511, and 0.565) fall within mod-
erate agreement with 0.5 < x < 0.6. After three
batch annotations, we discuss the cases that are
assigned a different label by one annotator. Ac-
cordingly, we improve our taxonomy based on the
real-life corpus. Through trial-and-error annota-
tion, in cooperation with our experts, along with
three annotators majoring in psychology, we update
the taxonomy again.



4.4 Iterative Human Annotation

We adopt two-stage data annotation, including
mini-batch iterative annotation, and large-scale it-
erative annotation. Each batch contains a certain
amount of content from users, and each sentence is
assigned to three annotators for independent anno-
tation using our annotation platform.

Mini-batch Iterative Annotation To validate
the completeness of our taxonomy, we assign 5
batches, each containing 100 instances. Fleiss’
kappa (Fleiss et al., 1981) is used to measure
the inter-rater agreement, and all values (0.739,
0.74, 0.784, 0.785 and 0.816) fall within sub-
stantial agreement or even almost perfect with
0.7 < k <£0.9, which demonstrates that our taxon-
omy is of completeness enough.

Large-scale Iterative Annotation We assign 27
batches of data for large-scale iterative annotation
and exch containing 500 instances. Fortunately, the
Fleiss’ kappa value in each batch is consistently
higher than 0.7, demonstrating that the annotated
data is of high quality with substantial agreement.

4.5 Disagreement Adjudication

In any batch of data annotation, we first use major-
ity voting to resolve label disagreements. When all
three labels are distinct from each other, the three
annotators are required to discuss any inconsistent
instances that have not been assigned the same la-
bel. Three annotators are required to discuss the
final label for any instance that has been assigned a
distinct label for disagreement adjudication.

It is worth noting that some instances have mul-
tiple labels, therefore, we require all annotators to
tick the option if such an instance has multiple la-
bels. During disagreement adjudication, we also
require them to discuss such instances and assign
correct labels in such cases.

4.6 Quality Control

There are a total of 27 batches of data in the
process of large-scale iterative human annotation.
Upon completion of a batch, we record the Fleiss’
kappa value and conduct statistics on inconsistent
instances. If the Fleiss’ kappa value is lower than
0.6, the entire batch is rejected and returned to the
annotators for revision. These steps are repeated
until the Fleiss’ kappa value exceeds 0.6. Luckily,
we do not meet such circumstance.

4.7 Data Statistics

We present the data statistics of PsyGUARD in Ta-
ble 3. There are a total of 14,800 instances in our
dataset, with 14,594 instances having a single label,
while 206 instances have multiple labels. Only 22
instances contain the label of suicidal preparatory
act, demonstrating that in real-life chatting scenar-
ios, clients often do not disclose their actions in
preparation for suicide. The average length of user
utterances is 30.

For training, validation, and test sets, each set
is generated by stratified random sampling (Pe-
dregosa et al., 2011) from the annotated dataset
to maintain consistency in data distribution, with
a partition ratio of 8:1:1. Specifically, in terms of
single-label instances, we first group them by labels
and split them with a stratified random sampling
strategy. As for multi-label instances, for simplic-
ity, we directly split them with a stratified random
sampling strategy.

S Automated System for Suicide
Detection

We conduct our experiments using pre-trained lan-
guage models (LMs) as well as both large language
models. All experiments in this paper are per-
formed on NVIDIA A100 8 x 80G GPUs.

5.1 Prompt-based Paradigm for Popular
LLMs

LLMs We prompt several popular LLMs to elicit
textual labels via instructions free of any fine-
tuning, which includes zero- and few-shot settings.
In this paper we propose to evaluate several pop-
ular open-source LLMs, such as ChatGLM2-6B
(Zeng et al., 2022), Qwen1.5-1.8B-Chat, Qwen1.5-
4B-Chat, Qwen1.5-7B-Chat, Qwenl.5-14B-Chat,
Qwenl.5-32B-Chat and Qwen1.5-72B-Chat (Bai
et al., 2023). Additionally, we also evaluate two
popular closed-source LLMs (OpenAl et al., 2024),
such as GPT-3.5 Turbo® and GPT-4".

Setup Due to the generation diversity, we pro-
pose prompting LLMs to generate exact labels
given an instruction and an unlabeled input three
times. We set the temperature and top_p to
0.8 for ChatGLM2-6B. We set the temperature
and top_p to 0.7 and 0.8 for the Qwen series
based on official recommendation. We set the

The model we use is gpt-3.5-turbo-0125.
"The model we use is gpt-4-0613.



Model Accuracy MicroP. MicroR. Micro F1. MacroP. MacroR. Macro F1.
CHATGLM2-6B-ZERO-SHOT 1.17¢.16 6.780.13 34.771 .31 11.350.24 9.290.11 41.220.99 7.960.05
CHATGLM?2-6B-FEW-SHOT 0.560.14 9.300.05 76.801.00 16.59¢.05 9.350.03 93.151 97 12.29¢.03
QWEN1.5-1.8B-CHAT-ZERO-SHOT 4.51¢.13 5.270.25 5.970.30 5.600.27 10.32065 12.96995 3.310.86
QWEN1.5-1.8B-CHAT-FEW-SHOT 1.26¢.26 8.300.14 51.49164 14.29928  9.260.11 58.266.73  9.970.22
QWEN1.5-4B-CHAT-ZERO-SHOT 22.451 11 24.26133 23.381097 23.811.19 18.950.47  29.99¢.84 15.97¢ 58
QWEN1.5-4B-CHAT-FEW-SHOT 21.350.47 19.150.10 2842921 22.89¢.16 13.780.02 35.573.30 12.200.43
QWEN1.5-7B-CHAT-ZERO-SHOT 60.380.19 61.769.31 60.6509.03 61.20¢.27 25.560.15 38.411.91 27.570.28
QWEN1.5>7B—CHAT-FEW>SHOT 63.480.41 62'790.68 66.200_54 64.450_60 28.411_36 46.834_15 28.312.11
QWEN] .5-14B-CHAT-ZERO-SHOT 31.27()_1[) 31.89[)(()3 32.03[)‘[14 31.961 18 37.581.18 40-35[].87 27.48[]_77
QWEN1.5-14B-CHAT-FEW-SHOT 69.18071  67.78p.69 T71.11963 69.41¢.66 34.72193 50.48183 36.381.35
QWEN1.5-32B-CHAT-ZERO-SHOT 67.830.25 68.30029 67.86p.208 68.08¢.28 43.630.39 48.71g.7s 38.019.45
QWEN1.5-32B-CHAT-FEW-SHOT 78.470.14 7741048 80.03p37 78.700.42 49.73183 56.780.56 48.631.27
QWEN] .5-72B-CHAT-ZERO-SHOT 61.64¢.33 61.94948 62.64p23 62.29935 36.11p.41 54.620.70 38.61¢0.13
QWEN].5-72B-CHAT—FEW-SHOT 69.430_47 69.430_46 71.420_50 70.410_48 39.661_09 55.791_15 43.071_]6
GPT-3.5-ZERO-SHOT 61.19¢.81 61.95076 61.34p83 61.649.79 32.731.67 46.909.34 34.501 74
GPT-3.5-FEW-SHOT T1.13035 70.49045 74.23064 72.31053 38.99217 52.52157 41.971.4
GPT-4-ZERO-SHOT 74.770.37 75.199.44 76.200.47 75.690.45 43.13053 67.97167 48.95¢.69
GPT-4-FEW-SHOT 71.870.35 71.70030 78.790.44 75.080.33 42.42034 71.481 61 49.300.63
BERT-BASE 90.770.37  92.399.37 91.64030 92.01p.31 70.55346 62.70903 64.899.99
ROBERTA-LARGE 91.690_39 92.940_39 92.590,13 92.770_ 40 73.43, 74 68.03, 88 69.76, 48
90.370.27  90.780p30 91.26p23 91.02926  60.160.72 65.853.02  61.491 51
CHATGLM?2-6B-LORA (epoch=1) 90.150.19  90.479.14 90.899.14 90.68¢.13 61.93145 6594517 62.281.36
90.330.19  90.66008 91.02008 90.84p903  60.47334 63.52290 60.472.25
91.830.220  92.27020 92.37020 92.32020 72.680.7¢ 72.83109 72.19035
CHATGLM2-6B-LORA (epoch=2) 91.690_]4 92.050_25 92.190_14 92.120_20 71.971_17 71.741_26 70.610_54
91.990 94 9238023 92.52p08 9245025 72.32964 T71.00162 70.631.59

Table 4: Evaluation results for fine-grained classification on the test set. The results present the mean and standard
deviation (subscript) of accuracy (Acc.), precision (P.), recall (R.), and F1-score (F1.). The best results are in red
and bold. The second-best results are in blue and bold. In terms of LoRA tuning, we only select one of the best or
second-best results. In each row of LoRA models, the seeds are 42, 43, and 44 in order.

temperature and top_p to 1.0 for the Ope-
nAl GPT series based on official recommendation.

Zero-shot Prompting The prompt template is
provided in Figure 7.

Few-shot Prompting The prompt template is
provided in Figure 8. The in-context examples
are fixed and selected from Table 2, including 13
instances.

5.2 Fine-tuning Pre-trained LMs

Pre-trained LMs We apply two pre-trained mod-
els, BERT (Devlin et al., 2018) and RoBERTa (Liu
et al., 2019), which are popular language models
with only an encoder architecture used widely in
various tasks in natural language processing, to
train a text classification model. In this paper, we
fine-tune the entire BERT-BASE® and ROBERTA-
LARGE’ models.

Setup Considering that the hyper-parameters for
fine-tuning pre-training model appear in numerous
papers, we place this section in Appendix E.

8The model we use is google-bert/bert-base-chinese.
The model we use is hfl/chinese-roberta-wwm-ext-large.

5.3 LLM Parameter-efficient Fine-tuning

Like fine-tuning the BERT and RoBERTa models,
we select one of the most widely used open-source
models, ChatGLM2-6B to conduct parameter-
efficient fine-tuning. Three random seed we use in
LoRA-tuning are 42, 43, and 44.

Setup During LoRA-tuning for ChatGLM?2-6B,
the epoch is 2, and we will save the checkpoint
each epoch. The learning rate is 1le-4 and batch
zise is 2. The LoRA rank, dropout and « are 16,
0.1 and 64, respectively. During inference time,
we set temperature and top_p to 0.8 and 0.8.
Each checkpoint will generate 3 times.

5.4 Results

Evaluation results for fine-grained classification on
the test set are presented in Table 4. For evaluation
metrics, see Appendix F.

Key Takeaway: Overall, the performance
of fine-tuning, including full fine-tuning and
parameter-efficient tuning, is superior to the
prompt-based paradigm. In terms of accuracy,
ChatGLM2-6B-LoRA achieves the best perfor-
mance, with a value of 91.99%. RoBERTa-large
follows closely with the second-best performance,
only 0.3% lower than that of ChatGLM2-6B. The



Dialogue Guidelines: Natural, empathetic responses; follow character traits, avoid meaningless self-questions; react based on emotions;
avoid contradictions or repetitions; do not mention "rules”; keep answers concise, one to two sentences.
Playing the role of a seasoned mental health counselor, adhere to the dialogue specifications and communicate gradually with the client
from the following three angles:
& 1. Have you felt low, depressed, or hopeless in the past two weeks?
2. Have you had any suicidal thoughts in the past two weeks?
3. Have you attempted suicide before? If so, when did it happen?
Counseling Dialogue:
Client: | want to commit suicide.
Counselor: Can you tell me if you've felt low, depressed, or hopeless in the past two weeks?
; Client: My mood has been relatively normal, and | haven't felt hopeless.
Counselor: Understood. Have you had any thoughts of suicide in the past two weeks?
[ 3 ient: It i
o Client: It just occurred to me today.
Counselor: Alright. Have you ever attempted suicide before?
; Client: No, | haven't attempted suicide before.
Counselor: | understand. Regarding this sudden thought today, do you feel any specific triggers or pressures?
You're now serving as a counseling supervision supervisor, analyzing the conversation history provided, evaluating the risk level of suicidal
& intent in visitors on a scale of 0 to 4. Zero indicates no risk, 1 is low risk, 2 is moderate risk, 3 is moderately high risk, 4 is high risk, and 5
indicates an urgent high risk.
In this conversation history, the visitor only expressed suicidal thoughts today and has no prior history of suicide attempts. No specific
e triggering events or stressors were mentioned. Based on the comprehensive assessment, | would rate this as 1, indicating low risk.

Figure 4: Our automated risk assessment framework when interacting with the client. Corresponding Chinese
version see Figure 9 in Appendix. The model we use is ChatGPT online.

best accuracy performance on the prompt-based
paradigm is achieved by GPT-4 with the zero-shot
setting, scoring 73.42%. Therefore, there is nearly
a 20-percentage-point gap between RoBERTa and
GPT-4 in terms of accuracy. The best accu-
racy achieved on an open-source model is by
Qwen1.5-32B-Chat with the few-shot setting, scor-
ing 78.47%.

Key Takeaway: Generally, performance in-
creases with model size. Interestingly, we note
that Qwen1.5-72B-Chat performs weaker than
Qwenl.5-32B-Chat. The reason behind this may
be that Qwen1.5-32B-Chat, which is released later
than Qwen1.5-72B-Chat, has access to a larger
training corpus and more training strategies.

Key Takeaway: Overall, in-context learning
usually enhances the performance of the model.
That is, the few-shot paradigm positively promotes
models Qwenl.5-7B, Qwenl.5-14B, Qwenl.5-
32B, Qwenl1.5-72B, and GPT-3.5. However, there
are exceptions where the performance of the few-
shot paradigm is not as good as that of the zero-shot
paradigm, such as ChatGLM2-6B, Qwen1.5-1.8B,
and Qwen1.5-4B. It is clear that smaller models
are caught in the in-context learning dilemma. For
GPT-4, in-context learning also did not result in
positive gains, so it is important to select in-context
samples carefully.

5.5 Error Study

After we summarize the misclassifications, we have
summarized 3 common misclassifications using the
best-performing pre-trained model RoBERTa as an
example. (1) Samples of suicide attempts were
misclassified into the other 4 categories of labels

for suicidal intent. (2) The classifier is too sensitive
to certain terms and misclassifies samples about
suicide exploration as suicide intent. (3) Some
benign texts, despite containing the word "death,"
were classified by the classifier as having suicidal
intent.

6 Automated System for Risk Assessment

To further ensure risk assessment, we propose a
suite of risk assessment frameworks. If our auto-
mated suicide detection system identifies a client
expressing suicidal tendencies, our system will first
recommend the client to the Free 24-Hour Helpline
and inform the counselor for crisis intervention and
referral.

For other types of suicidal ideation, we use an
automated risk assessment framework, as shown in
Figure 4.

7 Conclusion

In conclusion, our approach presents a novel and
theoretically grounded fine-grained taxonomy for
detecting suicidal ideation, merging risk levels with
categories of suicidal actions and thoughts. We ad-
dress limitations by introducing the PsyGUARD
dataset, which is manually annotated with rigor-
ous quality control. Additionally, we develop vari-
ous benchmarks based on pre-trained models and
LLMs, and propose the creation of a risk assess-
ment system for clients during online text-based
counseling. Our work provides an insightful anal-
ysis of the effectiveness of automated risk assess-
ment systems and their potential impact on improv-
ing mental health services in online counseling
platforms.



Limitations

Data Availability and Generalization: Limited
availability of diverse datasets may affect the gen-
eralizability of the proposed taxonomy and sys-
tem. The PsyGUARD dataset, while manually an-
notated, may not fully represent the diversity of
suicidal ideation and behaviors across different de-
mographics or cultural backgrounds. However, we
have tried our best to tackle the issue as we col-
lected our data from several sources.

Annotation Consistency: Despite rigorous qual-
ity control measures, there may still be inconsisten-
cies or subjectivity in the annotations of suicidal
ideation and related behaviors. Inter-rater relia-
bility among annotators could vary, impacting the
reliability of the dataset and subsequent model per-
formance. Based on our rigorous annotation pro-
cess, we have minimized the risk to a lower level.

Ethics Statement

The research is reviewed and approved by the
xxx University Institutional Ethics Committee
(No.xxx).

Suicide Risk Assessment for Annotators Prior
to data annotation, our professional counsellors
first conduct counselling interviews with annota-
tors to confirm that they are physically and mentally
healthy and suitable for our annotation work. In
each small batch of annotation, after the comple-
tion of data annotation, the consultant will conduct
a short interview to inquire about the physical and
mental health status of the annotator to ensure the
physical and mental health of the annotator through-
out the annotation process. After completing the
entire labelling process, our professional consul-
tants conduct a final in-depth consultation interview
to ensure that the labelled content does not have
any negative impact on all annotators.

Annotator Salary In total, we spent 22,500
RMB on the project, which lasted only 25 days.
This means each annotator was paid 300 RMB
for their work per day, which is higher than the
average wage (250 RMB/day) in their city. In addi-
tion, two professional counsellors, both of whom
are paid 2,000 RMB, have made outstanding con-
tributions to the construction of our taxonomies,
the answering of taxonomies and the safeguarding
of the physical and mental health of our markers.
Overall, we have guaranteed that our salary level is
competitive in our city.

Data Sharing Considering the nature of suicide
data, we must cautiously share this dataset. Re-
garding the rules for releasing data, third-party re-
searchers who require access to the raw conver-
sation data must provide us with their valid ID,
proof of work, the reason they are requesting the
data (e.g., the research questions), etc. They are
required to be affiliated with a non-profit academic
or research institution. This includes obtaining the
approval of an Institutional Review Board (IRB),
having principal investigators working full-time,
as well as obtaining written approval from the in-
stitution’s Office of Research or equivalent office.
Additionally, they must sign the Data Nondisclo-
sure Agreement and promise not to share the data
with anyone.
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A Annotation Framework

We present an example of annotating unlabeled
data, as shown in Figure 5.
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2.
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3.
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4. BRBRMITIRER?
2: BRIt & EHEREE

Figure 5: Annotation interface.

B Details of Data Sources

SmileChat is a large-scale, diverse, and high-
quality multi-turn conversation dataset generated
by instructing ChatGPT to generate multi-turn
dialogues based on QAs for mental health sup-
port. Xinling is a high-quality multi-turn dialogue
dataset consisting of authentic dialogues lasting
about 50 minutes between clients and professional
counselors. MeChatDial is a high-quality multi-
turn dialogue dataset consisting of authentic di-
alogues between clients and the dialogue model
collected in the wild.

C Suicide Category Definitions

Based on the client’s perspective, whether the
textual content contains suicidal ideation can be
divided into two key types, as illustrated by di-
chotomy suicide, including suicidal ideation and
non-suicidal ideation.

C.1 Suicidal Ideation

Suicide Attempt Suicide attempt refers to the act
where an individual has taken concrete steps to-
wards ending their life but ultimately did not result
in death.

Suicidal Preparatory Act Suicidal preparatory
act refers to the preparatory actions taken by an
individual with the intention of committing suicide,
which may include acquiring tools or items and
selecting a location.

13

Suicidal Plan Suicidal plan refers to a scheme
devised by an individual with the intention of self-
termination. This plan may manifest solely as ver-
bal expressions or thoughts and may not necessarily
progress to action.

Active Suicidal Ideation Individuals with a clear
intention to actively terminate their own lives
demonstrate the proactive will of the individual
towards suicide.

Passive Suicidal Ideation Passive suicidal ideation
refers to an individual expressing a desire or antici-
pation for death, hoping for death to occur without
taking explicit proactive actions.

C.2 Non-Suicidal Ideation

Self-injury Behavior Self-injury, broadly speak-
ing, refers to non-suicidal acts of self-harm. Specif-
ically, it is a type of behavior characterized by in-
tentionally damaging bodily tissues without any
suicidal intent and with purposes not socially ac-
cepted.

Self-injury Intent In broad terms, it refers to the
intent behind non-suicidal self-harm. Specifically,
it denotes the ideation of engaging in self-injurious
behaviors, characterized by intentionally damaging
bodily tissues without any suicidal intent and with
purposes not socially recognized.

User Aggressive Behavior User aggressive behav-
ior refers to actions taken by users themselves to
harm others, including both physical actions and
verbal assaults (such as swearing or insults) with
the intention of causing harm to others.

Others Aggressive Behavior Others aggressive
behavior from external sources refer to actions un-
dertaken by others with the intent to harm either
physically or verbally, including actions such as
verbal abuse or insults, directed towards the user.

Exploration of Suicide This refers to an explo-
ration of the essence of suicide.

Benign Content (AKA Irrelevant to Suicide/Self-
injury/Aggressive Behavior) Typically refers to
a state or behavior that is not directly related to
suicide, self-harm, or harming others.

D Annotation Guidelines

We provide our annotation guidelines, which is an
enhanced version of our taxonomy, as shown in
Figure 5.
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Figure 6: Chinese version of our taxonomy.

D.1 Suicidal Ideation

Suicide Attempt Suicide attempt refers to the
act where an individual has taken concrete steps
towards ending their life but ultimately did not
result in death. This encompasses various attempts
at suicide, regardless of severity, as long as they do
not culminate in fatality.

Suicidal Preparatory Act Suicidal preparatory
act refers to the preparatory actions taken by an
individual with the intention of committing suicide,
which may include acquiring tools or items and
selecting a location. These preparatory actions
have not yet been carried out.

Suicidal Plan Suicidal plan refers to a scheme
devised by an individual with the intention of self-
termination. This plan may manifest solely as ver-
bal expressions or thoughts and may not necessarily
progress to action.

Active Suicidal Ideation Individuals with a clear
intention to actively terminate their own lives
demonstrate the proactive will of the individual
towards suicide. "Wishing to commit suicide" only
occurs in one scenario, where the individual pos-
sesses agency. "Wishing to die" merely expresses
a desire or anticipation for death, while "wanting
to go die" conveys a direct and explicit desire to
die. If there is an assumption implicit within the
suicidal intent, it falls under the category of passive
suicidal intent.
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Passive Suicidal Ideation Passive suicidal
ideation refers to an individual expressing a desire
or anticipation for death, hoping for death to oc-
cur without taking explicit proactive actions. This
manifests as a negative attitude towards death in
computer science, reflecting a lack of engagement
in active efforts towards self-harm or suicide.

D.2 Non-Suicidal Ideation

User Aggressive Behavior User aggressive be-
havior refers to actions taken by users themselves
to harm others, including both physical actions and
verbal assaults (such as swearing or insults) with
the intention of causing harm to others.

Others Aggressive Behavior Others aggressive
behavior from external sources refer to actions un-
dertaken by others with the intent to harm either
physically or verbally, including actions such as
verbal abuse or insults, directed towards the user.

Self-injury Behavior Self-injury, broadly speak-
ing, refers to non-suicidal acts of self-harm. Specif-
ically, it is a type of behavior characterized by in-
tentionally damaging bodily tissues without any
suicidal intent and with purposes not socially ac-
cepted.

Self-injury Intent In broad terms, it refers to the
intent behind non-suicidal self-harm. Specifically,
it denotes the ideation of engaging in self-injurious
behaviors, characterized by intentionally damaging
bodily tissues without any suicidal intent and with
purposes not socially recognized.
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Table 5: Annotation guidelines.

Exploration of Suicide This refers to an explo-
ration of the essence of suicide, primarily encom-
passing but not limited to the following three as-
pects: (1) Individuals may express thoughts or
explore the concept of suicide, but this does not
necessarily imply an actual intent to commit sui-
cide. This exploration could be a form of introspec-
tion, pondering life’s perplexities, or contemplating
questions rather than a definitive decision. (2) Ad-
ditionally, individuals may be influenced by the
suicidal intentions or behaviors of their loved ones
or friends, thus articulating statements regarding
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others’ suicide to seek help, including aiding them-
selves, their relatives, or friends in overcoming
difficulties. (3) Curiosity about the act of suicide.

Benign Content (AKA Irrelevant to Suicide/Self-
injury/Aggressive Behavior) Typically refers to
a state or behavior that is not directly related to
suicide, self-harm, or harming others. It mainly
includes but is not limited to the following three
types: (1) Death anxiety is anxiety arising from
thoughts of one’s own death, also known as thanato-
phobia. (2) Expressing indifference to life and ques-
tioning one’s own worth does not directly indicate



explicit suicidal intent, but still implies some psy-
chological distress. (3) Users seeking clarification
on dreaming about deceased relatives.

E Setup for Fine-tuning Pre-trained
Models

The output features h of the top layer of the
pre-trained model can be represented as z =
[2¢, 21, 22, ...y 2n), Where z. is the representation
of the class-specific token [CLS]. We feed z. into
a feed-forward neural network with a default model
dropout rate of 0.1 for the final prediction. During
fine-tuning the pre-trained models, we initialize
weights of feed-forward layers with normal distri-
bution. We set the training epoch as 10 and select
the checkpoint that achieves the best accuracy value
on the validation set to evaluate the test set. For
the training processes, we adopt Sigmoid Cross
Entropy loss as the default classification loss. We
use the Adam optimizer to train the network with
momentum values [31, 52] = [0.9, 0.999]. The
learning rate is initialized to 2e-5 and decayed by
using the linear scheduler. The batch size in the
training stage is 16. Five random seed we use in
fine-tuning are 42, 43, 44, 45 and 46.

F Evaluation Metrics

In this paper, we report seven evaluation met-
rics: accuracy, micro-precision, micro-recall, and
micro-F1-score, macro-precision, macro-recall,
and macro-F1-score. Accuracy measures the pro-
portion of correctly classified instances out of the
total instances in the test set. Macro-averaging
gives equal weight to each class, while micro-
averaging gives equal weight to each instance.

G Risk Assessment Framework

16



BAEE>EF

BAKRE: RIEMATAFRCLERRT ELRTH > BERARAFRATHITA  c XOFEENAFZ LR AREEESELE > R
RARAERLT ©

BRABRETH  REAMRA T A MR AL T/ > QKR IAIY R B0 EF c ILELE TS RMAFEEEEF -
BAHR : RIEAMRA T BRAmE R X—HRTRRIFG AT L ARIRELLE > FRELIITH T -

EFHEAER ARAEARHOEABLZIHERETHAESG RATAMRBFNIHER - “BAX RA—FHHEAL > PHECTEA
EFFMe “BERRRATHATHBEIYMF > @ BEAMNART —HEAE WHOBRGER - RAIHAFEATH
ETRE  BE A A AER -

BABFRER  RIEAMREABH R CTHBESIRE  FLELATHRBE BT MALERRAAG ENITA > XRAASRTHHEREE -
BYATH  MAEHL > FA XM ARG EWNITH - BT —FBGITA > BAENELEMTE XA EHELB 6 REARIATH
LT SEARIRF AR -

B &R : IEil FAFHOBRGENER - Bkme > —HATERAMGATAHNEE  HEAELEMEFERALLRY
FARAE RN T 69 W DU T E IR H AR -

AP ERH  RIEAP BT ANSIETA PR P ACERG EMANDEFTARTENA (BELE -~ 5F)

A EITH - RIGRAIN B THHEFTA > PRAZTAGERF BTHYRITARTIERA (QIERE - 15BE) -
ATARNGEE AT G RO RRBITHEE - TZ2ORERRTATIHH 0 (1) METRAZS G XOEH KL = RE%R
FHNEAATZHRBFAER IAREZTRLZ—FAE  STAEEORIRSFAGEE > mIERAGEE - (2) sbsb > MERTHE
253 BUEARTAFBXAEAIATANY A > DAL T AL FOHEAF RS > OBEHBE S ~ FARGTRIERARE
(3) *F B AZXMFFHIFH -

58%/845/HFETARL  BFROA—FRERITA > 58K UG ERALALE LK c TREHFERARTATIH : (1)
SET BRI B H R T AR RS AR R LA TERMIE o (2) KA ALK At § SME R EEF R B BA5 &
HARER  EBAFFTT —LECERAK - (3) AP FTREIFRLCEH XN FANITA

B LAAERRG RSN > RBRIO B FEEN KT AP WRABITHE - ARG LA EERALIAFAE > 85
BEITA BFHX THARXETH > AR ETEH > AHITAH BHEB > AP AEFTA > ARETA > AT aRNEE 5
B3/ B/ A EAT AR AL E A F o R R A R Rk AT A o

JA P #r o\ ¢ {user utterance}

gf_,glj :

Figure 7: Zero-shot prompting template in Chinese.
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Figure 8: Few-shot prompting template in Chinese.
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Figure 9: Our automated risk assessment framework when interacting with the client. (Chinese version)
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