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Abstract

Knowledge memorization is central to large lan-
guage models (LLMs) and is typically assessed
using static benchmarks derived from sources
like Wikipedia and textbooks. However, these
benchmarks fail to capture evolving knowledge
in a dynamic world, and centralized curation
struggles to keep pace with rapid LLM advance-
ments. To address this, we propose a fully au-
tomated framework for generating high-quality,
dynamic knowledge benchmarks on demand.
Focusing on the news domain, where knowl-
edge updates daily, we design an agentic frame-
work to automate the sourcing, creation, vali-
dation, and distribution of benchmarks while
promoting quality and efficiency. Our approach
democratizes benchmark creation and facili-
tates robust evaluation of retrieval-augmented
methods by reducing overlap with pretraining
data. We evaluate a range of LLMs, both open-
source and proprietary, across various sizes and
configurations—with and without retrieval—on
freshly generated knowledge. Our results re-
veal distinct model behaviors when confronted
with new information and highlight how re-
trieval narrows the performance gap between
small and large models. These findings under-
score the importance of evaluating LLMs on
evolving benchmarks to more accurately esti-
mate their knowledge capabilities and guide
future advancements.

1 Introduction

Assessing the knowledge capabilities of large lan-
guage models (LLMs) is essential for understand-
ing their performance and limitations. However,
this task is increasingly challenging as factual
knowledge in the real world evolves rapidly. Well-
trained models can quickly become outdated (Li
et al., 2024), raising the need for continual model
updates (LiSka et al., 2022) or improved retrieval-
augmented generation (RAG) (Lewis et al., 2020).
At the same time, the lack of transparency around

training data makes it difficult to assess how current
a model’s knowledge truly is (Cheng et al., 2024).
Existing benchmarks also struggle to keep pace:
once released, their contents may be absorbed into
future training data, leading to benchmark satura-
tion and weakening their utility. This not only lim-
its our ability to evaluate knowledge retention but
also complicates the evaluation of retrieval-based
methods, as models may have already memorized
the relevant facts. These challenges underscore
the need for fast, automated curation of dynamic
knowledge benchmarks that can track LLM devel-
opment in real time and offer a clean testbed for
evaluating retrieval augmentation.

Despite the rapid advancement of LLMs and the
growing need for accurate knowledge assessment,
most standard benchmarks remain static after cre-
ation. Widely used datasets such as Natural Ques-
tions (Kwiatkowski et al., 2019), TriviaQA (Joshi
et al., 2017), and HotpotQA (Yang et al., 2018) pri-
marily draw from Wikipedia or curated text snap-
shots from a fixed time period. While instrumen-
tal in advancing open-domain question answering
(QA) research, these benchmarks quickly become
outdated and are often included in model pretrain-
ing corpora, leading to data contamination and in-
flated performance estimates (Li et al., 2024). More
recent efforts—such as StreamingQA (Liska et al.,
2022), RealTimeQA (Kasai et al., 2024), FreshQA
(Vu et al., 2023), and Daily Oracle (Dai et al.,
2024)—have begun incorporating newly emerging
facts. However, these dynamic benchmarks still
rely on partial human curation, infrequent updates,
or focus on narrow domains like forecasting. As
a result, they fall short of enabling continuous, de-
centralized, and user-driven evaluation of dynamic
novel knowledge.

To address these challenges and democratize dy-
namic knowledge benchmarking, we introduce a
fully automated framework for generating knowl-
edge benchmarks and evaluating on them. Our



goal is to decentralize the assessment of LLMs by
aligning it with the evolving nature of both model
development and real-world information. Focus-
ing on the news domain—where new knowledge
emerges daily—our system automates the pipeline
from information extraction to benchmark construc-
tion in a multiple-choice QA format. We design an
agentic framework built on state-of-the-art LLMs,
in which specialized agents for QA generation, val-
idation, and revision collaborate to promote quality
and consistency.

Since benchmark generation can happen at any
time, we introduce a distribution and version con-
trol protocol that assigns each benchmark a unique
signature, enabling consistent tracking and fair
comparison across models and evaluations. These
benchmarks serve as snapshots of world knowl-
edge at specific moments—conceptually func-
tioning as knowledge checkpoints or data check-
points—supporting longitudinal tracking and tem-
poral comparisons. The framework is fully open-
source and accessible, empowering any user to
generate up-to-date benchmarks at any time. We
refer to our framework as KODE (Knowledge
On-Demand Evaluation). This enables diverse use
cases such as monitoring LLM knowledge fresh-
ness or evaluating retrieval-augmented models on
clean, non-memorized data. By decentralizing
benchmark creation, our approach makes knowl-
edge evaluation truly dynamic and ensures it keeps
pace with both LLM development and real-world
information change.

We present preliminary results using bench-
marks recently generated by our framework. Each
benchmark includes a ground-truth knowledge
source and well-formed multiple-choice QA pairs,
facilitating straightforward and reliable evaluation.
To assess the quality of the automatically gener-
ated benchmarks, we conduct manual validation
and find them relatively high quality.! To demon-
strate the utility of our framework and provide a
faithful assessment of current model capabilities,
we evaluate a range of LLMs—both open-source
and proprietary—across different model sizes, with
and without retrieval augmentation. Our results
reveal a notable drop in performance when models
are tested on newly introduced knowledge, high-

'One potential drawback of the automated approach is
a compromise in quality. We tolerate certain noise levels
as a tradeoff for full automation and large-scale benchmark
generation, and we monitor quality through separate manual
inspection.

lighting their limitations in staying current. Interest-
ingly, when retrieval is introduced, the performance
gap between smaller and larger models narrows sig-
nificantly on knowledge not seen during training.
We also benchmark different retrieval strategies,
showcasing how our dataset can support in-depth
evaluation of retrieval-augmented generation.

In summary, we make the following contribu-
tions:

* We democratize knowledge evaluation by intro-
ducing a dynamic, on-demand benchmarking
framework that can be generated at any time,
keeping pace with evolving world knowledge
and avoiding overlap with model training data.

* We develop an agentic, fully automated pipeline
for benchmark generation using LLMs for QA
creation, evaluation, and revision—producing
high-quality, versioned benchmarks grounded in
source documents and openly available for di-
Verse use cases.

* We conduct a comprehensive evaluation of state-
of-the-art open-source and proprietary LLMs,
both with and without retrieval, demonstrating
performance gaps on newly introduced knowl-
edge and showing how retrieval reduces dispari-
ties between small and large models.

2 Related Work

Dynamic QA Benchmarks While most QA
benchmarks remain static—quickly becoming out-
dated as world knowledge evolves—recent work
has introduced dynamic benchmarks to address
temporal shifts of knowledge.” StreamingQA
(Liska et al., 2022) simulates knowledge accumu-
lation over time by organizing questions chrono-
logically across years of news data, but it does not
support continuous updates. RealTime QA (Kasai
et al., 2024) offers a weekly quiz based on current
news headlines, though its scope is limited by the
availability and coverage of its external news feeds.
FreshQA (Vu et al., 2023) refreshes the answers to
a fixed set of time-sensitive questions, but it relies
heavily on manual updates, resulting in a central-
ized and labor-intensive curation process. Daily
Oracle (Dai et al., 2024) is fully automated and up-
dated daily, but it centers on forecasting near-future
events rather than assessing factual knowledge that

For detailed descriptions of each benchmark, see Ap-
pendix A.



Benchmark Human Involvement

Automation Update Freq. & Scale

StreamingQA  Partial (curated + synthetic)
RealTime QA  Yes (media-sourced quizzes)

FreshQA Yes (human-written)
Daily Oracle No (auto-generated)
Ours No (auto-generated)

Partial Static

Partial Weekly (~ 30 QA pairs)
Low Weekly (answers only)
Full Daily (~ 17.3 QA pairs)
Full Any time (~ 2000 QA pairs)

Table 1: Comparison of dynamic QA benchmarks in terms of human involvement, automation, update frequency,

and scale.

has already been established. As summarized in Ta-
ble 1, none of these approaches combine complete
automation and large-scale daily updates:

e Automation. RealTime QA and FreshQA still
rely on human inputs (e.g., curated quizzes or
hand-written questions), and StreamingQA is
only partially synthetic. Daily Oracle is fully au-
tomated but narrowly focused on event forecast-
ing. In contrast, our pipeline is fully automated
and operates without human curation, enabling
decentralized benchmarking of dynamic world
knowledge at scale.

* Frequency and scale. RealTime QA releases
approximately 30 QA pairs weekly, and FreshQA
does not only tracks the answer changes for a
fixed set of questions. Daily Oracle provides
around 17.3 per day. In contrast, our framework
generates around 2,000 QA pairs each time it is
invoked, and can be called at any time, enabling
scalable and real-time evaluation of LLMs on
dynamic knowledge.

RAG Evaluations Existing benchmarks for
retrieval-augmented generation (RAG) often suffer
from data contamination, where evaluation exam-
ples significantly overlap with a model’s pretrain-
ing corpus—allowing models to bypass retrieval
and simply regurgitate memorized content (Li et al.,
2024). Many widely used QA datasets, such as
Natural Questions (Kwiatkowski et al., 2019), Triv-
1aQA (Joshi et al., 2017), and HotpotQA (Yang
et al., 2018), are derived from common sources
such as Wikipedia or open web text, making it
likely that models already “know” the answers.
This reduces the necessity of retrieval and under-
mines the evaluation of knowledge-seeking be-
havior. Moreover, including training data in the
prompt can further inflate performance by trigger-
ing memorized responses (Wang et al., 2022). As
a result, current benchmarks fall short in testing
whether models can effectively retrieve and reason

over genuinely novel information. These limita-
tions underscore the need for a new benchmark
paradigm—one that ensures freshness of knowl-
edge and enables accurate assessment of real-time
retrieval capabilities.

By emphasizing both automation and high-
volume benchmarking data generation at any time,
our approach offers a continuous, up-to-date evalu-
ation of factual knowledge without the bottleneck
of centralized human curation. It also supports ro-
bust assessment of retrieval-augmented methods as
models are required to retrieve genuinely new infor-
mation rather than relying on memorized content.

3 Automated Dynamic Benchmarking

3.1 Dynamic Knowledge Source

We focus on the news domain—where new facts are
introduced continuously. Specifically, we scrape
a diverse set of news outlets, including both main-
stream and specialized publications. The catego-
rization and considered sources of news are pre-
sented in Table 2. This approach provides broad
coverage across geopolitical regions, topical do-
mains, and journalistic styles.

3.2 Benchmark Construction Pipeline

To enable fully automated and democratized bench-
mark creation, we design an agentic framework
for dynamic knowledge benchmarking (Yao et al.,
2023; Madaan et al., 2023). The pipeline consists
of four key stages: (1) source data extraction, (2)
QA pair generation, (3) question validation and re-
vision, and (4) dataset versioning. An overview of
the pipeline is shown in Figure 1.

Knowledge Source Extraction We collect and
preprocess news articles published within the past
24 hours from a diverse set of outlets (Section 3.1).
Articles are retrieved via RSS feeds, parsed, and or-
ganized by topic. For each article, we retain a struc-
tured representation that includes metadata such as
the title, publication date, author, content body, and
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Figure 1: Automated dynamic knowledge benchmark construction pipeline.

Category Sources

General / Mainstream News
International Coverage
Political Focus

Technology and Science

Politico, The Hill, NPR

Business / Finance Bloomberg
Lifestyle / Culture GQ, Vanity Fair
Open-Source Community News — WikiNews

CNN, BBC, Reuters, The Guardian, Fox News, NBC News, USA Today, HuffPost, CBS News
Al Jazeera, DW, RT, Channel News Asia (CNA), Times of India, South China Morning Post (SCMP)

TechCrunch, The Verge, Engadget, Ars Technica, Gizmodo, PC Gamer, TechRadar

Table 2: News sources used for dynamic knowledge extraction.

source URL. The output of this step is a curated,
timestamped feed of news articles, which serves as
the raw knowledge base for dynamic benchmark
construction in subsequent stages.

QA Generation We employ an LLM-based
agent to generate initial multiple-choice QA pairs
from the curated news articles. The agent is in-
stantiated using an LLM? guided by a special-
ized prompt designed to elicit high-quality, time-
sensitive questions (see Appendix B). The genera-
tion process involves identifying salient facts from
each article, drafting a corresponding question, and
producing one correct answer along with plausi-
ble distractor options. The agent is instructed to
prioritize recent and unique facts—particularly en-
tities, events, and developments that are unlikely to
appear in older training data. Our prompt design
encourages questions that are factually grounded,
require minimal external context, and emphasize
up-to-date knowledge.

Question Validation and Revision Despite
detailed prompting, LLM-generated questions may
not always be well suited for reliable model evalua-
tion. In particular, some questions may rely heavily
on context from the source article, making them
unclear or unanswerable in isolation. To address
this, we introduce a dedicated question validation
agent (see validation prompt in Appendix B) that

3We use 03-mini-2025-01-31 (and also for other LLM
agents in our pipeline).

assesses the quality and clarity of each question.

The agent is tasked with verifying whether each
question can be answered uniquely and unambigu-
ously, without requiring access to the original ar-
ticle. Specifically, it checks whether the question:
(1) avoids direct references to the source article,
(2) includes accurate and clear date references, (3)
uses explicit identifiers for entities such as people,
organizations, or events, and (4) avoids vague or
ambiguous phrasing. Questions that fail any of
these criteria are automatically routed to a revision
agent for correction.

A dedicated revision agent refines any QA pairs
that do not meet the specified quality criteria, ensur-
ing that each question is clear, unambiguous, and
context-independent. The final evaluation dataset
consists of both the validated questions that passed
the initial checks and the revised questions cor-
rected by the agent. Note that the validation and
revision steps can be applied iteratively for further
refinement. We adopt a single round of revision
in our current pipeline to balance quality and com-
putational efficiency. This setting is configurable,
allowing for greater strictness or flexibility depend-
ing on downstream evaluation needs. Some exam-
ple QA pairs dynamically created in the datasets
are shown in Table 3.

Dataset Versioning To support reproducibil-
ity and fair comparison, each benchmark release is
assigned a unique signature serving as its version



identifier. Because dataset content can shift—due
to changes in daily news and the inherent stochas-
ticity of LLM generation—we adopt a principled
versioning approach inspired by SacreBLEU’s re-
producibility framework (Post, 2018). Each sig-
nature encodes the agent LLM model name and
version (e.g., “GPT-40” with revision), the decod-
ing hyperparameters (temperature, top-p, etc.), the
dataset generation date and timestamp, and a ran-
domly generated hash (e.g., MDS5) as a unique iden-
tifier.

Users reporting results on our benchmarks
should explicitly cite the full dataset signature and
share the corresponding dataset snapshot. This en-
ables precise reproduction and fair evaluation by
others. By versioning each dataset and requiring
explicit references, future work can reliably evalu-
ate on the same benchmark instance—an essential
safeguard in our decentralized benchmarking pro-
tocol, where potentially numerous, independently
generated datasets may exist.

3.3 Human Validation

We randomly sample 400 QA pairs and check them
for clarity, answerability, and distractor plausibil-
ity, ensuring direct language, exclusive reliance on
the article, correct use of dates and names, four
plausible choices with only one correct answer,
and no explicit references to the article. Follow-
ing Appendix D, each QA pair is labeled pass or
fail. Because we aim for fully automated, decentral-
ized usage, a small level of noise is acceptable to
maintain scalability, freshness, and real-time evalu-
ation. We also release a daily version of the bench-
mark, enabling on-demand dataset generation un-
der evolving knowledge conditions. As proprietary
LLMs change over time, we recommend periodic
audits and updates to maintain consistent quality.
By keeping human validation separate from the
core pipeline, our framework remains cost-effective
and adaptive, while still supporting quality control
when needed.

3.4 Dataset Statistics

When generating the dataset, our pipeline collects
the latest 24 hours of news articles and typically
produces around 2,000 questions each time it is
invoked. Here, we present an analysis of a dataset
snapshot generated on March 22, which contains
2,350 questions after initial processing.

4 Experimental Setup

In the following experiments, we evaluate our mod-
els on the March 22 snapshot of the dataset (Sec-
tion 3.4). This final QA set contains 470 news
articles and 2,350 validated QA pairs, with an av-
erage of 773.89 words per article and 18.01 words
per question.* We evaluate a variety of open-source
and proprietary LLMs. For the full list of models,
please see Table 6.

Evaluation Settings We test each LLM under
three information-access paradigms:

(i) No context: The model sees only the ques-
tion. We simply provide the prompt: “Ques-
tion: {Q}. Provide the most accurate answer.”
This reflects a purely parametric recall sce-
nario, where the model must rely solely on its
memorized knowledge.

(i1) Oracle context: The model is given the exact
ground-truth article (i.e. the document origi-
nally used to generate the question) as addi-
tional context. Here, the model input is of the
form: “Context: {Article}. Question: {Q}.”
This setting assesses an upper bound of per-
formance when the necessary information is
guaranteed to be available and relevant.

(iii)) Retrieval. We simulate a scenario where
the model queries a recent news corpus and
must retrieve relevant passages before answer-
ing. We provide the top-k passages (where
k € {1,3,5,10}) returned by a retrieval sys-
tem, concatenated into the prompt. The corpus
is drawn from the last 24 hours (1-Day), the
preceding 5 days (5-Day), or the preceding 10
days (10-Day). As the corpus grows, more
outdated or irrelevant content is introduced,
increasing retrieval difficulty.

Retrieval Methods We implement a variety of
retrievers to supply context in the Retrieval Set-
ting. Each daily snapshot of news is indexed us-
ing BM2S5 (lexical), a classic inverted-index-based
method leveraging term frequency and inverse doc-
ument frequency; ColBERT v2 (dense), which en-
codes both queries and documents into token-level
embeddings, using a late-interaction mechanism to
preserve fine-grained matching; and DPR (dense),
a dual-encoder approach producing a single em-
bedding per document and question, scored via dot

*We focus on this single-day snapshot to provide a con-

crete, up-to-date evaluation, though our framework can gener-
ate new benchmarks daily.



Table 3: Example generated QA Pairs. The date of dataset generation is February 26, 2025.

Question Choices Ground Truth
As of February 26, 2025, what percent- A. 2.3% of its GDP C. 2.5% of its GDP
age of GDP has UK Prime Minister Keir B. 3% of its GDP
Starmer announced the country will spend C. 2.5% of its GDP
on defense? D. 7% of its GDP
On February 14, 2025, at which hospital ~A. St. Peter’s Hospital C. Gemelli Hospital
was Pope Francis hospitalized for a respi- B. Vatican Medical Center
ratory infection? C. Gemelli Hospital
D. Apostolic Palace Clinic
In which year did Pope Francis have apiece  A. 1967 D. 1957
of one lung removed? B. 1955
C. 1947
D. 1957
On February 26, 2025, which individual ~A. Dr. Marc Siegel B. Dr. Ben Under-
from the Department of Psychiatry at the B. Dr. Ben Underwood wood
University of Cambridge emphasized the C. Dr. Chris Vercammen
urgent need for new dementia treatments? D. Melissa Rudy
As of March 22, 2025, which journal pub- A. The Lancet Psychiatry  D. The Lancet Neu-
lished the study findings on March 19 that B. JAMA Neurology rology
detailed the impact of gantenerumab on de- C. Neurology

laying Alzheimer’s symptoms?

D. The Lancet Neurology

Validation Validation
Statistic Initial Gen (Pass) (Fail) Revision of Fail Final Set
Number of questions 2350 2161 189 189 2350
Avg. words in articles 773.89 773.89 773.89 773.89 773.89
Avg. words in queries 17.83 17.95 16.56 18.69 18.01
Avg. QA/article 5.00 4.60 0.40 0.40 5.00

Table 4: Key statistics of the QA dataset at each phase of the pipeline. The table reflects data generated on March

22.

product. For all dense retrievers, we use FAISS
(Douze et al., 2025) with a flat index for approx-
imate nearest neighbor search. We measure top-
1, top-3, top-5, and top-10 retrieval accuracy (the
fraction of queries where the ground-truth article
is among the top-k retrieved documents), as well
as final QA performance after the model consumes
those retrieved contents.’

5 Evaluation Results

5.1 LLM Knowledge vs. Oracle Context

Figure 2 summarizes the performance of three rep-
resentative model families (Gemma, Llama, Qwen)
on our time-sensitive QA task in both No context
and Oracle context settings. Table 6 then provides
a more complete set of results for all open-sourced
models.

Observation 1: Impact of Fresh Knowledge.
When models must rely solely on parametric mem-
ory (No context), their performance is far from

SMore implementation details are in Appendix E.

perfect across all sizes. This reflects the challenge
of truly new facts that arise after the model’s pre-
training cutoff. Nevertheless, larger models do
retain a slight edge. For instance, gemma-3-1b-it
only achieves 31.1% accuracy in No context mode,
whereas gemma-3-27b-it reaches 54.0%. The
same trend appears in other families like Llama
(26.6% vs. 57.2%) and Qwen (28.2% vs. 56.3%)
when comparing the smallest and largest variants.
Some events in the news may be connected to prior
context (e.g., ongoing political debates) that even
a smaller model has partially encountered, while
larger models have even more background knowl-
edge, allowing them to guess more accurately than
random chance (i.e. 25%) in No context mode.

Observation 2: Oracle Context and a “Cutoff”
for Reading Comprehension. Once the ground-
truth article is given (Oracle context setting), we
see a pronounced improvement in accuracy. How-
ever, contrary to the idea that al/l models do well
with the article, Table 6 shows a sharp performance
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Figure 2: No context vs. Oracle context QA Accuracy on KODE, plotted alongside each model’s performance on
MMLU Pro (lighter lines) as a reference for memorized knowledge. We show three representative model families
(Gemma, Llama, Qwen) at various parameter scales (Billion Parameters). Solid lines denote No context accuracy
(fresh knowledge), and dashed lines denote Oracle context accuracy when the ground-truth article is provided.

cutoff. Models around or above roughly 3—4 B
parameters can read and understand the article suf-
ficiently to push their Oracle accuracy toward 90—
95%. Yet very small LLMs (e.g., 1 B parame-
ters) only achieve around 55-60% even with the
ground-truth article. This indicates a lower bound
on reading comprehension capacity for extremely
small models: they simply lack the representational
power to parse the passage and correctly pinpoint
the answer.

Observation 3: Smaller vs. Larger Models on
Fresh Data vs. Memorized Knowledge. No-
tably, the gap between smaller and larger models
in the No context setting is smaller than one might
expect from standard benchmarks that rely heavily
on memorized knowledge. To illustrate this point,
we also measured each model’s performance on
MMLU Pro, a knowledge-intensive benchmark
widely used for assessing factual recall from pre-
training. Table 7 in Appendix G shows that on
MMLU Pro, scaling from a 1B to a 27B (or 70B)
model often yields improvements exceeding 40-50
percentage points; in contrast, for our newly gen-
erated QA data, the improvement over the same
size range is closer to 20-25 points. For instance,
Gemma 3 (1B) only attains 14.7% on MMLU Pro
while Gemma 3 (27B) jumps to 67.5%—a gap
of more than 50 points. On fresh news QA, that
same model scaling moves from 31.1% to 54.0%.
This underscores that while model scale is critical
for memorizing facts during pretraining, its bene-
fits are comparatively limited for emergent knowl-
edge. Consequently, even modestly sized models
can hold their own when faced with entirely novel

events that arise after training.

Observation 4: Robustness of Oracle Context.
Once the ground-truth article is appended to the
query, most models (above a certain size threshold)
quickly climb to high accuracy (~ 95%). Even a
4-7 B parameter model can answer correctly given
the right passage, suggesting that timely, precise
context is the main determinant of success. These
findings underscore that for fresh or real-time in-
formation, building robust retrieval pipelines may
be more critical than simply scaling up model size.

5.2 Retrieval Performance

We experiment with three retrievers: BM25, DPR,
and ColBERT v2. Figure 3 shows their top-k
accuracy on daily news, while the detailed nu-
merical results (e.g., top-1, top-3, etc.) are pre-
sented in Appendix H (Tables 8 and 9). Over-
all, BM25 achieves the highest top-k accuracy in
most settings, outperforming both DPR and Col-
BERT v2. In the 1-day corpus (Figure 3), BM25
yields about 59% top-1 accuracy, whereas DPR and
ColBERT v2 follow at 41% and 53%, respectively.
As the corpus size grows (e.g., going from 1-day
to 5-day or 10-day), retrieval accuracy drops for
all methods, reflecting the increased difficulty of
searching a larger pool of articles.

Interestingly, even though dense retrievers like
DPR and ColBERT v2 often excel on standard
benchmarks (Bajaj et al., 2018; Thakur et al., 2021),
BM25 proves more robust for this dynamic news
scenario. The strong lexical cues (e.g., named
entities, event-specific phrasing) may favor exact
term matching. Meanwhile, dense retrievers show
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Figure 3: Top-k Retrieval Accuracy for BM25, DPR, and ColBERT v2 across news corpora of different time
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Table 5: Final QA accuracy (%) of LLMs under Retrieval settings, using L1lama-3.1-8B-Instruct as the QA
backbone. Retrieval is performed over 1-day, 5-day, and 10-day news corpora, returning top-%k passages (k €

{1,3,5,10}).
Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus
Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10
BM25 90.47 9349 9340 92.60 8843 91.79 92.89 92.04 88.30 91.15 9226 92.09
DPR 66.26 77.66 81.28 8421 5949 70.89 7434 78.13 5753 68.60 71.57 7596
ColBERT v2 80.09 86.13 87.79 89.32 74.17 8255 8502 8643 73.06 80.72 8349 8545

more pronounced drops in accuracy when the cor-
pus expands, suggesting that domain shift or near-
duplicate news articles can degrade dense matching
without further adaptation.

5.3 Final QA Accuracy with Retrieved
Passages

Beyond simple top-k retrieval accuracy, we
also measure how these retrieval methods im-
pact final question answering. Specifically, we
feed the top-k passages from each retriever
(BM25, DPR, ColBERT v2) into a moderate-scale
Llama-3.1-8B-Instruct model and evaluate its
QA accuracy.

Table Table 5 shows the final QA accuracy (%)
across three corpus sizes (1-day, 5-day, 10-day) and
various k values. In line with the earlier retrieval
results (cf. Figure 3), BM25-based retrieval also
yields the highest end-to-end QA performance. For
instance, in the 1-day corpus with £ = 1, BM25
reaches 90.47% whereas DPR and ColBERT v2
yield 66.26% and 80.09%, respectively. When the
corpus grows to 10 days, the accuracy drops for all
three retrievers, reflecting the increased difficulty of
pinpointing the exact relevant article among more
documents. Nonetheless, BM25’s advantage re-
mains. These findings suggest that in rapidly evolv-
ing news scenarios, the strong lexical clues (e.g.,

named entities, timestamps) may favor exact match-
ing over purely dense retrieval methods, unless the
latter are carefully adapted to the domain.

Overall, these results confirm that accurate re-
trieval is vital for time-sensitive QA, perhaps even
more so than having a very large model. Even
an 8B-parameter Llama achieves high QA accu-
racy (above 90%) once the correct article is among
the retrieved passages. Thus, for fresh or newly
breaking news, robust retrieval pipelines can of-
ten compensate for the model’s limited parametric
memory.

6 Conclusion

We introduce a fully automated framework for dy-
namic knowledge benchmarking, enabling timely
and decentralized evaluation of LLMs. Our agen-
tic pipeline generates high-quality, news-driven
QA datasets, supporting robust analysis of model
knowledge and retrieval performance. Through
experiments on a range of open-source and propri-
etary models, we demonstrate performance dispari-
ties on newly introduced knowledge and the bene-
fits of retrieval augmentation. This work highlights
the importance of evaluating LL.Ms on evolving,
non-memorized knowledge to better understand
and improve their real-world capabilities.



Limitations

While our framework democratizes the creation of
dynamic knowledge benchmarks, several caveats
remain:

* Domain & Language Bias. We currently tar-
get English-language online news. This excludes
non-English, local, pay-walled, or multimedia
sources and limits the benchmark’s cultural and
topical coverage. Extending the pipeline to
multilingual or domain-specific corpora (e.g.,
biomedical literature) will require tailored scrap-
ing, prompting, and validation strategies.

* Dependence on Proprietary LLMs. Genera-
tion, validation, and revision agents rely on pro-
prietary frontier models. Model drift, API quota
changes, or access restrictions may affect future
reproducibility despite our version-signature pro-
tocol. Moreover, researchers without paid API
access may face a cost barrier.

* Legal and Ethical Considerations. We scrape
full-text news articles that remain under copy-
right. Our release distributes only short ex-
cerpts for research under fair-use assumptions,
but downstream users bear responsibility for lo-
cal licensing compliance. Automated harvest-
ing also risks propagating misinformation if up-
stream outlets publish retracted or false content.

Addressing these limitations remains important fu-
ture work for making dynamic knowledge evalua-
tion truly global, robust, and sustainable.
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A Additional Benchmark Details

StreamingQA. Builds a time-indexed dataset
from a large news corpus (14 years), enabling ret-
rospective testing of how QA models adapt to new
information at specific points in history. Once pub-
lished, it is no longer updated.

RealTime QA. Scrapes around 30 weekly ques-
tions from news quizzes (e.g., CNN, The Week).
Offers a rolling evaluation but is constrained by
external quiz sources and weekly time slots, rather
than daily updates.

FreshQA. Uses a fixed set of around 600 human-
written questions whose answers evolve (often in-
volving false premises or rapidly changing facts).
Relies on regular human intervention for quality
control and updating answers.

Daily Oracle. Automatically generates daily
forecasting questions (T/F or multiple-choice) from
current news, evaluating models’ abilities to pre-
dict near-future outcomes. Fully automated, but
does not focus on post-event factual retrieval or
user-driven updates.
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B Prompt for Generating MCQs
# News article

#%x ARTICLE TITLE = =:
{article_title}

#x ARTICLE TEXT s *:
{article_text}

% ARTICLE RELEASE DATE: % :
{article_release_date}

# Your task

Generate 5 exceptionally
challenging multiple —choice
questions based on the article

Follow these requirements:

1. *xQuestion Style =
— Use a simple, direct tone.
For example:
— "Who was elected president
of France in 2022?"
— "Which country hosted the
2023 Climate Summit?"

2. #xQuestion Content*x
— Each question must focus on
factual information about
the events or details
within the article.

Formulate every question so
it can be answered
exclusively from the
provided content.

Avoid referencing the
article directly (do not
use phrases like "According
to the article..." or "The
text indicates ...").

For time-sensitive
information , incorporate
the article 's release date.
Use as of {
article_release_date}
when referring to ongoing
or current information, or
on {article_release_date
} when indicating that
an event occurred on that

13

specific day.

— Use explicit identifiers for
individuals and
organizations (e.g.,

InfoWars reporter Jamie
White ), never ambiguous
references like the
official or his
statement .

— Ensure the question is only
answerable if one has
access to the article (low
no—-context accuracy).

*x Answer Choicess:x

— Provide four (4) plausible
choices, each of which is
the same entity type (
person, organization , place
, date , number, etc.).

The correct answer must be
an entity present or
derivable from the article.

Include distractors that are
contextually plausible (
either mentioned in the
article or logically
related) .

At least one distractor
should closely resemble the
correct answer to increase
difficulty (e.g., a
similar name or date).

Use partial truths or common
misconceptions for other
distractors , ensuring all
choices appear equally
plausible without thorough
reading .

xx Answer Format s

— Each question must have a
single correct answer (
entity) that is taken
verbatim from the article.

— The answer must not be open-—
ended: it should be a
specific entity (person,
organization , place, time,
date , number, etc.).

*%*Question Diversity sx



— Cover different significant incorrect.
elements or events in the
article (avoid repeating
the same fact). Now generate the JSON array with
— Use a variety of question the specified structure:
types (who, what, when,
where , why, how) and
difficulty levels, from
moderate to very
challenging .
— Aim to require different
levels of reasoning (recall
, inference , analysis).

6. xxArticle Release Datexx [

IMPORTANT]

— The article includes a
release date provided as " {
article_release_date } .
Ensure that this date is
incorporated appropriately
in questions , using as
of {article_release_date}

for current or ongoing
contexts and on {
article_release_date }
when referencing a specific
event or fact that
happened that day.

7. =xResponse Formatsx
— Return your final output as
a JSON array of exactly 5
objects.
— Each object must contain the
following keys:

— ""question_idx " : An
integer from 1 to 5.

— “"question" " : A string
containing the question
text.

— ""choices" : An array of 4
strings , each a distinct
answer option.

— “"ground_truth" : A string
identical to the correct
answer choice from "
choices" ™.

— ""rationale" : A string
explaining why the
correct choice is correct
and why the others are

’

14



C Prompt for MCQ Quality Check

You are given a multiple —choice

question in this format:
{qa_pair}
Check if it meets =xall=xx of the

following requirements:

1. *xNo direct reference to the
article ==
— The question does
or contain phrases
According to the
article or As
reported in the

article

not begin
like

2. =#xDate references are accurate

and clear #x

— If the question references
an event or information
that took place on a
specific date, it can
mention that date directly
(e.g., on February 25,
2025 ) .

— If the question references a
continuing/ongoing

situation relative to the
articles publication, it
should use as of {
article_release_date} or

on {
article_release_date }.
— The question should not give
ambiguous timing (e.g.,
recently without any
date) .

3. #xExplicit identifiers for
individuals or organizations s
— Any person or group
mentioned must be named
clearly (e.g., The
Transportation Ministry

instead of They or
That ministry ).
— Avoid vague references like
the company or the
government if a

specific entity is known.

4. =xNo ambiguous references
— If referencing a particular
event, location, or study,

the question must include
all critical details known
(e.g., event date, location

, or official event name)

so that it s clear which
event or study is being
discussed.
— General phrases like the
collapse , the
incident , or the
study are not acceptable
They must include
identifying details such as
the location , date, or
name .
xxOQutput exactly 1 if wallsx
the requirements above are
met, and 0 otherwise. No
further explanation or

commentary . s s
\end{ Verbatim }

\clearpage
\section { Prompt for MOQ Revision}
\label {app:mcq-revision }
\begin{ Verbatim }[ breaklines=true ]
# The Instruction

Generate 5 exceptionally
challenging multiple —choice
questions based on the article

Follow these requirements:

1. #xQuestion Content:x
— Each question must focus on
factual information about
the events or details
within the article.

— Formulate every question
it can be answered
exclusively from the
provided content.

— Avoid referencing
article directly
use phrases like

SO

the
(do not
"According

15



to the article..." or "The
text indicates ...") .

— Use explicit identifiers for
individuals and
organizations (e.g.,

InfoWars reporter Jamie
White ), never ambiguous
references like the
official or his
statement .

— Ensure the question is only
answerable if one has

access to the article (low
no—context accuracy).

#x Answer Choicesx*
Provide four (4) plausible

choices, each of which is
the same entity type (
person, organization , place
, date , number, etc.).

The correct answer must be

an entity present or
derivable from the article.

At least one distractor
should closely resemble the
correct answer to increase
difficulty (e.g., a
similar name or date).

Use partial truths or common
misconceptions for other
distractors , ensuring all
choices appear equally
plausible without thorough
reading .

#x Answer Format s

— Each question must have a
single correct answer (
entity ) that is taken
verbatim from the article.

— The answer must not be open-—
ended: it should be a
specific entity (person,
organization , place, time,
date , number, etc.).

xx Article Release Dates=x

— The article includes a
release date provided as {
article_release_date }.

Ensure that this date 1is

16

incorporated appropriately

in questions , using as

of {article_release_date}
for current or ongoing

contexts and on {

article_release_date}

when referencing a specific

event or fact that

happened that day.

%% ARTICLE TITLE = x:
{article_title}

%% ARTICLE TEXT s *:
{article_text}

% ARTICLE RELEASE DATE s :
{article_release_date}

Now generate the JSON array with
the specified structure:

# Your generation

{qa_pair}
# Your task

I provide you with one of your
generations (one QA pair out
of five). Please reflect on
this QA pair and evaluate
whether it fulfills all the
requirements in the
instruction. Make the
necessary adjustments
accordingly , and then send me
the revised generation in the
same JSON format. Send only
the JSON block.

\end{ Verbatim }

\clearpage

\section {A Model Generated Q\&A
Pair and Revision Task}

\label {app: model-gen—qapair}

\begin{ Verbatim }[ breaklines=true ]

# A model generated Q&%A pair



"question_idx ": 4,
"question ": "What was being
installed on the highway
bridge on February 25,
2025, when it collapsed?",
"choices ": [
"A deck",
"Concrete pillars",
"Steel beams",
"Safety nets"
I,
"ground_truth": "A deck",
"rationale ": "Workers were
installing a deck at the
time of the collapse. The
other options are commonly
used in construction but
were not mentioned as
being installed during the
incident ."

### Your Task

1.

Review the generated Q&A pair
above.

Adjust it if it does not
fulfill all instructions (e.g
., date usage, clarity , or
diversity).

Send back the revised Q&%A in
#*%JSON=% format, =xand only
the JSON block .

17



D Human Annotation Guidelines

D.1 Step 1: Review the Generated Question

Carefully examine the question and its choices.

D.2 Step 2: Check Against Each Requirement

Compare the generated question against all the cri-
teria below. If any criterion is not satisfied, note its
requirement number.

1. Simple, Direct Tone

* The question should be concise, clear,
and free of convoluted language or indi-
rect phrasing.

2. No Explicit Article References

* Must not contain phrases like “According
to the article...” or “The text states...”.

3. Proper Use of Dates

* For current/ongoing info: “as of Febru-
ary 26, 2025.”

 For an event that happened on that day:
“on February 26, 2025.”

« If the question involves time-sensitive
info but omits or misuses these phrases,
it fails this requirement.

4. Explicit Identifiers

* Must use specific names (e.g., “Acting
President Choi Sang-mok,” “National
Fire Agency”) instead of vague refer-
ences (“the official,” “their statement”).

D.3 Step 3: Decide Pass/Fail

1. If all requirements above are satisfied, output:
1.

2. If one or more requirements are not met, out-
put: 0.

18



E Hyperparameters and Implementation
Details

We follow standard implementations and use pre-
trained checkpoints for each retriever. We use Py-
serini’s (Lin et al., 2021) implementation of BM?25,
DPR, and ColBERT v2. We run open-sourced
LLMs via vLLM (Kwon et al., 2023). For LLM
inference, we use greedy decoding. In the retrieval
setting, we concatenate the top-k passages in as-
cending order of relevance. We do not truncate any
retrieved document when feeding it to the LLM. We
run all evaluations on a cluster of A6000 GPUs for
open-source models, and via the respective hosted
APIs for proprietary models.
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F Complete Model Benchmarking Results

Table 6 shows the final QA accuracy (%) for a
broad range of open-sourced and closed-sourced
LLMs under both No-Context and Oracle settings.
As discussed in the main paper, these results high-
light the importance of timely context for ques-
tions involving fresh, real-world information and
illustrate a performance “cutoff”” phenomenon for
smaller model sizes (e.g., 1B parameters) versus
larger ones (e.g., 7B or more). “Oracle” accu-
racy steadily approaches near-ceiling for models
above roughly 3—4B parameters, indicating a scal-
ing threshold for effective reading comprehension
on time-sensitive content.
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Table 6: Final QA accuracy (%) of open-sourced and closed-sourced LLMs under No-Context and Oracle (Context)
settings.

Model No-Context Acc Oracle Acc

Open-Sourced Models

gemma-3-1b-it 31.11 59.06
gemma-3-4b-it 44.17 94.09
gemma-3-12b-it 53.32 95.83
gemma-3-27b-it 54.00 96.21
Llama-3.2-1B-Instruct 26.55 55.06
Llama-3.2-3B-Instruct 42.85 91.57
Llama-3.1-8B-Instruct 30.89 94.81
Llama-3.3-70B-Instruct 57.23 95.70
Phi-3-mini-128k-instruct 44.38 94.30
Phi-4-mini-instruct 43.57 93.62
Qwen2.5-0.5B-Instruct 28.17 55.19
Qwen2.5-1.5B-Instruct 41.70 90.64
Qwen2.5-3B-Instruct 45.36 94.51
Qwen2.5-7B-Instruct 50.00 95.15
Qwen2.5-14B-Instruct 52.89 96.09
Qwen2.5-32B-Instruct 55.79 96.77
Qwen2.5-72B-Instruct 56.30 96.51
Mistral-7B-Instruct-ve.2 35.96 90.21
Mistral-Small-24B-Instruct-2501 53.23 96.43
Mixtral-8x7B-Instruct-vo.1 33.36 93.40
Closed-Sourced Models

GPT-40 59.96 96.60
GPT-o1-mini 32.38 96.34
GPT-03-mini 55.36 97.28
Gemini-1.5-pro 55.36 97.28
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G MMLU Pro: Memorized Knowledge
Assessment

In Table 7, we report the accuracy of various mod-
els on the MMLU Pro benchmark, a knowledge-
intensive QA dataset aimed at evaluating factual
recall from pre-training. These results offer in-
sight into how well each model retains static do-
main knowledge, in contrast to the dynamic, newly
emerging facts tested by our daily-updated QA
benchmark. We observe that scaling model size
often brings significant improvements in MMLU
Pro accuracy, reflecting the growing capacity for
memorizing factual content. Notably, the perfor-
mance gains on MMLU Pro can be substantially
larger than the gains observed on our fresh-news
dataset under No-Context conditions, underscoring
the difference between learned “long-term” knowl-
edge and newly introduced facts.
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Table 7: MMLU Pro Results (% accuracy). We report performance on a knowledge-intensive QA benchmark,
reflecting memorized or static knowledge from pre-training.

Model Size Accuracy (%)
Llama-3.2-1B-Instruct 1B 22.6
Llama-3.2-3B-Instruct 3B 36.5
Llama-3.1-8B-Instruct 8B 44.25
Llama-3.3-70B-Instruct 70B 65.92
Gemma-3-1B 1B 14.7
Gemma-3-4B 4B 43.6
Gemma-3-12B 12B 60.6
Gemma-3-27B 27B 67.5
Qwen-2.5-0.5B 0.5B 15.0
Qwen-2.5-1.5B 1.5B 324
Qwen-2.5-3B 3B 43,7
Qwen-2.5-7B 7B 56.3
Qwen-2.5-14B 14B 63.7
Qwen-2.5-32B 32B 69.0
Qwen-2.5-72B 72B 71.1
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Additional Retrieval Results
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Table 8: Top-k hits accuracy (%) for different retrieval methods across 1-day, 5-day, and 10-day corpora. Each cell
represents the fraction of questions for which the ground-truth article is ranked within the top & results.

Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus

Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10
BM25 58.72  69.15 7128 7426 4426 5447 5787 62.13 4638 56.60 60.00 62.13
DPR 41.06 53.40 5894 64.04 2745 36.81 40.85 47.87 25.11 3638 4128 46.17

ColBERT v2 5255 6128 67.02 7128 38.09 46.17 50.64 56.17 38.09 47.66 51.70 54.89

Table 9: Top-k Mean Reciprocal Rank (MRR) for different retrieval methods across 1-day, 5-day, and 10-day
corpora. Each cell represents the average reciprocal rank of the ground-truth article.

Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus

Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10
BM25 0.59 0.63 0.64 0.64 044 049 0.50 0.50 046  0.51 0.52 0.52
DPR 0.41 047 048 0.49 027 032 032 0.33 025 030 031 0.32

ColBERT v2  0.53 0.56  0.58 0.58 0.38 042 043 0.43 038 043 0.43 0.44
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