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Abstract001

Knowledge memorization is central to large lan-002
guage models (LLMs) and is typically assessed003
using static benchmarks derived from sources004
like Wikipedia and textbooks. However, these005
benchmarks fail to capture evolving knowledge006
in a dynamic world, and centralized curation007
struggles to keep pace with rapid LLM advance-008
ments. To address this, we propose a fully au-009
tomated framework for generating high-quality,010
dynamic knowledge benchmarks on demand.011
Focusing on the news domain, where knowl-012
edge updates daily, we design an agentic frame-013
work to automate the sourcing, creation, vali-014
dation, and distribution of benchmarks while015
promoting quality and efficiency. Our approach016
democratizes benchmark creation and facili-017
tates robust evaluation of retrieval-augmented018
methods by reducing overlap with pretraining019
data. We evaluate a range of LLMs, both open-020
source and proprietary, across various sizes and021
configurations—with and without retrieval—on022
freshly generated knowledge. Our results re-023
veal distinct model behaviors when confronted024
with new information and highlight how re-025
trieval narrows the performance gap between026
small and large models. These findings under-027
score the importance of evaluating LLMs on028
evolving benchmarks to more accurately esti-029
mate their knowledge capabilities and guide030
future advancements.031

1 Introduction032

Assessing the knowledge capabilities of large lan-033

guage models (LLMs) is essential for understand-034

ing their performance and limitations. However,035

this task is increasingly challenging as factual036

knowledge in the real world evolves rapidly. Well-037

trained models can quickly become outdated (Li038

et al., 2024), raising the need for continual model039

updates (Liška et al., 2022) or improved retrieval-040

augmented generation (RAG) (Lewis et al., 2020).041

At the same time, the lack of transparency around042

training data makes it difficult to assess how current 043

a model’s knowledge truly is (Cheng et al., 2024). 044

Existing benchmarks also struggle to keep pace: 045

once released, their contents may be absorbed into 046

future training data, leading to benchmark satura- 047

tion and weakening their utility. This not only lim- 048

its our ability to evaluate knowledge retention but 049

also complicates the evaluation of retrieval-based 050

methods, as models may have already memorized 051

the relevant facts. These challenges underscore 052

the need for fast, automated curation of dynamic 053

knowledge benchmarks that can track LLM devel- 054

opment in real time and offer a clean testbed for 055

evaluating retrieval augmentation. 056

Despite the rapid advancement of LLMs and the 057

growing need for accurate knowledge assessment, 058

most standard benchmarks remain static after cre- 059

ation. Widely used datasets such as Natural Ques- 060

tions (Kwiatkowski et al., 2019), TriviaQA (Joshi 061

et al., 2017), and HotpotQA (Yang et al., 2018) pri- 062

marily draw from Wikipedia or curated text snap- 063

shots from a fixed time period. While instrumen- 064

tal in advancing open-domain question answering 065

(QA) research, these benchmarks quickly become 066

outdated and are often included in model pretrain- 067

ing corpora, leading to data contamination and in- 068

flated performance estimates (Li et al., 2024). More 069

recent efforts—such as StreamingQA (Liška et al., 070

2022), RealTimeQA (Kasai et al., 2024), FreshQA 071

(Vu et al., 2023), and Daily Oracle (Dai et al., 072

2024)—have begun incorporating newly emerging 073

facts. However, these dynamic benchmarks still 074

rely on partial human curation, infrequent updates, 075

or focus on narrow domains like forecasting. As 076

a result, they fall short of enabling continuous, de- 077

centralized, and user-driven evaluation of dynamic 078

novel knowledge. 079

To address these challenges and democratize dy- 080

namic knowledge benchmarking, we introduce a 081

fully automated framework for generating knowl- 082

edge benchmarks and evaluating on them. Our 083
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goal is to decentralize the assessment of LLMs by084

aligning it with the evolving nature of both model085

development and real-world information. Focus-086

ing on the news domain—where new knowledge087

emerges daily—our system automates the pipeline088

from information extraction to benchmark construc-089

tion in a multiple-choice QA format. We design an090

agentic framework built on state-of-the-art LLMs,091

in which specialized agents for QA generation, val-092

idation, and revision collaborate to promote quality093

and consistency.094

Since benchmark generation can happen at any095

time, we introduce a distribution and version con-096

trol protocol that assigns each benchmark a unique097

signature, enabling consistent tracking and fair098

comparison across models and evaluations. These099

benchmarks serve as snapshots of world knowl-100

edge at specific moments—conceptually func-101

tioning as knowledge checkpoints or data check-102

points—supporting longitudinal tracking and tem-103

poral comparisons. The framework is fully open-104

source and accessible, empowering any user to105

generate up-to-date benchmarks at any time. We106

refer to our framework as KODE (Knowledge107

On-Demand Evaluation). This enables diverse use108

cases such as monitoring LLM knowledge fresh-109

ness or evaluating retrieval-augmented models on110

clean, non-memorized data. By decentralizing111

benchmark creation, our approach makes knowl-112

edge evaluation truly dynamic and ensures it keeps113

pace with both LLM development and real-world114

information change.115

We present preliminary results using bench-116

marks recently generated by our framework. Each117

benchmark includes a ground-truth knowledge118

source and well-formed multiple-choice QA pairs,119

facilitating straightforward and reliable evaluation.120

To assess the quality of the automatically gener-121

ated benchmarks, we conduct manual validation122

and find them relatively high quality.1 To demon-123

strate the utility of our framework and provide a124

faithful assessment of current model capabilities,125

we evaluate a range of LLMs—both open-source126

and proprietary—across different model sizes, with127

and without retrieval augmentation. Our results128

reveal a notable drop in performance when models129

are tested on newly introduced knowledge, high-130

1One potential drawback of the automated approach is
a compromise in quality. We tolerate certain noise levels
as a tradeoff for full automation and large-scale benchmark
generation, and we monitor quality through separate manual
inspection.

lighting their limitations in staying current. Interest- 131

ingly, when retrieval is introduced, the performance 132

gap between smaller and larger models narrows sig- 133

nificantly on knowledge not seen during training. 134

We also benchmark different retrieval strategies, 135

showcasing how our dataset can support in-depth 136

evaluation of retrieval-augmented generation. 137

In summary, we make the following contribu- 138

tions: 139

• We democratize knowledge evaluation by intro- 140

ducing a dynamic, on-demand benchmarking 141

framework that can be generated at any time, 142

keeping pace with evolving world knowledge 143

and avoiding overlap with model training data. 144

• We develop an agentic, fully automated pipeline 145

for benchmark generation using LLMs for QA 146

creation, evaluation, and revision—producing 147

high-quality, versioned benchmarks grounded in 148

source documents and openly available for di- 149

verse use cases. 150

• We conduct a comprehensive evaluation of state- 151

of-the-art open-source and proprietary LLMs, 152

both with and without retrieval, demonstrating 153

performance gaps on newly introduced knowl- 154

edge and showing how retrieval reduces dispari- 155

ties between small and large models. 156

2 Related Work 157

Dynamic QA Benchmarks While most QA 158

benchmarks remain static—quickly becoming out- 159

dated as world knowledge evolves—recent work 160

has introduced dynamic benchmarks to address 161

temporal shifts of knowledge.2 StreamingQA 162

(Liška et al., 2022) simulates knowledge accumu- 163

lation over time by organizing questions chrono- 164

logically across years of news data, but it does not 165

support continuous updates. RealTime QA (Kasai 166

et al., 2024) offers a weekly quiz based on current 167

news headlines, though its scope is limited by the 168

availability and coverage of its external news feeds. 169

FreshQA (Vu et al., 2023) refreshes the answers to 170

a fixed set of time-sensitive questions, but it relies 171

heavily on manual updates, resulting in a central- 172

ized and labor-intensive curation process. Daily 173

Oracle (Dai et al., 2024) is fully automated and up- 174

dated daily, but it centers on forecasting near-future 175

events rather than assessing factual knowledge that 176

2For detailed descriptions of each benchmark, see Ap-
pendix A.
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Benchmark Human Involvement Automation Update Freq. & Scale

StreamingQA Partial (curated + synthetic) Partial Static
RealTime QA Yes (media-sourced quizzes) Partial Weekly (∼ 30 QA pairs)
FreshQA Yes (human-written) Low Weekly (answers only)
Daily Oracle No (auto-generated) Full Daily (∼ 17.3 QA pairs)
Ours No (auto-generated) Full Any time (∼ 2000 QA pairs)

Table 1: Comparison of dynamic QA benchmarks in terms of human involvement, automation, update frequency,
and scale.

has already been established. As summarized in Ta-177

ble 1, none of these approaches combine complete178

automation and large-scale daily updates:179

• Automation. RealTime QA and FreshQA still180

rely on human inputs (e.g., curated quizzes or181

hand-written questions), and StreamingQA is182

only partially synthetic. Daily Oracle is fully au-183

tomated but narrowly focused on event forecast-184

ing. In contrast, our pipeline is fully automated185

and operates without human curation, enabling186

decentralized benchmarking of dynamic world187

knowledge at scale.188

• Frequency and scale. RealTime QA releases189

approximately 30 QA pairs weekly, and FreshQA190

does not only tracks the answer changes for a191

fixed set of questions. Daily Oracle provides192

around 17.3 per day. In contrast, our framework193

generates around 2,000 QA pairs each time it is194

invoked, and can be called at any time, enabling195

scalable and real-time evaluation of LLMs on196

dynamic knowledge.197

RAG Evaluations Existing benchmarks for198

retrieval-augmented generation (RAG) often suffer199

from data contamination, where evaluation exam-200

ples significantly overlap with a model’s pretrain-201

ing corpus—allowing models to bypass retrieval202

and simply regurgitate memorized content (Li et al.,203

2024). Many widely used QA datasets, such as204

Natural Questions (Kwiatkowski et al., 2019), Triv-205

iaQA (Joshi et al., 2017), and HotpotQA (Yang206

et al., 2018), are derived from common sources207

such as Wikipedia or open web text, making it208

likely that models already “know” the answers.209

This reduces the necessity of retrieval and under-210

mines the evaluation of knowledge-seeking be-211

havior. Moreover, including training data in the212

prompt can further inflate performance by trigger-213

ing memorized responses (Wang et al., 2022). As214

a result, current benchmarks fall short in testing215

whether models can effectively retrieve and reason216

over genuinely novel information. These limita- 217

tions underscore the need for a new benchmark 218

paradigm—one that ensures freshness of knowl- 219

edge and enables accurate assessment of real-time 220

retrieval capabilities. 221

By emphasizing both automation and high- 222

volume benchmarking data generation at any time, 223

our approach offers a continuous, up-to-date evalu- 224

ation of factual knowledge without the bottleneck 225

of centralized human curation. It also supports ro- 226

bust assessment of retrieval-augmented methods as 227

models are required to retrieve genuinely new infor- 228

mation rather than relying on memorized content. 229

3 Automated Dynamic Benchmarking 230

3.1 Dynamic Knowledge Source 231

We focus on the news domain—where new facts are 232

introduced continuously. Specifically, we scrape 233

a diverse set of news outlets, including both main- 234

stream and specialized publications. The catego- 235

rization and considered sources of news are pre- 236

sented in Table 2. This approach provides broad 237

coverage across geopolitical regions, topical do- 238

mains, and journalistic styles. 239

3.2 Benchmark Construction Pipeline 240

To enable fully automated and democratized bench- 241

mark creation, we design an agentic framework 242

for dynamic knowledge benchmarking (Yao et al., 243

2023; Madaan et al., 2023). The pipeline consists 244

of four key stages: (1) source data extraction, (2) 245

QA pair generation, (3) question validation and re- 246

vision, and (4) dataset versioning. An overview of 247

the pipeline is shown in Figure 1. 248

Knowledge Source Extraction We collect and 249

preprocess news articles published within the past 250

24 hours from a diverse set of outlets (Section 3.1). 251

Articles are retrieved via RSS feeds, parsed, and or- 252

ganized by topic. For each article, we retain a struc- 253

tured representation that includes metadata such as 254

the title, publication date, author, content body, and 255
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Step 2: QA
Generation

Q: As of February 26, 2025, from
which federal office were the staffers
originally onboarded into DOGE?
A: United States Digital Service

Accurate
dates

&
Explicit
unique

identifiers

LM

Q: As of February 26, 2025, what
specific type of pneumonia is
reportedly affecting Pope Francis?
A: Bilateral pneumonia

Q: How many people died in the
Seoul highway accident?
A: At least 4

As of February 26, 2025, from which federal office
were the staffers originally onboarded into DOGE?Q: Which journal published the study

findings on March 19 as reported in
the article?
A: Lancet Neurology 

LM judge

Step 1: News 
Extraction

Step 3: Question Validation and Revision

As of February 26, 2025, what specific type of
pneumonia is reportedly affecting Pope Francis?

LM revision

(Fox News)...21 federal
digital service staffers
resign, refuse to help
DOGE...

(CNN)...Lancet Neurology
looking at longer term use
of the anti-amyloid drug,
gantenerumab...

(AP News)...At least four
people died and six were
injured on Tuesday after a
collapse at a highway...

How many people died in
the Seoul highway
accident that happened
on Febrary 26, 2025?

How many people
died in the Seoul
highway accident?

Not uniquely identifiable :(

Which journal
published the study
findings on March
19 as reported in
the article?

Direct article reference :(

As of March 22, 2025, which
journal published the study
findings on March 19 that
detailed the impact of
gantenerumab on delaying
Alzheimer’s symptoms?

Final QA
Dataset

(Fox News)...Is Pope Francis
going to live?...

Figure 1: Automated dynamic knowledge benchmark construction pipeline.

Category Sources

General / Mainstream News CNN, BBC, Reuters, The Guardian, Fox News, NBC News, USA Today, HuffPost, CBS News
International Coverage Al Jazeera, DW, RT, Channel News Asia (CNA), Times of India, South China Morning Post (SCMP)
Political Focus Politico, The Hill, NPR
Technology and Science TechCrunch, The Verge, Engadget, Ars Technica, Gizmodo, PC Gamer, TechRadar
Business / Finance Bloomberg
Lifestyle / Culture GQ, Vanity Fair
Open-Source Community News WikiNews

Table 2: News sources used for dynamic knowledge extraction.

source URL. The output of this step is a curated,256

timestamped feed of news articles, which serves as257

the raw knowledge base for dynamic benchmark258

construction in subsequent stages.259

QA Generation We employ an LLM-based260

agent to generate initial multiple-choice QA pairs261

from the curated news articles. The agent is in-262

stantiated using an LLM3 guided by a special-263

ized prompt designed to elicit high-quality, time-264

sensitive questions (see Appendix B). The genera-265

tion process involves identifying salient facts from266

each article, drafting a corresponding question, and267

producing one correct answer along with plausi-268

ble distractor options. The agent is instructed to269

prioritize recent and unique facts—particularly en-270

tities, events, and developments that are unlikely to271

appear in older training data. Our prompt design272

encourages questions that are factually grounded,273

require minimal external context, and emphasize274

up-to-date knowledge.275

Question Validation and Revision Despite276

detailed prompting, LLM-generated questions may277

not always be well suited for reliable model evalua-278

tion. In particular, some questions may rely heavily279

on context from the source article, making them280

unclear or unanswerable in isolation. To address281

this, we introduce a dedicated question validation282

agent (see validation prompt in Appendix B) that283

3We use o3-mini-2025-01-31 (and also for other LLM
agents in our pipeline).

assesses the quality and clarity of each question. 284

The agent is tasked with verifying whether each 285

question can be answered uniquely and unambigu- 286

ously, without requiring access to the original ar- 287

ticle. Specifically, it checks whether the question: 288

(1) avoids direct references to the source article, 289

(2) includes accurate and clear date references, (3) 290

uses explicit identifiers for entities such as people, 291

organizations, or events, and (4) avoids vague or 292

ambiguous phrasing. Questions that fail any of 293

these criteria are automatically routed to a revision 294

agent for correction. 295

A dedicated revision agent refines any QA pairs 296

that do not meet the specified quality criteria, ensur- 297

ing that each question is clear, unambiguous, and 298

context-independent. The final evaluation dataset 299

consists of both the validated questions that passed 300

the initial checks and the revised questions cor- 301

rected by the agent. Note that the validation and 302

revision steps can be applied iteratively for further 303

refinement. We adopt a single round of revision 304

in our current pipeline to balance quality and com- 305

putational efficiency. This setting is configurable, 306

allowing for greater strictness or flexibility depend- 307

ing on downstream evaluation needs. Some exam- 308

ple QA pairs dynamically created in the datasets 309

are shown in Table 3. 310

Dataset Versioning To support reproducibil- 311

ity and fair comparison, each benchmark release is 312

assigned a unique signature serving as its version 313
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identifier. Because dataset content can shift—due314

to changes in daily news and the inherent stochas-315

ticity of LLM generation—we adopt a principled316

versioning approach inspired by SacreBLEU’s re-317

producibility framework (Post, 2018). Each sig-318

nature encodes the agent LLM model name and319

version (e.g., “GPT-4o” with revision), the decod-320

ing hyperparameters (temperature, top-p, etc.), the321

dataset generation date and timestamp, and a ran-322

domly generated hash (e.g., MD5) as a unique iden-323

tifier.324

Users reporting results on our benchmarks325

should explicitly cite the full dataset signature and326

share the corresponding dataset snapshot. This en-327

ables precise reproduction and fair evaluation by328

others. By versioning each dataset and requiring329

explicit references, future work can reliably evalu-330

ate on the same benchmark instance—an essential331

safeguard in our decentralized benchmarking pro-332

tocol, where potentially numerous, independently333

generated datasets may exist.334

3.3 Human Validation335

We randomly sample 400 QA pairs and check them336

for clarity, answerability, and distractor plausibil-337

ity, ensuring direct language, exclusive reliance on338

the article, correct use of dates and names, four339

plausible choices with only one correct answer,340

and no explicit references to the article. Follow-341

ing Appendix D, each QA pair is labeled pass or342

fail. Because we aim for fully automated, decentral-343

ized usage, a small level of noise is acceptable to344

maintain scalability, freshness, and real-time evalu-345

ation. We also release a daily version of the bench-346

mark, enabling on-demand dataset generation un-347

der evolving knowledge conditions. As proprietary348

LLMs change over time, we recommend periodic349

audits and updates to maintain consistent quality.350

By keeping human validation separate from the351

core pipeline, our framework remains cost-effective352

and adaptive, while still supporting quality control353

when needed.354

3.4 Dataset Statistics355

When generating the dataset, our pipeline collects356

the latest 24 hours of news articles and typically357

produces around 2,000 questions each time it is358

invoked. Here, we present an analysis of a dataset359

snapshot generated on March 22, which contains360

2,350 questions after initial processing.361

4 Experimental Setup 362

In the following experiments, we evaluate our mod- 363

els on the March 22 snapshot of the dataset (Sec- 364

tion 3.4). This final QA set contains 470 news 365

articles and 2,350 validated QA pairs, with an av- 366

erage of 773.89 words per article and 18.01 words 367

per question.4 We evaluate a variety of open-source 368

and proprietary LLMs. For the full list of models, 369

please see Table 6. 370

Evaluation Settings We test each LLM under 371

three information-access paradigms: 372

(i) No context: The model sees only the ques- 373

tion. We simply provide the prompt: “Ques- 374

tion: {Q}. Provide the most accurate answer.” 375

This reflects a purely parametric recall sce- 376

nario, where the model must rely solely on its 377

memorized knowledge. 378

(ii) Oracle context: The model is given the exact 379

ground-truth article (i.e. the document origi- 380

nally used to generate the question) as addi- 381

tional context. Here, the model input is of the 382

form: “Context: {Article}. Question: {Q}.” 383

This setting assesses an upper bound of per- 384

formance when the necessary information is 385

guaranteed to be available and relevant. 386

(iii) Retrieval. We simulate a scenario where 387

the model queries a recent news corpus and 388

must retrieve relevant passages before answer- 389

ing. We provide the top-k passages (where 390

k ∈ {1, 3, 5, 10}) returned by a retrieval sys- 391

tem, concatenated into the prompt. The corpus 392

is drawn from the last 24 hours (1-Day), the 393

preceding 5 days (5-Day), or the preceding 10 394

days (10-Day). As the corpus grows, more 395

outdated or irrelevant content is introduced, 396

increasing retrieval difficulty. 397

Retrieval Methods We implement a variety of 398

retrievers to supply context in the Retrieval Set- 399

ting. Each daily snapshot of news is indexed us- 400

ing BM25 (lexical), a classic inverted-index-based 401

method leveraging term frequency and inverse doc- 402

ument frequency; ColBERT v2 (dense), which en- 403

codes both queries and documents into token-level 404

embeddings, using a late-interaction mechanism to 405

preserve fine-grained matching; and DPR (dense), 406

a dual-encoder approach producing a single em- 407

bedding per document and question, scored via dot 408

4We focus on this single-day snapshot to provide a con-
crete, up-to-date evaluation, though our framework can gener-
ate new benchmarks daily.
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Table 3: Example generated QA Pairs. The date of dataset generation is February 26, 2025.

Question Choices Ground Truth

As of February 26, 2025, what percent-
age of GDP has UK Prime Minister Keir
Starmer announced the country will spend
on defense?

A. 2.3% of its GDP
B. 3% of its GDP
C. 2.5% of its GDP
D. 7% of its GDP

C. 2.5% of its GDP

On February 14, 2025, at which hospital
was Pope Francis hospitalized for a respi-
ratory infection?

A. St. Peter’s Hospital
B. Vatican Medical Center
C. Gemelli Hospital
D. Apostolic Palace Clinic

C. Gemelli Hospital

In which year did Pope Francis have a piece
of one lung removed?

A. 1967
B. 1955
C. 1947
D. 1957

D. 1957

On February 26, 2025, which individual
from the Department of Psychiatry at the
University of Cambridge emphasized the
urgent need for new dementia treatments?

A. Dr. Marc Siegel
B. Dr. Ben Underwood
C. Dr. Chris Vercammen
D. Melissa Rudy

B. Dr. Ben Under-
wood

As of March 22, 2025, which journal pub-
lished the study findings on March 19 that
detailed the impact of gantenerumab on de-
laying Alzheimer’s symptoms?

A. The Lancet Psychiatry
B. JAMA Neurology
C. Neurology
D. The Lancet Neurology

D. The Lancet Neu-
rology

Statistic Initial Gen
Validation

(Pass)
Validation

(Fail) Revision of Fail Final Set

Number of questions 2350 2161 189 189 2350
Avg. words in articles 773.89 773.89 773.89 773.89 773.89
Avg. words in queries 17.83 17.95 16.56 18.69 18.01
Avg. QA/article 5.00 4.60 0.40 0.40 5.00

Table 4: Key statistics of the QA dataset at each phase of the pipeline. The table reflects data generated on March
22.

product. For all dense retrievers, we use FAISS409

(Douze et al., 2025) with a flat index for approx-410

imate nearest neighbor search. We measure top-411

1, top-3, top-5, and top-10 retrieval accuracy (the412

fraction of queries where the ground-truth article413

is among the top-k retrieved documents), as well414

as final QA performance after the model consumes415

those retrieved contents.5416

5 Evaluation Results417

5.1 LLM Knowledge vs. Oracle Context418

Figure 2 summarizes the performance of three rep-419

resentative model families (Gemma, Llama, Qwen)420

on our time-sensitive QA task in both No context421

and Oracle context settings. Table 6 then provides422

a more complete set of results for all open-sourced423

models.424

Observation 1: Impact of Fresh Knowledge.425

When models must rely solely on parametric mem-426

ory (No context), their performance is far from427

5More implementation details are in Appendix E.

perfect across all sizes. This reflects the challenge 428

of truly new facts that arise after the model’s pre- 429

training cutoff. Nevertheless, larger models do 430

retain a slight edge. For instance, gemma-3-1b-it 431

only achieves 31.1% accuracy in No context mode, 432

whereas gemma-3-27b-it reaches 54.0%. The 433

same trend appears in other families like Llama 434

(26.6% vs. 57.2%) and Qwen (28.2% vs. 56.3%) 435

when comparing the smallest and largest variants. 436

Some events in the news may be connected to prior 437

context (e.g., ongoing political debates) that even 438

a smaller model has partially encountered, while 439

larger models have even more background knowl- 440

edge, allowing them to guess more accurately than 441

random chance (i.e. 25%) in No context mode. 442

Observation 2: Oracle Context and a “Cutoff” 443

for Reading Comprehension. Once the ground- 444

truth article is given (Oracle context setting), we 445

see a pronounced improvement in accuracy. How- 446

ever, contrary to the idea that all models do well 447

with the article, Table 6 shows a sharp performance 448
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Figure 2: No context vs. Oracle context QA Accuracy on KODE, plotted alongside each model’s performance on
MMLU Pro (lighter lines) as a reference for memorized knowledge. We show three representative model families
(Gemma, Llama, Qwen) at various parameter scales (Billion Parameters). Solid lines denote No context accuracy
(fresh knowledge), and dashed lines denote Oracle context accuracy when the ground-truth article is provided.

cutoff. Models around or above roughly 3–4 B449

parameters can read and understand the article suf-450

ficiently to push their Oracle accuracy toward 90–451

95%. Yet very small LLMs (e.g., 1 B parame-452

ters) only achieve around 55–60% even with the453

ground-truth article. This indicates a lower bound454

on reading comprehension capacity for extremely455

small models: they simply lack the representational456

power to parse the passage and correctly pinpoint457

the answer.458

Observation 3: Smaller vs. Larger Models on459

Fresh Data vs. Memorized Knowledge. No-460

tably, the gap between smaller and larger models461

in the No context setting is smaller than one might462

expect from standard benchmarks that rely heavily463

on memorized knowledge. To illustrate this point,464

we also measured each model’s performance on465

MMLU Pro, a knowledge-intensive benchmark466

widely used for assessing factual recall from pre-467

training. Table 7 in Appendix G shows that on468

MMLU Pro, scaling from a 1B to a 27B (or 70B)469

model often yields improvements exceeding 40–50470

percentage points; in contrast, for our newly gen-471

erated QA data, the improvement over the same472

size range is closer to 20–25 points. For instance,473

Gemma 3 (1B) only attains 14.7% on MMLU Pro474

while Gemma 3 (27B) jumps to 67.5%—a gap475

of more than 50 points. On fresh news QA, that476

same model scaling moves from 31.1% to 54.0%.477

This underscores that while model scale is critical478

for memorizing facts during pretraining, its bene-479

fits are comparatively limited for emergent knowl-480

edge. Consequently, even modestly sized models481

can hold their own when faced with entirely novel482

events that arise after training. 483

Observation 4: Robustness of Oracle Context. 484

Once the ground-truth article is appended to the 485

query, most models (above a certain size threshold) 486

quickly climb to high accuracy (∼ 95%). Even a 487

4–7 B parameter model can answer correctly given 488

the right passage, suggesting that timely, precise 489

context is the main determinant of success. These 490

findings underscore that for fresh or real-time in- 491

formation, building robust retrieval pipelines may 492

be more critical than simply scaling up model size. 493

5.2 Retrieval Performance 494

We experiment with three retrievers: BM25, DPR, 495

and ColBERT v2. Figure 3 shows their top-k 496

accuracy on daily news, while the detailed nu- 497

merical results (e.g., top-1, top-3, etc.) are pre- 498

sented in Appendix H (Tables 8 and 9). Over- 499

all, BM25 achieves the highest top-k accuracy in 500

most settings, outperforming both DPR and Col- 501

BERT v2. In the 1-day corpus (Figure 3), BM25 502

yields about 59% top-1 accuracy, whereas DPR and 503

ColBERT v2 follow at 41% and 53%, respectively. 504

As the corpus size grows (e.g., going from 1-day 505

to 5-day or 10-day), retrieval accuracy drops for 506

all methods, reflecting the increased difficulty of 507

searching a larger pool of articles. 508

Interestingly, even though dense retrievers like 509

DPR and ColBERT v2 often excel on standard 510

benchmarks (Bajaj et al., 2018; Thakur et al., 2021), 511

BM25 proves more robust for this dynamic news 512

scenario. The strong lexical cues (e.g., named 513

entities, event-specific phrasing) may favor exact 514

term matching. Meanwhile, dense retrievers show 515

7
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57.9
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Retrieval Accuracy Comparison by Corpus Size

Corpus Size
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Figure 3: Top-k Retrieval Accuracy for BM25, DPR, and ColBERT v2 across news corpora of different time
windows (1-day, 5-day, and 10-day).

Table 5: Final QA accuracy (%) of LLMs under Retrieval settings, using Llama-3.1-8B-Instruct as the QA
backbone. Retrieval is performed over 1-day, 5-day, and 10-day news corpora, returning top-k passages (k ∈
{1, 3, 5, 10}).

Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus

Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10

BM25 90.47 93.49 93.40 92.60 88.43 91.79 92.89 92.04 88.30 91.15 92.26 92.09
DPR 66.26 77.66 81.28 84.21 59.49 70.89 74.34 78.13 57.53 68.60 71.57 75.96
ColBERT v2 80.09 86.13 87.79 89.32 74.17 82.55 85.02 86.43 73.06 80.72 83.49 85.45

more pronounced drops in accuracy when the cor-516

pus expands, suggesting that domain shift or near-517

duplicate news articles can degrade dense matching518

without further adaptation.519

5.3 Final QA Accuracy with Retrieved520

Passages521

Beyond simple top-k retrieval accuracy, we522

also measure how these retrieval methods im-523

pact final question answering. Specifically, we524

feed the top-k passages from each retriever525

(BM25, DPR, ColBERT v2) into a moderate-scale526

Llama-3.1-8B-Instruct model and evaluate its527

QA accuracy.528

Table Table 5 shows the final QA accuracy (%)529

across three corpus sizes (1-day, 5-day, 10-day) and530

various k values. In line with the earlier retrieval531

results (cf. Figure 3), BM25-based retrieval also532

yields the highest end-to-end QA performance. For533

instance, in the 1-day corpus with k = 1, BM25534

reaches 90.47% whereas DPR and ColBERT v2535

yield 66.26% and 80.09%, respectively. When the536

corpus grows to 10 days, the accuracy drops for all537

three retrievers, reflecting the increased difficulty of538

pinpointing the exact relevant article among more539

documents. Nonetheless, BM25’s advantage re-540

mains. These findings suggest that in rapidly evolv-541

ing news scenarios, the strong lexical clues (e.g.,542

named entities, timestamps) may favor exact match- 543

ing over purely dense retrieval methods, unless the 544

latter are carefully adapted to the domain. 545

Overall, these results confirm that accurate re- 546

trieval is vital for time-sensitive QA, perhaps even 547

more so than having a very large model. Even 548

an 8B-parameter Llama achieves high QA accu- 549

racy (above 90%) once the correct article is among 550

the retrieved passages. Thus, for fresh or newly 551

breaking news, robust retrieval pipelines can of- 552

ten compensate for the model’s limited parametric 553

memory. 554

6 Conclusion 555

We introduce a fully automated framework for dy- 556

namic knowledge benchmarking, enabling timely 557

and decentralized evaluation of LLMs. Our agen- 558

tic pipeline generates high-quality, news-driven 559

QA datasets, supporting robust analysis of model 560

knowledge and retrieval performance. Through 561

experiments on a range of open-source and propri- 562

etary models, we demonstrate performance dispari- 563

ties on newly introduced knowledge and the bene- 564

fits of retrieval augmentation. This work highlights 565

the importance of evaluating LLMs on evolving, 566

non-memorized knowledge to better understand 567

and improve their real-world capabilities. 568
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Limitations569

While our framework democratizes the creation of570

dynamic knowledge benchmarks, several caveats571

remain:572

• Domain & Language Bias. We currently tar-573

get English-language online news. This excludes574

non-English, local, pay-walled, or multimedia575

sources and limits the benchmark’s cultural and576

topical coverage. Extending the pipeline to577

multilingual or domain-specific corpora (e.g.,578

biomedical literature) will require tailored scrap-579

ing, prompting, and validation strategies.580

• Dependence on Proprietary LLMs. Genera-581

tion, validation, and revision agents rely on pro-582

prietary frontier models. Model drift, API quota583

changes, or access restrictions may affect future584

reproducibility despite our version-signature pro-585

tocol. Moreover, researchers without paid API586

access may face a cost barrier.587

• Legal and Ethical Considerations. We scrape588

full-text news articles that remain under copy-589

right. Our release distributes only short ex-590

cerpts for research under fair-use assumptions,591

but downstream users bear responsibility for lo-592

cal licensing compliance. Automated harvest-593

ing also risks propagating misinformation if up-594

stream outlets publish retracted or false content.595

Addressing these limitations remains important fu-596

ture work for making dynamic knowledge evalua-597

tion truly global, robust, and sustainable.598
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A Additional Benchmark Details716

StreamingQA. Builds a time-indexed dataset717

from a large news corpus (14 years), enabling ret-718

rospective testing of how QA models adapt to new719

information at specific points in history. Once pub-720

lished, it is no longer updated.721

RealTime QA. Scrapes around 30 weekly ques-722

tions from news quizzes (e.g., CNN, The Week).723

Offers a rolling evaluation but is constrained by724

external quiz sources and weekly time slots, rather725

than daily updates.726

FreshQA. Uses a fixed set of around 600 human-727

written questions whose answers evolve (often in-728

volving false premises or rapidly changing facts).729

Relies on regular human intervention for quality730

control and updating answers.731

Daily Oracle. Automatically generates daily732

forecasting questions (T/F or multiple-choice) from733

current news, evaluating models’ abilities to pre-734

dict near-future outcomes. Fully automated, but735

does not focus on post-event factual retrieval or736

user-driven updates.737
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B Prompt for Generating MCQs738

# News a r t i c l e739

740

**ARTICLE TITLE * * :741

{ a r t i c l e _ t i t l e }742

743

**ARTICLE TEXT* * :744

{ a r t i c l e _ t e x t }745

746

**ARTICLE RELEASE DATE* * :747

{ a r t i c l e _ r e l e a s e _ d a t e }748

749

# Your t a s k750

751

G e n e r a t e 5 e x c e p t i o n a l l y752

c h a l l e n g i n g m u l t i p l e − c h o i c e753

q u e s t i o n s based on t h e a r t i c l e754

. Fol low t h e s e r e q u i r e m e n t s :755

756

1 . ** Q u e s t i o n S t y l e **757

− Use a s imple , d i r e c t t o n e .758

For example :759

− "Who was e l e c t e d p r e s i d e n t760

of F ra n ce i n 2022?"761

− " Which c o u n t r y h o s t e d t h e762

2023 C l i m a t e Summit ?"763

764

2 . ** Q u e s t i o n C o n t e n t **765

− Each q u e s t i o n must f o c u s on766

f a c t u a l i n f o r m a t i o n a b o u t767

t h e e v e n t s o r d e t a i l s768

w i t h i n t h e a r t i c l e .769

− F o r m u l a t e e v e r y q u e s t i o n so770

i t can be answered771

e x c l u s i v e l y from t h e772

p r o v i d e d c o n t e n t .773

− Avoid r e f e r e n c i n g t h e774

a r t i c l e d i r e c t l y ( do n o t775

use p h r a s e s l i k e " Accord ing776

t o t h e a r t i c l e . . . " o r " The777

t e x t i n d i c a t e s . . . " ) .778

− For t ime − s e n s i t i v e779

i n f o r m a t i o n , i n c o r p o r a t e780

t h e a r t i c l e ' s r e l e a s e d a t e .781

Use as o f {782

a r t i c l e _ r e l e a s e _ d a t e }783

when r e f e r r i n g t o ongoing784

or c u r r e n t i n f o r m a t i o n , o r785

on { a r t i c l e _ r e l e a s e _ d a t e786

} when i n d i c a t i n g t h a t787

an e v e n t o c c u r r e d on t h a t788

s p e c i f i c day . 789

− Use e x p l i c i t i d e n t i f i e r s f o r 790

i n d i v i d u a l s and 791

o r g a n i z a t i o n s ( e . g . , 792

InfoWars r e p o r t e r Jamie 793

W h i t e ) , n e v e r ambiguous 794

r e f e r e n c e s l i k e the 795

o f f i c i a l o r his 796

s t a t e m e n t . 797

− Ensure t h e q u e s t i o n i s on ly 798

a n s w e r a b l e i f one has 799

a c c e s s t o t h e a r t i c l e ( low 800

no− c o n t e x t a c c u r a c y ) . 801

802

3 . ** Answer Cho ices ** 803

− P r o v i d e f o u r ( 4 ) p l a u s i b l e 804

c h o i c e s , each of which i s 805

t h e same e n t i t y t y p e ( 806

person , o r g a n i z a t i o n , p l a c e 807

, d a t e , number , e t c . ) . 808

− The c o r r e c t answer must be 809

an e n t i t y p r e s e n t o r 810

d e r i v a b l e from t h e a r t i c l e . 811

− I n c l u d e d i s t r a c t o r s t h a t a r e 812

c o n t e x t u a l l y p l a u s i b l e ( 813

e i t h e r men t ioned i n t h e 814

a r t i c l e o r l o g i c a l l y 815

r e l a t e d ) . 816

− At l e a s t one d i s t r a c t o r 817

s h o u l d c l o s e l y r e s e m b l e t h e 818

c o r r e c t answer t o i n c r e a s e 819

d i f f i c u l t y ( e . g . , a 820

s i m i l a r name or d a t e ) . 821

− Use p a r t i a l t r u t h s o r common 822

m i s c o n c e p t i o n s f o r o t h e r 823

d i s t r a c t o r s , e n s u r i n g a l l 824

c h o i c e s a p p e a r e q u a l l y 825

p l a u s i b l e w i t h o u t t h o r o u g h 826

r e a d i n g . 827

828

4 . ** Answer Format ** 829

− Each q u e s t i o n must have a 830

s i n g l e c o r r e c t answer ( 831

e n t i t y ) t h a t i s t a k e n 832

v e r b a t i m from t h e a r t i c l e . 833

− The answer must n o t be open − 834

ended : i t s h o u l d be a 835

s p e c i f i c e n t i t y ( pe rson , 836

o r g a n i z a t i o n , p l a c e , t ime , 837

da te , number , e t c . ) . 838

839

5 . ** Q u e s t i o n D i v e r s i t y ** 840
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− Cover d i f f e r e n t s i g n i f i c a n t841

e l e m e n t s o r e v e n t s i n t h e842

a r t i c l e ( a v o i d r e p e a t i n g843

t h e same f a c t ) .844

− Use a v a r i e t y o f q u e s t i o n845

t y p e s ( who , what , when ,846

where , why , how ) and847

d i f f i c u l t y l e v e l s , from848

modera t e t o ve ry849

c h a l l e n g i n g .850

− Aim t o r e q u i r e d i f f e r e n t851

l e v e l s o f r e a s o n i n g ( r e c a l l852

, i n f e r e n c e , a n a l y s i s ) .853

854

6 . ** A r t i c l e R e l e a s e Date ** [855

IMPORTANT]856

− The a r t i c l e i n c l u d e s a857

r e l e a s e d a t e p r o v i d e d as `{858

a r t i c l e _ r e l e a s e _ d a t e } ` .859

Ensure t h a t t h i s d a t e i s860

i n c o r p o r a t e d a p p r o p r i a t e l y861

i n q u e s t i o n s , u s i n g as862

of { a r t i c l e _ r e l e a s e _ d a t e }863

f o r c u r r e n t o r ongoing864

c o n t e x t s and on {865

a r t i c l e _ r e l e a s e _ d a t e }866

when r e f e r e n c i n g a s p e c i f i c867

e v e n t o r f a c t t h a t868

happened t h a t day .869

870

7 . ** Response Format **871

− R e t u r n your f i n a l o u t p u t a s872

a JSON a r r a y o f e x a c t l y 5873

o b j e c t s .874

− Each o b j e c t must c o n t a i n t h e875

f o l l o w i n g keys :876

− `" q u e s t i o n _ i d x " ` : An877

i n t e g e r from 1 t o 5 .878

− `" q u e s t i o n " ` : A s t r i n g879

c o n t a i n i n g t h e q u e s t i o n880

t e x t .881

− `" c h o i c e s " ` : An a r r a y o f 4882

s t r i n g s , each a d i s t i n c t883

answer o p t i o n .884

− `" g r o u n d _ t r u t h " ` : A s t r i n g885

i d e n t i c a l t o t h e c o r r e c t886

answer c h o i c e from `"887

c h o i c e s " ` .888

− `" r a t i o n a l e " ` : A s t r i n g889

e x p l a i n i n g why t h e890

c o r r e c t c h o i c e i s c o r r e c t891

and why t h e o t h e r s a r e892

i n c o r r e c t . 893

894

895

Now g e n e r a t e t h e JSON a r r a y wi th 896

t h e s p e c i f i e d s t r u c t u r e : 897
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C Prompt for MCQ Quality Check898

You a r e g i v e n a m u l t i p l e − c h o i c e899

q u e s t i o n i n t h i s f o r m a t :900

901

{ q a _ p a i r }902

903

Check i f i t mee ts ** a l l ** o f t h e904

f o l l o w i n g r e q u i r e m e n t s :905

906

1 . **No d i r e c t r e f e r e n c e t o t h e907

a r t i c l e **908

− The q u e s t i o n does n o t b e g i n909

or c o n t a i n p h r a s e s l i k e910

According t o t h e911

a r t i c l e o r As912

r e p o r t e d i n t h e913

a r t i c l e .914

915

2 . ** Date r e f e r e n c e s a r e a c c u r a t e916

and c l e a r **917

− I f t h e q u e s t i o n r e f e r e n c e s918

an e v e n t o r i n f o r m a t i o n919

t h a t t ook p l a c e on a920

s p e c i f i c da t e , i t can921

ment ion t h a t d a t e d i r e c t l y922

( e . g . , on F e b r u a r y 25 ,923

2025 ) .924

− I f t h e q u e s t i o n r e f e r e n c e s a925

c o n t i n u i n g / ongoing926

s i t u a t i o n r e l a t i v e t o t h e927

a r t i c l e s p u b l i c a t i o n , i t928

s h o u l d use as o f {929

a r t i c l e _ r e l e a s e _ d a t e } o r930

on {931

a r t i c l e _ r e l e a s e _ d a t e } .932

− The q u e s t i o n s h o u l d n o t g i v e933

ambiguous t i m i n g ( e . g . ,934

recently w i t h o u t any935

d a t e ) .936

937

3 . ** E x p l i c i t i d e n t i f i e r s f o r938

i n d i v i d u a l s o r o r g a n i z a t i o n s **939

− Any p e r s o n or group940

ment ioned must be named941

c l e a r l y ( e . g . , The942

T r a n s p o r t a t i o n M i n i s t r y943

i n s t e a d o f They or944

That m i n i s t r y ) .945

− Avoid vague r e f e r e n c e s l i k e946

the c o m p a n y or the947

g o v e r n m e n t i f a948

s p e c i f i c e n t i t y i s known . 949

950

4 . **No ambiguous r e f e r e n c e s ** 951

− I f r e f e r e n c i n g a p a r t i c u l a r 952

even t , l o c a t i o n , o r s tudy , 953

t h e q u e s t i o n must i n c l u d e 954

a l l c r i t i c a l d e t a i l s known 955

( e . g . , e v e n t da t e , l o c a t i o n 956

, o r o f f i c i a l e v e n t name ) 957

so t h a t i t s c l e a r which 958

e v e n t o r s t u d y i s b e i n g 959

d i s c u s s e d . 960

− G e n e r a l p h r a s e s l i k e the 961

c o l l a p s e , the 962

i n c i d e n t , o r the 963

s t u d y a r e n o t a c c e p t a b l e 964

. They must i n c l u d e 965

i d e n t i f y i n g d e t a i l s such as 966

t h e l o c a t i o n , da t e , o r 967

name . 968

969

** Outpu t e x a c t l y 1 i f * a l l * 970

t h e r e q u i r e m e n t s above a r e 971

met , and 0 o t h e r w i s e . No 972

f u r t h e r e x p l a n a t i o n o r 973

commentary . * * 974

975

\ end { Verba t im } 976

977

\ c l e a r p a g e 978

\ s e c t i o n { Prompt f o r MCQ R e v i s i o n } 979

\ l a b e l { app : mcq− r e v i s i o n } 980

\ b e g i n { Verba t im } [ b r e a k l i n e s = t r u e ] 981

# The I n s t r u c t i o n 982

983

G e n e r a t e 5 e x c e p t i o n a l l y 984

c h a l l e n g i n g m u l t i p l e − c h o i c e 985

q u e s t i o n s based on t h e a r t i c l e 986

. Fol low t h e s e r e q u i r e m e n t s : 987

988

1 . ** Q u e s t i o n C o n t e n t ** 989

− Each q u e s t i o n must f o c u s on 990

f a c t u a l i n f o r m a t i o n a b o u t 991

t h e e v e n t s o r d e t a i l s 992

w i t h i n t h e a r t i c l e . 993

− F o r m u l a t e e v e r y q u e s t i o n so 994

i t can be answered 995

e x c l u s i v e l y from t h e 996

p r o v i d e d c o n t e n t . 997

− Avoid r e f e r e n c i n g t h e 998

a r t i c l e d i r e c t l y ( do n o t 999

use p h r a s e s l i k e " Accord ing 1000
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t o t h e a r t i c l e . . . " o r " The1001

t e x t i n d i c a t e s . . . " ) .1002

− Use e x p l i c i t i d e n t i f i e r s f o r1003

i n d i v i d u a l s and1004

o r g a n i z a t i o n s ( e . g . ,1005

InfoWars r e p o r t e r Jamie1006

W h i t e ) , n e v e r ambiguous1007

r e f e r e n c e s l i k e the1008

o f f i c i a l o r his1009

s t a t e m e n t .1010

− Ensure t h e q u e s t i o n i s on ly1011

a n s w e r a b l e i f one has1012

a c c e s s t o t h e a r t i c l e ( low1013

no− c o n t e x t a c c u r a c y ) .1014

1015

2 . ** Answer Cho ices **1016

− P r o v i d e f o u r ( 4 ) p l a u s i b l e1017

c h o i c e s , each of which i s1018

t h e same e n t i t y t y p e (1019

person , o r g a n i z a t i o n , p l a c e1020

, d a t e , number , e t c . ) .1021

− The c o r r e c t answer must be1022

an e n t i t y p r e s e n t o r1023

d e r i v a b l e from t h e a r t i c l e .1024

− At l e a s t one d i s t r a c t o r1025

s h o u l d c l o s e l y r e s e m b l e t h e1026

c o r r e c t answer t o i n c r e a s e1027

d i f f i c u l t y ( e . g . , a1028

s i m i l a r name or d a t e ) .1029

− Use p a r t i a l t r u t h s o r common1030

m i s c o n c e p t i o n s f o r o t h e r1031

d i s t r a c t o r s , e n s u r i n g a l l1032

c h o i c e s a p p e a r e q u a l l y1033

p l a u s i b l e w i t h o u t t h o r o u g h1034

r e a d i n g .1035

1036

3 . ** Answer Format **1037

− Each q u e s t i o n must have a1038

s i n g l e c o r r e c t answer (1039

e n t i t y ) t h a t i s t a k e n1040

v e r b a t i m from t h e a r t i c l e .1041

− The answer must n o t be open −1042

ended : i t s h o u l d be a1043

s p e c i f i c e n t i t y ( pe rson ,1044

o r g a n i z a t i o n , p l a c e , t ime ,1045

da te , number , e t c . ) .1046

1047

4 . ** A r t i c l e R e l e a s e Date **1048

− The a r t i c l e i n c l u d e s a1049

r e l e a s e d a t e p r o v i d e d as {1050

a r t i c l e _ r e l e a s e _ d a t e } .1051

Ensure t h a t t h i s d a t e i s1052

i n c o r p o r a t e d a p p r o p r i a t e l y 1053

i n q u e s t i o n s , u s i n g as 1054

of { a r t i c l e _ r e l e a s e _ d a t e } 1055

f o r c u r r e n t o r ongoing 1056

c o n t e x t s and on { 1057

a r t i c l e _ r e l e a s e _ d a t e } 1058

when r e f e r e n c i n g a s p e c i f i c 1059

e v e n t o r f a c t t h a t 1060

happened t h a t day . 1061

1062

1063

**ARTICLE TITLE * * : 1064

{ a r t i c l e _ t i t l e } 1065

1066

**ARTICLE TEXT* * : 1067

{ a r t i c l e _ t e x t } 1068

1069

**ARTICLE RELEASE DATE* * : 1070

{ a r t i c l e _ r e l e a s e _ d a t e } 1071

1072

Now g e n e r a t e t h e JSON a r r a y wi th 1073

t h e s p e c i f i e d s t r u c t u r e : 1074

1075

1076

# Your g e n e r a t i o n 1077

1078

{ q a _ p a i r } 1079

1080

# Your t a s k 1081

1082

I p r o v i d e you wi th one of your 1083

g e n e r a t i o n s ( one QA p a i r o u t 1084

of f i v e ) . P l e a s e r e f l e c t on 1085

t h i s QA p a i r and e v a l u a t e 1086

whe the r i t f u l f i l l s a l l t h e 1087

r e q u i r e m e n t s i n t h e 1088

i n s t r u c t i o n . Make t h e 1089

n e c e s s a r y a d j u s t m e n t s 1090

a c c o r d i n g l y , and t h e n send me 1091

t h e r e v i s e d g e n e r a t i o n i n t h e 1092

same JSON f o r m a t . Send on ly 1093

t h e JSON b l o c k . 1094

\ end { Verba t im } 1095

1096

1097

\ c l e a r p a g e 1098

\ s e c t i o n {A Model G e n e r a t e d Q\&A 1099

P a i r and R e v i s i o n Task } 1100

\ l a b e l { app : model −gen − q a p a i r } 1101

\ b e g i n { Verba t im } [ b r e a k l i n e s = t r u e ] 1102

# A model g e n e r a t e d Q&A p a i r 1103

1104
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[1105

{1106

" q u e s t i o n _ i d x " : 4 ,1107

" q u e s t i o n " : " What was b e i n g1108

i n s t a l l e d on t h e highway1109

b r i d g e on F e b r u a r y 25 ,1110

2025 , when i t c o l l a p s e d ? " ,1111

" c h o i c e s " : [1112

"A deck " ,1113

" C o n c r e t e p i l l a r s " ,1114

" S t e e l beams " ,1115

" S a f e t y n e t s "1116

] ,1117

" g r o u n d _ t r u t h " : "A deck " ,1118

" r a t i o n a l e " : " Workers were1119

i n s t a l l i n g a deck a t t h e1120

t ime of t h e c o l l a p s e . The1121

o t h e r o p t i o n s a r e commonly1122

used i n c o n s t r u c t i o n b u t1123

were n o t men t ioned as1124

b e i n g i n s t a l l e d d u r i n g t h e1125

i n c i d e n t . "1126

}1127

]1128

1129

−−−1130

1131

### Your Task1132

1 . Review t h e g e n e r a t e d Q&A p a i r1133

above .1134

2 . A d j u s t i t i f i t does n o t1135

f u l f i l l a l l i n s t r u c t i o n s ( e . g1136

. , d a t e usage , c l a r i t y , o r1137

d i v e r s i t y ) .1138

3 . Send back t h e r e v i s e d Q&A i n1139

**JSON** format , ** and on ly1140

t h e JSON b l o c k * * .1141
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D Human Annotation Guidelines1142

D.1 Step 1: Review the Generated Question1143

Carefully examine the question and its choices.1144

D.2 Step 2: Check Against Each Requirement1145

Compare the generated question against all the cri-1146

teria below. If any criterion is not satisfied, note its1147

requirement number.1148

1. Simple, Direct Tone1149

• The question should be concise, clear,1150

and free of convoluted language or indi-1151

rect phrasing.1152

2. No Explicit Article References1153

• Must not contain phrases like “According1154

to the article...” or “The text states...”.1155

3. Proper Use of Dates1156

• For current/ongoing info: “as of Febru-1157

ary 26, 2025.”1158

• For an event that happened on that day:1159

“on February 26, 2025.”1160

• If the question involves time-sensitive1161

info but omits or misuses these phrases,1162

it fails this requirement.1163

4. Explicit Identifiers1164

• Must use specific names (e.g., “Acting1165

President Choi Sang-mok,” “National1166

Fire Agency”) instead of vague refer-1167

ences (“the official,” “their statement”).1168

D.3 Step 3: Decide Pass/Fail1169

1. If all requirements above are satisfied, output:1170

1.1171

2. If one or more requirements are not met, out-1172

put: 0.1173
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E Hyperparameters and Implementation1174

Details1175

We follow standard implementations and use pre-1176

trained checkpoints for each retriever. We use Py-1177

serini’s (Lin et al., 2021) implementation of BM25,1178

DPR, and ColBERT v2. We run open-sourced1179

LLMs via vLLM (Kwon et al., 2023). For LLM1180

inference, we use greedy decoding. In the retrieval1181

setting, we concatenate the top-k passages in as-1182

cending order of relevance. We do not truncate any1183

retrieved document when feeding it to the LLM. We1184

run all evaluations on a cluster of A6000 GPUs for1185

open-source models, and via the respective hosted1186

APIs for proprietary models.1187
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F Complete Model Benchmarking Results1188

Table 6 shows the final QA accuracy (%) for a1189

broad range of open-sourced and closed-sourced1190

LLMs under both No-Context and Oracle settings.1191

As discussed in the main paper, these results high-1192

light the importance of timely context for ques-1193

tions involving fresh, real-world information and1194

illustrate a performance “cutoff” phenomenon for1195

smaller model sizes (e.g., 1B parameters) versus1196

larger ones (e.g., 7B or more). “Oracle” accu-1197

racy steadily approaches near-ceiling for models1198

above roughly 3–4B parameters, indicating a scal-1199

ing threshold for effective reading comprehension1200

on time-sensitive content.1201
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Table 6: Final QA accuracy (%) of open-sourced and closed-sourced LLMs under No-Context and Oracle (Context)
settings.

Model No-Context Acc Oracle Acc

Open-Sourced Models

gemma-3-1b-it 31.11 59.06
gemma-3-4b-it 44.17 94.09
gemma-3-12b-it 53.32 95.83
gemma-3-27b-it 54.00 96.21
Llama-3.2-1B-Instruct 26.55 55.06
Llama-3.2-3B-Instruct 42.85 91.57
Llama-3.1-8B-Instruct 30.89 94.81
Llama-3.3-70B-Instruct 57.23 95.70
Phi-3-mini-128k-instruct 44.38 94.30
Phi-4-mini-instruct 43.57 93.62
Qwen2.5-0.5B-Instruct 28.17 55.19
Qwen2.5-1.5B-Instruct 41.70 90.64
Qwen2.5-3B-Instruct 45.36 94.51
Qwen2.5-7B-Instruct 50.00 95.15
Qwen2.5-14B-Instruct 52.89 96.09
Qwen2.5-32B-Instruct 55.79 96.77
Qwen2.5-72B-Instruct 56.30 96.51
Mistral-7B-Instruct-v0.2 35.96 90.21
Mistral-Small-24B-Instruct-2501 53.23 96.43
Mixtral-8x7B-Instruct-v0.1 33.36 93.40

Closed-Sourced Models

GPT-4o 59.96 96.60
GPT-o1-mini 32.38 96.34
GPT-o3-mini 55.36 97.28
Gemini-1.5-pro 55.36 97.28
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G MMLU Pro: Memorized Knowledge1202

Assessment1203

In Table 7, we report the accuracy of various mod-1204

els on the MMLU Pro benchmark, a knowledge-1205

intensive QA dataset aimed at evaluating factual1206

recall from pre-training. These results offer in-1207

sight into how well each model retains static do-1208

main knowledge, in contrast to the dynamic, newly1209

emerging facts tested by our daily-updated QA1210

benchmark. We observe that scaling model size1211

often brings significant improvements in MMLU1212

Pro accuracy, reflecting the growing capacity for1213

memorizing factual content. Notably, the perfor-1214

mance gains on MMLU Pro can be substantially1215

larger than the gains observed on our fresh-news1216

dataset under No-Context conditions, underscoring1217

the difference between learned “long-term” knowl-1218

edge and newly introduced facts.1219
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Table 7: MMLU Pro Results (% accuracy). We report performance on a knowledge-intensive QA benchmark,
reflecting memorized or static knowledge from pre-training.

Model Size Accuracy (%)

Llama-3.2-1B-Instruct 1B 22.6
Llama-3.2-3B-Instruct 3B 36.5
Llama-3.1-8B-Instruct 8B 44.25
Llama-3.3-70B-Instruct 70B 65.92

Gemma-3-1B 1B 14.7
Gemma-3-4B 4B 43.6
Gemma-3-12B 12B 60.6
Gemma-3-27B 27B 67.5

Qwen-2.5-0.5B 0.5B 15.0
Qwen-2.5-1.5B 1.5B 32.4
Qwen-2.5-3B 3B 43.7
Qwen-2.5-7B 7B 56.3
Qwen-2.5-14B 14B 63.7
Qwen-2.5-32B 32B 69.0
Qwen-2.5-72B 72B 71.1
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H Additional Retrieval Results1220
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Table 8: Top-k hits accuracy (%) for different retrieval methods across 1-day, 5-day, and 10-day corpora. Each cell
represents the fraction of questions for which the ground-truth article is ranked within the top k results.

Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus

Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10

BM25 58.72 69.15 71.28 74.26 44.26 54.47 57.87 62.13 46.38 56.60 60.00 62.13
DPR 41.06 53.40 58.94 64.04 27.45 36.81 40.85 47.87 25.11 36.38 41.28 46.17
ColBERT v2 52.55 61.28 67.02 71.28 38.09 46.17 50.64 56.17 38.09 47.66 51.70 54.89

Table 9: Top-k Mean Reciprocal Rank (MRR) for different retrieval methods across 1-day, 5-day, and 10-day
corpora. Each cell represents the average reciprocal rank of the ground-truth article.

Retriever 1-Day Corpus 5-Day Corpus 10-Day Corpus

Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10 Top-1 Top-3 Top-5 Top-10

BM25 0.59 0.63 0.64 0.64 0.44 0.49 0.50 0.50 0.46 0.51 0.52 0.52
DPR 0.41 0.47 0.48 0.49 0.27 0.32 0.32 0.33 0.25 0.30 0.31 0.32
ColBERT v2 0.53 0.56 0.58 0.58 0.38 0.42 0.43 0.43 0.38 0.43 0.43 0.44
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