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Abstract

An increasing number of companies have be-
gun providing services that leverage cloud-
based large language models (LLMs), such as
ChatGPT. However, this development raises
substantial privacy concerns, as users’ prompts
are transmitted to and processed by the model
providers. Among the various privacy protec-
tion methods for LLMs, those implemented
during the pre-training and fine-tuning phrases
fail to mitigate the privacy risks associated
with the remote use of cloud-based LLMs by
users. On the other hand, methods applied
during the inference phrase are primarily ef-
fective in scenarios where the LLM’s infer-
ence does not rely on privacy-sensitive infor-
mation. In this paper, we outline the process
of remote user interaction with LLMs and,
for the first time, propose a detailed defini-
tion of a general pseudonymization framework
applicable to cloud-based LLMs. Building
upon the framework, we have designed var-
ious pseudonymization methods and further
propose a method that achieves pseudonymiza-
tion through a controllable text generation pro-
cess. The experimental results demonstrate
that the proposed framework strikes an opti-
mal balance between privacy protection and
utility. The code for our method is avail-
able to the public at https://github.com/
Mebymeby/Pseudonymization-Framework.

1 Introduction

Large Language Models (LLMs) have demon-
strated considerable promise in advancing the field
of artificial intelligence, showcasing remarkable
capabilities in instruction following and excelling
across a wide range of tasks, including writing, cod-
ing, and other text-based activities (Bubeck et al.,
2023; Touvron et al., 2023; OpenAl et al., 2024).
Consequently, an increasing number of companies
have begun providing cloud-based LLM services,
such as ChatGPT!. However, the widespread use
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Figure 1: Potential privacy breach risks in using cloud-
based LLM services

of cloud-based LLM services has raised substantial
privacy concerns: the transmission and storage of
user data on cloud infrastructures pose significant
risks of data breaches and unauthorized access to
private information, as illustrated in Figure 1.

Current privacy-preserving techniques for cloud-
deployed LLMs either prevent untrustworthy cus-
tomers from accessing privacy-sensitive informa-
tion in pre-trained datasets (Carlini et al., 2019; Pan
et al., 2020; Brown et al., 2022), or safeguard users’
pre-training and fine-tuning datasets from untrust-
worthy cloud service providers (Chi et al., 2018;
Jegorova et al., 2022). However, these methods
face significant challenges in addressing the unique
issues arising from remote access to cloud-based
LLMs. On the other hand, researchers have devel-
oped various strategies to ensure privacy security
during the inference phrase, including Multi-Party
Computation (Goldreich, 1998), homomorphic en-
cryption (Acar et al., 2018), differential privacy in
inference (Majmudar et al., 2022). However, these
methods are not suitable for scenarios in which
the cloud-based LLM’s inference relies on privacy-
sensitive information.

The data pseudonymization technique, which en-
sures privacy protection by appropriately replacing
privacy-sensitive information, has since attracted
the attention of researchers. (Kan et al., 2023;
Chen et al., 2023; Lin et al., 2024) However, re-
search on applying pseudonymization techniques
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during the inference phase for privacy protection
remains limited. Currently, a detailed definition of
a pseudonymization framework for the inference
phase of cloud-based LLMs is lacking. For exam-
ple, Yermilov et al. (2023) divides pseudonymiza-
tion into two parts: recognizing and replacing pri-
vacy entities. However, Chen et al. (2023) argues
that pseudonymization should consist of two stages:
concealing privacy entities for anonymization and
restoring them for de-anonymization. We argue
that these methods integrate certain steps of the
pseudonymization process and, therefore, cannot
be regarded as a general pseudonymization frame-
work.

In this paper, we outline the process of re-
mote user interaction with LLMs and, for the first
time, propose a detailed definition of a general
pseudonymization framework applicable to cloud-
based LLMs. We define the pseudonymization
framework as comprising three components: the de-
tection of privacy-sensitive information, the gener-
ation of replacement terms, and the replacement of
privacy information to achieve pseudonymization.
We further propose a pseudonymization method
based on a controllable text generation process,
ensuring that the replaced text preserves maximal
semantic correctness after replacement. Further-
more, to evaluate the practical effectiveness of the
proposed framework in real-world LLM services,
we specifically assessed its performance in text gen-
eration tasks, including summarization, question
answering, text generation, and machine transla-
tion, in addition to classification tasks. The exper-
imental results indicate that the proposed frame-
work achieves an optimal balance between privacy
protection and utility.

To summarize, our contributions are as follows:

(1) We propose a general pseudonymization
framework applicable to cloud-based LLMs.

(2) We propose a pseudonymization method lever-
aging a controllable text generation process to
preserve the semantic integrity of the replaced
text.

(3) We evaluate the proposed framework across
various text generation tasks and demonstrate
that it achieves the optimal balance between
privacy and performance.

2 Related Works

Privacy protection for large language models
(LLMs) can be categorized according to the phase

in which it is implemented: during the pre-training
and fine-tuning phases, and during the inference
phase (Yan et al., 2024). Privacy protection during
the pre-training and fine-tuning phases of LLMs
is essential for safeguarding sensitive data while
preserving model effectiveness. Techniques such
as differential privacy (Li et al., 2021; Wu et al.,
2022; Xu et al., 2024), data cleaning (Bai et al.,
2022; Kandpal et al., 2022), and federated learn-
ing (Yu et al., 2023; Xu et al., 2024; Zhang et al.,
2024a) can be utilized to mitigate privacy risks dur-
ing these phases. As previously discussed, these
methods primarily aim to protect the privacy of
information within LLMs. However, they do not
fully address the privacy concerns associated with
remote access to LLM services. Additionally, pri-
vacy protection measures implemented by model
providers may not completely alleviate users’ con-
cerns regarding the potential misuse of their private
data by these providers.

On the other hand, the issue of privacy leak-
age during the inference phase of LLMs has gar-
nered significant attention. To address this issue,
researchers have developed numerous strategies to
ensure privacy security during the inference phase.
These include encryption-based privacy protection
approaches such as Multi-Party Computation (Gol-
dreich, 1998; Dong et al., 2022), homomorphic
encryption (Acar et al., 2018; Hao et al., 2022;
Lu et al., 2023), and differential privacy in infer-
ence (Dwork, 2006, 2008; Majmudar et al., 2022).
For example, Huang et al. (2022) proposed a spe-
cialized encoding method, Cheetah, which encodes
vectors and matrices into homomorphic encryption
polynomials. However, these homomorphic en-
cryption methods are challenging to apply to cloud-
based black-box LLMs, as they require access to
the model’s internal structures. Additionally, Du
et al. (2023) introduced DP-Forward, which ap-
plies differential privacy during inference by per-
turbing embedding matrices in the forward pass
of language models. However, these differential
privacy approaches are mainly effective when the
LLM’s decision-making does not rely on sensitive
information, which differs from the focus of our
research.

In addition to the aforementioned methods,
pseudonymization techniques focus on safeguard-
ing the privacy of the prompt by identifying and
removing privacy-sensitive information. For exam-
ple, Kan et al. (2023) and Chen et al. (2023) pro-
posed anonymizing sensitive terms before inputting
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Figure 2: Overview of pseudonymization framework for cloud-based LLMs

them into the LLM and restoring them after the out-
put. Lin et al. (2024) proposed a pseudonymization
method to safeguard user privacy by converting
user input from natural language into a sequence of
emojis. Zhang et al. (2024b) introduced a mixed-
scale model collaboration approach that combines
the strengths of a large cloud-based model with a
smaller, locally deployed model. However, there is
currently no general definition of a pseudonymiza-
tion framework for the inference phase of cloud-
based LLMs. Additionally, these methods have
primarily been tested on classification tasks, which
differ from the core task of text generation in LLMs.
Therefore, their results may not fully capture their
effectiveness in text generation.

3 Pesudonymization Framework

As shown in Figure 2, a privacy-preserving cloud-
based LLM access process consists of two steps:
pseudonymizing the privacy information in the in-
put text, as indicated by the blue arrow, and restor-
ing the privacy information in the output results,
as indicated by the red arrow. It is clear that the
pseudonymization and restoration processes are
logically identical, involving the detection of infor-
mation to be replaced (e.g., privacy entities or enti-
ties to be restored), the generation of replacement
candidates for detected entities, and the execution
of the replacement process. Furthermore, the detec-
tion and candidate generation in the restoration pro-
cess can refer to the results of the pseudonymiza-
tion process, while the replacement operation it-
self is identical to that in the pseudonymization
process. Therefore, we propose that a general
pseudonymization framework should include only
the three components of detection, generation and

replacement. In the following sections, we will
provide a detailed definition of the tasks for each
component and discuss several viable approaches
for each stage.

3.1 Detecting Privacy Information

Given a user’s input X, which may contain multi-
ple pieces of private information, we denote these
pieces as P = {p£i|pf'4i eX1<i<n1<j5<
N;}. Here, A; represents the i-th privacy attribute
(e.g., name, location), and each p]AL represents the
j-th instance of private information related to the
attribute A;. The total number of private informa-
tion entries related to A; is denoted as N;. The
goal of the privacy information detection method
is to collect P/ = {p’};i ’pgi eX,1<i<n 1<
j < N;}, where P’ represents the collection of de-
tected private information. To maximize security,
P’ should closely approximate P, ensuring that all
relevant private information is correctly identified
while minimizing the risk of missing any sensitive
data. The three detection methods employed in our
experiments are described as follows.

NER-based Detection uses an off-the-shelf
NER system to identify spans of named entities
that correspond to privacy information categories.
In this work, we utilize the publicly available
BERT model, bert-large-cased-finetuned-conll03-
english 2. We refer to this method as DETNgR.

Prompt-based Detection employs a locally de-
ployed, small-scale instruction-tuned LLM to iden-
tify named entities. We denote this method as
DETprompt-

Seq2Seq Detection is developed by fine-tuning

2https://huggingface.co/dbmdz/
bert-large-cased-finetuned-conll@3-english
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Input John Edward Bates, formerly of
Spalding, is now living in London.
Output <ENT>John Edward Bates</ENT>,
(mark) formerly of <ENT>Spalding</ENT>,
is now living in <ENT>London</ENT>.
Output <ENT>, formerly of <ENT>, is now

(replace) living in <ENT>.

Table 1: Example output of Seq2Seq detection with
entity marking and replacement

a small-scale base LLM on a parallel corpus of
pseudonymized texts generated using the NER-
based detection method. This method generates
sentences that maintain consistency with the in-
put text while marking or replacing privacy enti-
ties with designated tags, as illustrated in Table 1.
We denote the two Seq2Seq detection variants as
DETtag mark and DET g rep.

3.2 Generating Replacement Candidates

Based on the detected privacy entities P’, the next
step is to generate candidate entities () that do
not contain any privacy information to replace P’.
Specifically, the goal of generation is to obtain a
replacement mapping set P = {(p;]li, qi;i)!pfii €
X,1<i<n,1<j<N,;}, where qi‘i represents
the generated candidate for p'ji. To ensure that
the meaning of the original sentence remains intact
after replacement, the replaced entities should gen-
erally share certain common characteristics (e.g.,
gender and language for names) with the original
entities. Building on the aforementioned require-
ment, the semantics of pffli and ¢’y should be as
distinct as possible, ensuring that privacy informa-
tion cannot be easily inferred from qﬁi. The two
candidate generation methods employed in our ex-
periments are described as follows.

Random Sampling utilizes the entities identi-
fied in Section 3.1 as a candidate set. From this set,
an entity belonging to the same category as the pri-
vacy entities to be replaced is randomly selected as
the replacement candidate. We denote this method
as GEN,ang.

Prompt-based Generation employs a locally
deployed, small-scale instruction-tuned LLM to
generate replacement candidates for the privacy
entities. We denote this method as GENpompt-

3.3 Replace Privacy Entities

Given the input text X and the replacement map-
ping set P obtained from the previous sections, the

next step is to replace the entity p%i in X with the

corresponding replacement entity qf;‘i. The result-
ing text after replacement is denoted as X’. To
ensure that the meaning of the original text is pre-
served after the replacement, the remaining content
in the text, aside from the replaced entities, should
be appropriately adjusted. In other words, the goal
of privacy entity replacement is to ensure that X'
retains as much semantic correctness as possible.
X' is then processed through a prompt template
function and input into cloud-based LLMs, gener-
ating the output Y”. As mentioned earlier, for Y,
there is no need to perform privacy entity detection
and replacement candidate generation. Instead, the
restoration process of Y involves directly replac-
ing ¢y, in Y’ with p'jli, similar to the replacement
process in X, resulting in the final output Y. The
three entity replacement methods employed in our
experiments are described as follows.

Direct Replacement refers to the process of
directly replacing pffli with qf% without modifying
other parts of the text X. This method is denoted as
REP girect- As previously mentioned, this approach
may introduce semantic errors.

Prompt-based Replacement employs a locally
deployed, small-scale instruction-tuned LLM to
perform the replacement of entity names. We de-
note this method as REP rompt.-

Replacement through Text Generation exe-
cutes replacement during a controllable text gener-
ation process to ensure the semantic correctness of
the text after replacement. When the detected pri-
vacy entity term p;{i is encountered during the text
generation process, it is replaced by the correspond-
ing entity qf4i, and the generation of the subsequent
token proceeds accordingly. The specific technical
details of this method will be discussed in Section 4.
We denote this method as REPgey.

4 Pesudonymization Through
Controllable Text Generation

We propose a pseudonymization replacement
method based on a controllable text generation
process, ensuring that the replaced text preserves
maximum semantic correctness. In this section,
we provide a detailed explanation of the method’s
process.

Given X = (x1,x9,...,xp), the generation
process of the LLM can be formulated as a se-
quential prediction of the next token, expressed as
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follows:

gi = argmax P(y; | g(X), 91, ..., Ji-1)
Here, g(X) represents the prompt text generated
from X using a predefined prompt template, and 3;
(where 1 < ¢ < N) denotes the predicted token at
the ¢-th time step. As illustrated in Figure 3, during
the pseudonymization process, the majority of the
output text Y = (fj1, . .., §y) remains identical to
the input text X, except for a small portion where
privacy entities is replaced.

Note that when using NER-based or prompt-
based detection methods to identify privacy entities,
we first employ a model capable of generating text
identical to the input. During the text generation
process, we compare each generated token ¢; with
elements in P’ to determine whether j; corresponds
to a privacy entity. Therefore, depending on the
privacy entity detection method used, ¥; can take
the following forms:

(1) §; = x;, where z; ¢ P’. Here, P’ represents
a set of identified privacy entities collected
using NER-based or prompt-based detection
methods, as described in Section 3.1.

(2) 9J; = x;, where z; € P’. In this case, x; is
recognized as a privacy entity by the NER-
based or prompt-based detection methods.

(3) 9; = x; when utilizing the Seq2Seq detection
method described in Section 3.1.

@) y; = <ENT>z;</ENT> or g; = <ENT>. In this
case, x; is recognized as a privacy entity by
the Seq2Seq detection method.

Next, for privacy entity x; in cases (2) or (4),
we generate the replacement candidate x corre-
sponding to x;, based on the method described in
Section 3.2. Then, we set §, = x}. As shown in
Figure 3, y; will be incorporated into the above
formula, and the prediction for the output at the
(7 4+ 1)-th time step will proceed as follows:

Jiv1 = argmax P(yi1] 9(X), 91, - ., §i-1,9;)
This process continues until the entire sequence has
been generated.

The main contribution of this method lies in its
ability to decouple the end-to-end pseudonymiza-
tion text generation process® into the three dis-
tinct stages described in Section 3. Addition-
ally, it achieves better pseudonymization results
by integrating different methods. By performing
pseudonymization through the controllable text
generation process, this approach ensures compre-
hensive coverage of privacy information detection
and the correctness of replacement candidate gen-
eration by integrating various detection and genera-
tion methods. Furthermore, this approach leverages
the strengths of LLMs and Seq2Seq generation pro-
cesses, maximizing the semantic correctness of the
text after replacement.

S Experiment

5.1 Experiment Settings

Datasets We conduct experiments on several pub-
licly available real-world datasets across various
NLP tasks, including SQuAD 2.0 (Rajpurkar et al.,
2016) for question answering, XSum (Narayan
et al., 2018), CNN/Dailymail (See et al., 2017),
and SAMSum (Gliwa et al., 2019) for summariza-
tion, GLUE (MNLI) (Williams et al., 2017; Wang
et al., 2019) for natural language inference, and
WMT14 (de-en) (Bojar et al., 2014) for machine
translation. For experimental efficiency, we ran-
domly sampled 1,000 samples from the test sets of
each dataset to serve as the test set. In this study, we
focus our analysis on three primary categories of
named entities: person, location, and organization.

Evaluation Metrics For different datasets, we
will use distinct performance evaluation metrics.
For SQuAD 2.0, we use the F1 score and Ex-
act Match (EM) (Rajpurkar et al., 2018) as the
evaluation metrics. For XSum, CNN/Dailymail,
and SAMSum, we use ROUGE-1, ROUGE-2, and
ROUGE-L (Lin, 2004) as the evaluation metrics.
For GLUE (MNLI), we use the accuracy score as
the evaluation metric. For WMT 14 (de-en), we use

In our preliminary experimental results, methods for
pseudonymization through end-to-end text generation, such
as those proposed by Yermilov et al. (2023) and Chen et al.
(2023), yielded catastrophic results when trained with a lim-
ited amount of training data.



methods SQuAD XSum CNN/ SAMSum GLUE | WMT14
2.0 Dailymail (MNLI) | (de-en)
Qwen2.5-14B F1=79.1 ROUGE- ROUGE- ROUGE- ACC= | BLEU =
-Instruct EM =75.5 12/L = 1/2/L = 1/2/L = 84.3 12.2
25.4/7.0/17.8 1 30.8/10.2/20.5|41.9/15.8/32.8
Qwen2.5-1.5B || F1=58.6 ROUGE- ROUGE- ROUGE- ACC = | BLEU =
-Instruct EM =554 172/L = 1/2/L = 1/2/L = 69.9 8.0
18.9/3.8/13.2 | 23.7/7.8/16.5 |36.4/13.0/28.5
DETNER F1=76.6 ROUGE- ROUGE- ROUGE- ACC= | BLEU=
+GEN;anq EM =73.0 12/L = 1/2/L = 1/2/L = 81.6 9.9
+REP girect 22.5/4.5/15.3 | 28.3/8.7/18.9 | 41.0/15.2/32.1
DETNER F1=75.7 ROUGE- ROUGE- ROUGE- ACC= | BLEU=
+GENprompt || EM =712 12/L = 1/2/L = 1/2/L = 83.0 9.5
+REP girect 23.0/4.9/15.8 | 28.8/8.7/19.2 |40.7/15.2/31.9
DET prompt F1=74.8 ROUGE- ROUGE- ROUGE- ACC= | BLEU =
+GENprompt || EM =70.9 12/L = 1/2/L = 1/2/L = 80.0 9.2
+REP prompt 22.9/5.7/15.9 | 24.4/7.1/16.3 |32.3/11.3/25.5
DETyNER F1 =66.5 ROUGE- ROUGE- ROUGE- ACC = | BLEU =
+GEN;anq EM =61.7 12/L = 1/2/L = 1/2/L = 78.2 10.1
+REPgen 19.0/3.6/13.1 | 23.0/6.1/15.6 |34.7/12.0/27.1
DETyNER F1=679 ROUGE- ROUGE- ROUGE- ACC = | BLEU =
+GENprompt || EM =62.8 1/2/L = 1/2/L = 1/2/L = 81.6 10.5
+REPgen 19.6/3.8/13.6 | 24.1/6.6/16.1 |34.3/11.6/26.7
DET}{ag mask F1=74.1 ROUGE- ROUGE- ROUGE- ACC = | BLEU =
+GENprompt || EM =70.6 12/L = 1/2/L = 1/2/L = 80.8 6.9
+REPgen 21.9/4.7/15.2| 29.7/9.7/20.1 | 40.8/15.0/31.7
DET¢ag rep F1=71.3 ROUGE- ROUGE- ROUGE- ACC= | BLEU=
+GENprompt || EM =66.8 12/L = 1/2/L = 1/2/L = 81.6 8.0
+REPgen 20.5/3.8/14.0| 19.8/5.0/13.8 |40.4/14.9/31.5

Table 2: Performance of various pseudonymization methods across different NLP tasks and datasets. The bolded
parts in the table represent the best results excluding the large-scale LLM.

the BLEU-4 (Papineni et al., 2002) score as the
evaluation metric. In addition to these performance
evaluation metrics, we also calculate the distance
between the original text X and the replaced text
X', defined as 1 — s(X, X'), to assess the effec-
tiveness of the pseudonymization method. Here,
s(X, X') represents the cosine similarity between
the sentence embedding vectors of X and X, both
of which are computed using a pretrained model,
All-Mpnet-Base-V2 4.

Baseline Methods We designed two baseline
methods and compared the pseudonymization
method described in this paper with these base-
lines: (1) directly using a cloud-based LLM (simu-
lated using a locally deployed large-scale LLM) to
perform experimental NLP tasks, and (2) directly

4https://huggingface.co/sentence—transformers/
all-mpnet-base-v2

using a local small-scale instruction-tuned LLM to
perform experimental NLP tasks.

Implementation Details For the efficiency of
the experiments, we locally deployed the Qwen2.5-
14B-Instruct® as the large-scale LLM to simulate
the cloud-based LLMs. We used the Qwen2.5-
1.5B-Instruct® as the local small-scale instruction-
tuned LLM for the prompt-based detection, gener-
ation, and replacement methods. As described in
Section 4, we then fine-tuned the Qwen2.5-1.5B
model’ to output either a repetition of the input
text or the results of the Seq2Seq detection method
for executing the replacement approach through
controllable text generation. A total of 20,000 sam-

Shttps://huggingface.co/Qwen/Quen2.
5-14B-Instruct

®https://huggingface.co/Qwen/Qwen2.5-1.
5B-Instruct

"https://huggingface.co/Qwen/Qwen2.5-1.5B
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Figure 4: Performance metrics and pseudonymization effectiveness of various methods across different datasets

ples were randomly selected from the training sets
of each dataset. Following the procedure outlined
in Table 1, these samples were preprocessed and
subsequently used as fine-tuning data. We fine-
tuned the Qwen2.5-1.5B model for 3 epochs using
a learning rate of 1.0e-4.

5.2 Main Result

Notably, each component of the proposed
pseudonymization framework is decoupled, allow-
ing the methods described in Section 3 to be
freely combined. We evaluate the majority of
possible method combinations and present the re-
sults of several representative approaches, compar-
ing them against the baselines. The results are
shown in Table 2. It is evident that across var-
ious NLP tasks and datasets, pseudonymization
methods based on the proposed framework achieve
results comparable to those of the large-scale LLM
baseline. Specifically, these methods achieve over
95% of the large-scale LLM baseline’s perfor-
mance on SQuAD 2.0, CNN/DailyMail, SAMSum,
and GLUE (MNLI), over 90% on XSum, and ap-
proximately 85% on WMT14 (de-en). Across all
datasets, the proposed methods significantly outper-
form the small-scale LLM baseline. It is important
to note that, in real-world scenarios, the parameter
scale of cloud-based models is expected to be sig-
nificantly larger than that of the locally deployed
large-scale LLM baseline. This further highlights
the necessity of the pseudonymization framework
proposed in this paper for enabling the secure re-
mote use of cloud-based large-scale LLMs.

We further compared the key performance met-
rics and pseudonymization effectiveness of each
method across different NLP tasks and datasets,
with the results visualized in Figure 4. An in-
teresting finding is that, in tasks like QA and
summarization, which are less reliant on the se-
mantic details of the text, the combination of
DETnER + GENpang + REPgirect achieves the
best overall results in both performance metrics
and pseudonymization effectiveness. However, in
tasks like MNLI and MT, where text details sig-
nificantly impact the results, the combination of
DETNErR+GEN;andg —|—REPgen and DETtagmask+
GENprompt + REPgen consistently yields the best
overall performance.

Table 3 presents an example of the correct out-
put generated by the proposed method. In this
example, entities in the premise and hypothesis
texts, such as “Vosges” and “Rhine Valley”, were
replaced with other entities, like “Eifel Mountain’
and “Danube River Basin”, using the combina-
tion of DETNER + GENyand + REPgen. This
effectively protects the potential privacy informa-
tion contained within those entities. Meanwhile,
when the pseudonymized text was processed by a
large-scale LLM, it generated the correct inference,
whereas the small-scale model failed to do so.

bl

5.3 Discussion

We further evaluated the effectiveness of various
methods in achieving the stage-specific objectives
throughout the different stages of the proposed
pseudonymization framework.



Premise

The vineyards hug the gentle slopes between the Vosges and the Rhine Valley
along a single narrow 120-km (75-mile) strip that stretches from Marlenheim,
just west of Strasbourg, down to Thann, outside Mulhouse.

Hypothesis The slopes between the Vosges and Rhine Valley are the only place appropriate
for vineyards.
Answer neutral

] Large-scale LLM H neutral (correct)

’ small-scale LLM H contradiction (incorrect)

Premise:

DETNER
+GENrand

The vineyards hug the gentle slopes between the Eifel Moun-
tains and the Danube River Basin along a single narrow 120-
km (75-mile) strip that stretches from Marsden, just west of
Erlangen, down to Thompson, outside Lyon City.

+REPgen Hypothesis:

The slopes between the Eifel Mountains and Danube River
Basin are the only place appropriate for vineyards.

Answer:

neutral (correct)

Table 3: Example of correct output by the proposed method on GLUE (MNLI) dataset compared to baselines

H NER prompt tag_mask tag_rep

PRR| 657  47.9 335 43.1
(a)
H rand prompt
PPS [ 749 452
(b)
H direct prompt gen
SCS [ 209 197 19.2

(©

Table 4: (a) Privacy Removal Rate (PRR) for each de-
tection method. (b) Privacy Preservation Score (PRS)
for each generation method. (c) Semantic Correctness
Score (SCS) for replacement method.

First, we calculate the Privacy Removal Rate
(PRR) for each privacy entity detection method

using the formula PRR = % x 100(%),

where card(-) denotes the cardinality of the corre-
sponding set. The results are shown in Table 4 (a).
Notably, the NER-based detection method yielded
the highest PRR.

We compute the Privacy Preservation Score
(PPS) for each replacement candidate generation
method as the average distance between pgi and

qili, following the formula PPS = avg(l —
s(pgi, qi‘i)) x 100(%). It is evident that a higher
PPS score indicates greater difficulty in inferring
the privacy entity from the replacement entity,

thereby offering better protection for privacy in-

formation. The results are presented in Table 4 (b).
Notably, the random sampling generation method
achieved the highest PPS.

We compute the Semantic Correctness Score
(SCS) to assess the effectiveness of each entity
replacement method by measuring the perplexity
of X’ using Qwen2.5-1.4B-Instruct. The SCS is
calculated as SCS = avg(loss(f(z.;), x})) (z; €
X"), where f(-) represents the next-token predic-
tion function, and loss(-) denotes the loss function
of the language model. A lower SCS indicates that
X' better aligns with the probability distribution
of the language model, thereby exhibiting higher
semantic correctness. The results are presented in
Table 4 (c). Notably, replacement through control-
lable text generation achieved the lowest SCS.

6 Conclusion

In this paper, we outline the process of remote user
interaction with LLMs and propose a comprehen-
sive definition of a pseudonymization framework
applicable to cloud-based LLMs. We believe that
this framework provides a universally applicable
approach to the text pseudonymization process and
can serve as a guide for future research in this
area. Additionally, we introduce a pseudonymiza-
tion method based on a controllable text generation
process, which ensures that the replaced text main-
tains maximal semantic correctness. Experimental
results demonstrate that the proposed framework
strikes an optimal balance between privacy protec-
tion and utility.



Limitations

The primary limitation of this work is that the
pseudonymization process is implemented through
three relatively independent processing stages
rather than an end-to-end machine learning ap-
proach. However, even end-to-end pseudonymiza-
tion methods must inherently incorporate the three
stages outlined in this paper: detection, genera-
tion, and replacement. Given that these stages have
distinct problem definitions and task objectives, in-
tegrating them into a unified end-to-end framework
presents a significant challenge. Addressing this
challenge will be a key focus of our future research.

In addition, we utilized straightforward methods
to accomplish the objectives of each stage, such as
NER and prompt-based approaches. However, the
primary contribution of this work lies in propos-
ing a general pseudonymization framework. Within
this framework, incorporating more advanced meth-
ods at each stage is expected to enhance overall
performance.

For the sake of experimental efficiency, this work
employs the same entity replacement method in
both the restoration and pseudonymization pro-
cesses. However, in practical applications, different
replacement methods could be utilized for these
two processes, potentially enhancing the overall
effectiveness of the approach.

Although this work has validated the effective-
ness of the proposed framework and methods on
multiple NLP tasks across different datasets, cer-
tain tasks, such as text continuation, remain un-
explored. Text continuation presents unique chal-
lenges for pseudonymization and restoration, as it
may generate entities not present in the input text.
Future work will include experiments to address
this aspect.
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