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ABSTRACT

This paper reports on an ongoing investigation aimed at reviewing and optimizing
Transformer models for processing the African language Igbo, which has limited
resources. Creating an effective language model is essential for enhancing NLP
applications in this setting, given the specific challenges posed by Igbo’s rich mor-
phological structure, tonal system, and limited availability of digital resources. In
order to investigate the adaptation and optimization of Transformer models and to
improve the models for Igbo language processing, this work takes a critical com-
parison approach. First efforts have focused on developing a RoBERTa model
pre-trained on clean Igbo text corpus, and evaluating its performance on down-
stream tasks such as named entity recognition, text classification, and sentiment
analysis. In our evaluations across the above-mentioned NLP tasks, IgboBERTa
demonstrates competitive or superior performance relative to larger models such
as XLM-R-large, XLM-R-base, AfriBERTa, and AfroXLMR-base, particularly
when considering its efficiency due to its smaller size of only 83.4M parameters.
This efficiency makes IgboBERTa particularly appealing for resource-constrained
environments common in African NLP applications.

Introduction Significant progress has been made in natural language processing (NLP) in recent
years, mostly due to the development and implementation of Transformer models, which have trans-
formed how machines comprehend and produce human languages (Vaswani et al., 2017). But not
everyone has benefited equally from these technological advances, with languages with a wealth of
digital resources seeing the greatest advancements. Speaking to millions of people in Nigeria and
beyond, the Igbo language stands in sharp contrast as one with fewer resources and one that has
not completely benefited from the most recent advances in NLP (Warstadt et al., 2020). Creating
efficient language models presents special difficulties because Igbo is a complex language and there
are few digital resources available. This difference highlights the need for NLP technology to be
customized to meet the unique requirements and traits of languages with fewer resources.

Similar initiatives have been undertaken to enhance NLP resources for Igbo, a language with limited
digital assets. For instance, a study by Chukwuneke et al. (2022) presents the development of an
Igbo-named entity recognition (NER) dataset and the experimentation with IgboNER models. It
notably does not provide publicly accessible models for community evaluation Chukwuneke et al.
(2022). Our work complements these efforts by not only detailing the development of an Igbo lan-
guage model but also ensuring the availability of our models and datasets to the public on Hugging
Face1 and GitHub2. This approach emphasizes the importance of transparency and reproducibility
in research, allowing for broader contributions to Igbo NLP and the advancement of technology for
under-resourced languages.

1https://huggingface.co/DSNResearch/IgboBERTa
2https://github.com/DataScienceNigeria/IgboBERTa
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Dataset Task
MasakhaneNER2.0 Named Entity Recognition
Masakhana News Classification Text Classification
AfriSenti Sentiment Analysis

Table 1: Overview of Datasets and Their Tasks

Our research aims to evaluate and enhance Transformer models for Igbo language processing in or-
der to close this gap. The use of Transformer models, like RoBERTa (Liu et al., 2019), is encouraged
by their cutting-edge capabilities in a variety of natural language processing tasks for well-resourced
languages. This study uses a critical comparison methodology to investigate optimization strategies
for these models as well as evaluate how well they adapt to Igbo culture. In order to empower the
Igbo-speaking people digitally, we want to bridge the technological gap by creating a strong Igbo
language model that can enable a broad range of NLP applications.

We have focused our early efforts on assessing the adaptability and performance of the RoBERTa
model on important NLP tasks, such as named entity recognition, text categorization, and Igbo-
specific translation. Preliminary results show notable improvements in model performance. This
study describes the approach used to make these changes, the difficulties encountered in obtaining
and preparing Igbo language datasets, and the implications of our results for the use of NLP in less
resource-rich linguistic situations in the future.

Pre-trained Dataset Our data collection process combined automated web scraping with random
manual review and curation. To ensure the dataset’s quality and diversity, heuristic-based quality
filtering and rigorous de-duplication Zhao et al. (2023) were applied, enabling us to only include
high-quality texts. This rigorous process underpins the enhanced learning material for the model,
ensuring a foundation that mirrors the richness of the Igbo language.

The adaptation of a custom Byte-Pair Encoding (BPE) tokenizer, specifically developed for our
Igbo corpus with a vocabulary size of 52000 was pivotal in addressing the language’s unique ag-
glutinative structure and morphological depth. This tokenizer plays a crucial role in minimizing
out-of-vocabulary (OOV) tokens, ensuring a better-nuanced representation of features of the Igbo
language for NLP tasks.

Our pre-training corpus, totaling 252 million tokens, was meticulously compiled from diverse
sources, including web-scraped BBC Igbo articles, Jehovah’s Witness publications, educational text-
books, and the NLLB machine translation corpus (NLLB-Team et al., 2022). This varied compila-
tion strategy ensures a comprehensive linguistic representation, covering a broad spectrum of topics
and styles that range from formal to conversational Igbo.

Pre-training Architecture The RoBERTa model, pre-trained with a Masked Language Model-
ing objective and masking 15% of the dataset, was optimized for the Igbo language. It features an
architecture with 6 Transformer layers, 12 attention heads per layer, a vocabulary size of 52,000
with maximum position embeddings of 514, and 83 million parameters. This configuration enables
efficient processing and deep learning of Igbo’s linguistic nuances, ensuring precise language un-
derstanding.

Downstream Tasks and Datasets For downstream NLP tasks, we utilized the MasakhanaNER
2.0 (Adelani et al., 2022) for named entity recognition, MasakhaNEWS (Adelani et al., 2023) for
text classification, and AfriSenti (Muhammad et al., 2023) for sentiment Analysis, as shown in
Table 1, ensuring a comprehensive evaluation across varied NLP applications.

Experimental Setup and Technique For our experimental setup, we utilized 2 NVIDIA A10
GPUs , and we pretrained the RoBERTa model with 84 million parameters on the Igbo lan-
guage, employing PyTorch and the Transformers library. The training involved a custom Igbo cor-
pus with tailored preprocessing and a dynamic learning rate (1e-4). The pre-trained IgboBERTa
model can be accessed on Hugging Face at https://huggingface.co/DSNResearch/IgboBERTa.
For more details on fine-tuning IgboBERTa, kindly visit the project’s GitHub repository at
https://github.com/DataScienceNigeria/IgboBERTa.
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NER News Topic Sentiment
Model Size F1-score F1-score F1-score Average
AfriBERTa (Ogueji et al., 2021) 126M 87.3 87.3 78.6 84.4
XLM-R-base (Conneau et al., 2020) 270M 87.8 82.5 75.6 82.0
XLM-R-large (Conneau et al., 2020) 550M 87.2 84.2 76.5 82.6
AfroXLMR-base (Alabi et al., 2022) 270M 88.5 90.7 76.3 85.2
AfroXLMR-large (Alabi et al., 2022) 550M 89.6 93.4 79.5 87.5
IgboBERTa (ours) 83M 87.4 89.3 78.5 85.0

Table 2: Comparison of IgboBERTa results with previous masked language models. We obtained
baseline results from the papers of MasakhaNER 2.0, MasakhaNEWS, and AfriSenti. All models
except XLM-R has seen Igbo during pre-training. IgboBERTa results were generated with an aver-
age of 5 runs for each task with different seeds for each run

The IgboBERTa model has demonstrated exceptional performance on their respective tasks, with a
particular highlight on their effectiveness when evaluated using the F1 score as a metric. For text
classification, the IgboBERTa, with a model size of 83M parameters, achieved an F1 score of 89.3
on the MasakhaNEWS topic classification dataset. This performance surpasses several larger and
notable models on the same MasakhaNEWS classification dataset, including XLM-R-large (550M)
with an F1 score of 84.2, XLM-R-base (270M) with 82.5, AfriBERTa (127M) with 87.3. However, it
is slightly outperformed by AfroXLMR-base (270M), which scored 90.7. IgboBERTa also outper-
formed, AfriBERTa-large, XLM-R-base, AfroXLMR-base, and XLMR Large on MasakhaNEWS
data (see Table 2).

Similarly, the IgboBERTa model has excelled in the named entity recognition task, achieving an
overall F1 score of 86.5 on the MasakhaNER 2.0 dataset, which is very close to the performance of
models like AfroXLM-R-large (89.6 F1 score) considering the size of both models. Through our
work, we reinforce that quality data is of great importance in training AI models. The comparison
underscores the efficiency and effectiveness of IgboBERTa in understanding the Igbo language,
showcasing its superiority over models with two times larger sizes.
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