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Abstract

Relation triplet extraction is a fundamental task001
in natural language processing that aims to iden-002
tify semantic relationships between entities in003
text. It is particularly challenging in the zero-004
shot setting, i.e., zero-shot relation triplet ex-005
traction (ZeroRTE), where the relation sets be-006
tween training and test are disjoint. Existing007
methods deal with this task by integrating rela-008
tions into prompts, which may lack sufficient009
understanding of the unseen relations. To ad-010
dress these limitations, this paper presents a011
novel Two-Agent Game (TAG) approach to012
deliberate and debate the semantics of unseen013
relations. TAG consists of two agents, a gener-014
ator and an extractor. They iteratively interact015
in three key steps: attempting, criticizing, and016
rectifying. This enables the agents to fully de-017
bate and understand the unseen relations. Ex-018
perimental results demonstrate consistent im-019
provement over ALBERT-Large, BART, and020
GPT3.51, without incurring additional infer-021
ence costs in all cases. Remarkably, our method022
outperforms strong baselines by a significant023
margin, achieving an impressive 6%-16% in-024
crease in F1 scores, particularly when dealing025
with FewRel with five unseen relations2.026

1 Introduction027

Relation triplet extraction (RTE; Miwa and Bansal,028

2016) is a pivotal task in information extrac-029

tion (Yang et al., 2022), which aims to extract the030

relation triplets in the form of (head entity, tail en-031

tity, relation label) within a given sentence. RTE032

boosts a broad spectrum of downstream applica-033

tions across domains, such as machine reading com-034

prehension (Qiu et al., 2019) and machine transla-035

tion (Zhao et al., 2020). Existing methods (Zheng036

et al., 2017; Wang and Lu, 2020) rely on large037

1In the following section, we use the term GPT-3.5 to refer
to the gpt3.5-turbo model. https://platform.openai.com/
docs/guides/gpt/chat-completions-api

2Our code will be publicly available.

mountain range
Shani (; Gora Shan in Russian ) is a mountain in the Caucasus .', 'head': 'Gora Shan', 'tail': 'Caucasus’
Head of government
Dorin Chirtoacă became mayor of Chişinău .', 'head': 'Chişinău', 'tail': 'Dorin Chirtoacă’
country of citizenship
Performer
'The theme song is " Tightrope " by Stephanie McIntosh .', 'head': 'Tightrope', 'tail': 'Stephanie McIntosh’
Architect
'The Mells War Memorial is also by Edwin Lutyens was unveiled in 1921 .', 'head': 'Mells War Memorial', 'tail': 'Edwin Lutyens’
Publisher
" Rise Up Singing " was published by " Sing Out ! "', 'head': 'Rise Up Singing', 'tail': 'Sing Out !’
Sibling
'He was the father of actresses Catherine Deneuve and Françoise Dorléac .', 'head': 'Catherine Deneuve', 'tail': 'Françoise Dorléac’
Mother
'Cynidr was the son of St. Gwladys , T.', 'head': 'Cynidr', 'tail': 'Gwladys'}

Sentence Relation Triplets
He was the father of Kate and Frank. ( Kate, Frank, sibling )
The song is “Hello” by Adele. ( Hello, Adele, performer ) 

Sentence Relation Triplets
Cynidr was the son of Gwladys. ( Cynidr, Gwladys, mother )
The book is “It” by Stephen King. ( It, Stephen King, writer )

(a) Training samples of seen relations.

mountain range
Shani (; Gora Shan in Russian ) is a mountain in the Caucasus .', 'head': 'Gora Shan', 'tail': 'Caucasus’
Head of government
Dorin Chirtoacă became mayor of Chişinău .', 'head': 'Chişinău', 'tail': 'Dorin Chirtoacă’
country of citizenship
Performer
'The theme song is " Tightrope " by Stephanie McIntosh .', 'head': 'Tightrope', 'tail': 'Stephanie McIntosh’
Architect
'The Mells War Memorial is also by Edwin Lutyens was unveiled in 1921 .', 'head': 'Mells War Memorial', 'tail': 'Edwin Lutyens’
Publisher
" Rise Up Singing " was published by " Sing Out ! "', 'head': 'Rise Up Singing', 'tail': 'Sing Out !’
Sibling
'He was the father of actresses Catherine Deneuve and Françoise Dorléac .', 'head': 'Catherine Deneuve', 'tail': 'Françoise Dorléac’
Mother
'Cynidr was the son of St. Gwladys , T.', 'head': 'Cynidr', 'tail': 'Gwladys'}

Sentence Relation Triplets
He was the father of Kate and Frank. ( Kate, Frank, sibling )
The song is “Hello” by Adele. ( Hello, Adele, performer ) 

Sentence Relation Triplets
Cynidr was the son of Gwladys. ( Cynidr, Gwladys, mother )
The book is “It” by Stephen King. ( It, Stephen King, writer )

(b) Testing samples of unseen relations.

Figure 1: Examples for zero-shot relation triplet extrac-
tion. The relation sets between training and test are
disjoint. The head and tail entities are shown in blue
and yellow, respectively. The relations are shown in red.

amounts of labeled data, limiting the scalability 038

and applicability of these methods. 039

To reduce the overreliance on labeled data, Chia 040

et al. (2022) introduce a challenging task, zero-shot 041

relation triplet extraction (ZeroRTE), where rela- 042

tion sets during the training and test stages are dis- 043

joint. For example, in Fig. 1, training samples may 044

belong to the seen relation set {sibling, performer}, 045

while test samples may belong to the unseen rela- 046

tion set {mother, writer}. Generalizing knowledge 047

from the training set to the test set is critical. 048

Existing methods deal with ZeroRTE by formu- 049

lating it into prompts to leverage the power of lan- 050

guage models. The main idea is to fine-tune the 051

model on seen relations from the training dataset. 052

Next, the model adapts to unseen relations by inte- 053

grating the semantics of those unseen relations into 054

the prompt templates (Chia et al., 2022; Lv et al., 055

2023; Lan et al., 2022; Kim et al., 2022). Recent 056

research based on large language models (LLMs) 057

removes the fine-tuning stage and integrates the 058

semantics of relations via chain-of-thought few- 059

shot prompting (Wadhwa et al., 2023) or multi-turn 060

question answering (Wei et al., 2023b). 061

Despite achieving favorable results, simply in- 062

tegrating relations into prompts is superficial and 063

may lead to an insufficient understanding of the un- 064

seen relations. For example, consider the two rela- 065
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tions, "located on terrain feature" and "contains ad-066

ministrative territorial entity". Both deal with loca-067

tion but a subtle difference exists between the two068

relations. Merely merging them into the prompt069

without distinguishing their nuances may cause070

confusion between similar relations, ultimately re-071

sulting in a misunderstanding of the relations.072

To tackle the above issues, we construct a two-073

agent game (TAG) to facilitate a process where074

both agents can engage in deliberation and debate075

to grasp the semantics of unseen relations. TAG076

aims to comprehensively understand the nuances077

of unseen relations to improve the performance078

in the subsequent test phase. Specifically, TAG079

consists of two agents: an extractor responsible080

for extracting relation triplets from sentences and081

a generator for generating sentences and triplets082

based on the given relation. They deliberate and083

debate through three key steps: attempting, criti-084

cizing, and rectifying. First, the generator attempts085

to understand the unseen relation by generating086

sentences and triplets associated with the relation.087

These initial attempts will serve as the target of de-088

bate in the later stages of the game. Subsequently,089

the extractor criticizes the generator on the quality090

of the synthetic data via evaluating the semantic091

matching degree between sentences and triplets,092

with higher log-likelihood values indicating better093

quality. Finally, we use the results of attempting094

as data and the results of criticizing as rewards to095

rectify both agents through reinforcement learning.096

In this way, both agents can learn the preference097

between synthetic data and tend to produce high-098

quality data. Through this deliberation and debate099

process, two agents gradually develop a compre-100

hensive understanding of unseen relations. Exper-101

iments demonstrate that TAG achieves consistent102

improvement across different model scales from103

ALBERT (Lan et al., 2020) with 18M parameters104

to large language models like GPT-3.5.105

Our contributions are three-fold: (1) We intro-106

duce a novel two-agent game (TAG) method for Ze-107

roRTE that facilitates deliberation and debate on un-108

seen relations. This approach enables the generator109

and extractor agents to enhance their understand-110

ing of these relations collaboratively. (2) TAG is a111

versatile approach that can be applied to different112

backbone models, i.e., ALBERT, BART, and GPT-113

3.5. Moreover, during deployment, the generator114

agent can be omitted without incurring additional115

computation and storage costs for the original ex-116

tractor agent. (3) Experimental results demonstrate117

that TAG consistently improves the performance 118

across different backbone models. This highlights 119

the effectiveness and scalability of our approach. 120

2 Preliminaries 121

Before delving into the details, we introduce the 122

task definitions of RTE and ZeroRTE. And then 123

introduce the definitions of the two agents in our 124

approach, the generator and extractor. To make the 125

notations consistent throughout the paper, we de- 126

fine the important ones in Table 5 in the appendix. 127

2.1 Task Definitions 128

RTE Given a dataset D = {(si, ti)}|D|
i=1, where 129

si ∈ S represents the i-th input sentence and 130

ti ∈ T represents the corresponding output triplet, 131

Relation Triplet Extraction (RTE) aims to extract 132

relation triplet t ∈ T from a sentence s ∈ S, fol- 133

lowing the form t = (ehead, etail, r). Here, the 134

head entity ehead and the tail entity etail are repre- 135

sented as token spans or word sequences referring 136

to real-world entities. The relation r belongs to 137

the setR, encompassing a predefined collection of 138

relations between the head and tail entities. 139

ZeroRTE The objective of ZeroRTE (Chia et al., 140

2022) is to leverage the knowledge from the seen 141

dataset Ds and generalize to the unseen dataset 142

Du. Let Ds and Du represent the training and test 143

datasets, respectively, derived from the original full 144

datasetD. The relation sets during training and test 145

are denoted as Rs = {rs1, rs2, . . . , rsn} and Ru = 146

{ru1 , ru2 , . . . , rum}, where n = |Rs| and m = |Ru| 147

indicate their respective sizes. Importantly, it is 148

worth noting that ZeroRTE does have training data 149

Ds; zero-shot refers to the fact that the relation sets 150

for training and test are disjoint, i.e.,Rs ∩Ru = ∅. 151

2.2 Agent Definitions 152

Generator The generator G aims to generate 153

a relation-specific sentence s and triplet t = 154

(ehead, etail, rs) given the relation rs. To adapt 155

to language models, we define two transforma- 156

tions Ein(r
s) and Eout(s, e

head, etail), mapping 157

the input and output into natural language space. 158

They transform structured information into text se- 159

quences using the template defined by Ein and 160

Eout. In this work, we use a simple transfor- 161

mation function: Ein(r
s) = "Relation: rs" and 162

Eout(s, e
head, etail) = "Head Entity: ehead, Tail 163

Entity: etail, Context: s". The two transformations 164

linearize each element into natural languages. 165
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We optimize the generator through auto-166

regressive objective on the training set Ds:167

LG(s, t) =− logP (out|Ein(r
s);G) (1)168

where out = Eout(s, e
head, etail) and t =169

(ehead, etail, rs), (s, t) ∈ Ds.170

Extractor The extractor E aims to extract the171

structured triplet t of the form (ehead, etail, rs)172

given the sentence s. To ensure the generality173

of the method, we do not impose any restrictions174

on the model structure of the extractor. It can175

be an encoder-decoder model like BART (Lewis176

et al., 2020) or any encoder-only model like AL-177

BERT (Lan et al., 2020). The objective of the178

extractor is to minimize the negative log-likelihood179

on the training dataset Ds:180

LE =− logP (t|s; E) (2)181

During inference, the extractor extracts triplet of182

the highest probability:183

t̂ = argmax
t∈T

P (t|s; E) (3)184

Our method works with extractors of different struc-185

tures, so we’re not going into the extraction steps186

for each one in detail here. You can find a full187

description of the extraction process we use during188

inference in Appendix A.1.189

3 Methodology190

The above section illustrates how the generator and191

extractor function. Our challenge is to make the192

two agents work collaboratively and improve the193

overall extraction performance. To achive this, we194

propose a two-agent game and collaborate through195

the following three key steps: (1) attempting: the196

generator attempts to express its understanding of197

the unseen relation by generating sentences and198

triplets for the relation; (2) criticizing: the extractor199

criticizes the generator on its synthetic data; (3)200

rectifying: both agents rectify on their extraction201

task and generation task individually. The cycle202

of attempting, criticizing, and rectifying goes itera-203

tively to refine the two agents’ abilities. The overall204

procedure is described in Fig. 2.205

3.1 Attempting for Understanding206

The game begins with an unseen relation, and the207

generator expresses its understanding of the rela-208

tion. This understanding is reflected in constructing209

sentences and triplets related to the relation.210

To generate relation-specific sentences and 211

triplets for an unseen relation rui ∈ Ru, we fol- 212

low these steps: 213

• Map the relation to natural language space 214

using the Ein(r
u
i ) transformation. 215

• Randomly sample K times from the gen- 216

erator to obtain text sequences textik ∼ 217

P (textik |Ein(r
u
i );G), k = 1, . . . ,K. 218

• Extract the sentences, head entities, and tail 219

entities from the generated text sequences 220

using E−1
out, the inverse function of Eout, 221

sik , e
head
ik

, etailik
= E−1

out(textik). 222

• Combine the entities and the input relation to 223

form the triplet tik = (eheadik
, etailik

, rui ). 224

We aggregate the extracted sentences and 225

triplets to create the synthetic dataset Dsyn
i = 226

{(si1 , ti1), . . . , (siK , tiK )}. The overall synthetic 227

dataset is the union of data on all relations: Dsyn = 228

Dsyn
1 ∪ . . .∪Dsyn

m , with |Dsyn| = mK, which rep- 229

resents the generator’s initial understanding of the 230

relation and serves as the target of debate in the 231

later stages of the game. 232

3.2 Criticizing for Quality Assessment 233

After the generator expresses its understanding 234

of the relations, we use an extractor to evaluate 235

whether the generator’s comprehension is correct. 236

The motivation is: the generator’s synthetic data 237

may contain noise. We introduce the extractor to 238

differentiate the quality of synthetic data. 239

Intuitively, the probability P (tj |sj ; E) can be 240

interpreted as the likelihood of triplet tj given 241

sentence sj . This can be regarded as a seman- 242

tic matching degree between tj and sj , indicating 243

the quality of (sj , tj). Given the synthetic data 244

(sj , tj) ∈ Dsyn, we compute the log-likelihood of 245

tj extracted from sj : 246

llj = logP (tj |sj ; E) (4) 247

Using this formula, we can assign a higher log- 248

likelihood to high-quality text-triplet pairs and 249

a lower log-likelihood to low-quality text-triplet 250

pairs, thereby distinguishing the quality of differ- 251

ent synthetic data. 252

Since all log-likelihood values are negative, we 253

normalize3 them using the following formula to ob- 254

tain the quality value αj for (sj , tj) and distinguish 255

3"Normalizing reward" is a common operation in RL (van
Hasselt et al., 2016) that can make the distribution of rewards
more stable, making it easier for the algorithm to converge.
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1. Attempting

Generator

Relation: Publisher

Sentence: “Rise up” was published by “Sing out”. 
Head: Rise Up, Tail: Sing out.
………
Sentence: “Starry Night” by Van Gogh is famous. 
Head: Starry Night, Tail: Van Gogh

Extractor

2. Criticizing

Sentence: “Rise up” …….Tail: Sing out.

………

Sentence: “Starry ……Tail: Van Gogh.

3.
 R

ec
ti

fy
in

g 3. Rectifying

Figure 2: Two-agent game for ZeroRTE. For each iteration, the generator first attempts to understand unseen
relations by generating synthetic data. Then the extractor criticizes the generator on the data quality. Finally, both
agents rectify their models with reinforcement learning to maximize criticizing rewards on attempting data.

between good and bad data quality based on the256

sign of the αj :257

αj =
llj − µ

δ
(5)258

where µ and δ are the mean and standard deviation259

of llj on all text-triplet pairs over the dataset Dsyn.260

3.3 Rectifying via Reinforcement Learning261

Previous research (Ouyang et al., 2022; Rafailov262

et al., 2023) demonstrate that reinforcement learn-263

ing can effectively learn preferences among data.264

Building on this, we apply a reinforcement learn-265

ing approach to rectify the model. By providing266

higher rewards to better-quality text-triplet pairs,267

the two agents can better understand the semantics268

of unseen relations through data.269

More specifically, we consider the quality value270

αj , as defined in Eq. (5), as a reward and aim271

to maximize the expected reward E[α] on Dsyn272

through gradient ascent by optimizing the parame-273

ters of E and G to yield high-quality data:274

Ei+1 ← Ei + γ1∇EE[α] (6)275

Gi+1 ← Gi + γ2∇GE[α] (7)276

where γ1 and γ2 are the learning rates for the ex-277

tractor and generator, respectively. The gradients278

for the extractor ∇EE[α] and generator ∇GE[α]279

are computed as follows:280

∇EE[α] = E(αj∇E logP (tj |sj ; E)) (8)281

282
∇GE[α] = E(αj∇G logP (outj |inj ;G)) (9) 283

where the expectation is taken over αj on Dsyn, 284

inj = Ein(r
u
j ), outj = Eout(sj , e

head
j , etailj ). 285

During the iterative process of attempting, crit- 286

icizing, and rectifying, the two agents engage in 287

detailed semantic debates, enabling them to discern 288

subtle semantic distinctions, and ultimately refine 289

their extraction and generation tasks. 290

4 Experiments 291

To validate the effectiveness of TAG, we conduct 292

experiments on both small and large language mod- 293

els to address the following questions: (1) Can 294

TAG be applied to different extractor model struc- 295

tures? (2) Is TAG effective at different scales of 296

model parameters? 297

4.1 Experimental Settings 298

Datasets We evaluate TAG on FewRel (Han 299

et al., 2018), Wiki-ZSL (Chen and Li, 2021), and 300

TACRED (Zhang et al., 2017). The data statistics 301

are shown in Table 3. We follow the same process 302

as Chia et al. (2022) to partition the data into seen 303

and unseen label sets. For each dataset, we set the 304

unseen label size to m = {5, 10, 15} and randomly 305

select m relation labels for testing and treat the re- 306

maining labels as seen labels during training in the 307

experiments. To reduce the effect of experimental 308

noise, the label selection process is repeated for 309

five random seeds to produce different folds. 310
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Unseen Model
Single Triplet Multi Triplet

Wiki-ZSL FewRel TACRED Wiki-ZSL FewRel

Acc. Acc. Acc. P. R. F1. P. R. F1.

m = 5

TabelSequence 14.47† 11.82† 2.1 43.68† 3.51† 6.29† 15.23† 1.91† 3.40†

RelationPrompt 16.64† 22.27† 8.34 29.11† 31.00† 30.01† 20.80† 24.32† 22.34†

TAG + TabelSequence 17.57 18.41 18.08 58.65 15.53 23.93 36.17 11.54 17.43
TAG + RelationPrompt 23.12 28.94 9.59 39.36 37.51 38.24 37.56 40.24 38.81

m = 10

TabelSequence 9.61† 12.54† 1.87 45.31† 3.57† 6.40† 28.93† 3.60† 6.37†

RelationPrompt 16.48† 23.18† 3.26 30.20† 32.31† 31.19† 21.59† 28.68† 24.61†

TAG + TabelSequence 14.42 19.81 11.05 45.92 13.98 21.37 36.10 8.76 13.90
TAG + RelationPrompt 17.24 28.16 3.97 31.37 32.53 31.88 31.04 33.49 32.18

m = 15

TabelSequence 9.20† 11.65† 0.63 44.43† 3.53† 6.39† 19.03† 1.99† 3.48†

RelationPrompt 16.16† 18.97† 1.57 26.19† 32.12† 28.85† 17.73† 23.20† 20.08†

TAG + TabelSequence 11.45 16.67 7.35 40.09 10.01 15.94 23.46 6.12 9.69
TAG + RelationPrompt 16.41 22.53 1.69 26.52 31.34 29.18 25.35 25.88 25.59

Table 1: Comparison of TAG with other small language models. † denotes results from Chia et al. (2022).
Best results are highlighted in bold. TAG can achieve consistent improvements when applied to encoder-only
(TabelSequence) and encoder-decoder (RelationPrompt) extractors.

Evaluation Metrics Following the work of Chia311

et al. (2022), we evaluate the results of triplet ex-312

traction separately for sentences containing single313

triplets and multiple triplets. We use the standard314

micro precision (P.), recall (R.), and F1 metrics315

commonly used in structured prediction tasks for316

multiple triplet extraction. On the other hand, eval-317

uating single triplet extraction involves only one318

possible triplet for each sentence. Hence, the met-319

ric of Accuracy (Acc.) is employed. We report the320

average results across five data folds.321

4.2 Experiments on Small Language Models322

Baselines We compare our proposed TAG, with323

competitive baselines in ZeroRTE.324

• TableSequence (Wang and Lu, 2020) casts the325

ZeroRTE task as a table-filling problem and326

uses ALBERT-Large (Lan et al., 2020) to en-327

code the textual information.328

• RelationPrompt (Chia et al., 2022) uses GPT-329

2 (Radford et al., 2019) to generate synthetic330

data for unseen relations and then trains the331

extractor model BART (Lewis et al., 2020) on332

the synthetic data from GPT-2.333

We choose not to compare with DSP (Lv et al.,334

2023) because this approach heavily relies on the335

initial parameters of soft prompts, making it hard to336

reproduce the results. We set the hyperparameters337

as those reported in Appendix B because they can338

attain good performance in our experiments.339

Results We report experimental results in Table 1.340

We omit the multi-triplets for TACRED, which ex-341

clusively contains single triplets. From the table, 342

we can observe that TAG consistently improves 343

over TableSequence (encoder-only) and Relation- 344

Prompt (encoder-decoder). Compared with Re- 345

lationPrompt, TAG achieves an absolute F1 im- 346

provement of 8.23% and 16.47% on Wiki-ZSL and 347

FewRel in multi-triplet with m = 5. Such improve- 348

ment indicates the effectiveness of TAG across 349

different model architectures. Moreover, TAG can 350

achieve a more balanced precision-recall ratio, lead- 351

ing to better overall F1 results. When comparing 352

TAG + TableSequence to TAG + RelationPrompt 353

on TACRED, we notice a significant performance 354

advantage for the former. This discrepancy is be- 355

cause many of the relations labels in TACRED start 356

with the same token, RelationPrompt solely consid- 357

ers the probability of the first token during relation 358

decoding, so it struggles to differentiate between 359

relations with identical initial tokens. 360

4.3 Experiments on Large Language Models 361

Given the strong performance of LLMs across var- 362

ious downstream tasks (Zan et al., 2023), we in- 363

vestigate the performance of GPT-3.5, a highly in- 364

fluential LLM, on the ZeroRTE task. We remove 365

the fine-tuning data Ds to compare with previous 366

methods based on LLMs and evaluate the perfor- 367

mance using the test sets with m = 5. Detailed 368

experiment settings can be seen in Appendix B. 369

Baselines We compare our proposed TAG with 370

GPT-3.5 under different prompting methods. 371

• ICL is an in-context-learning method that di- 372

rectly prompts LLMs, we follow the prompt- 373
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Method Extractor Generator Wiki-ZSL FewRel Time
P. R. F1. P. R. F1.

ICL † GPT-3.5 - 8.87 8.68 8.49 11.35 12.58 11.87 2.59
ChatIE † GPT-3.5 - 8.52 8.01 8.15 11.11 10.93 10.99 6.08
RelationPrompt BART(140M) GPT-3.5 7.76 6.86 7.28 8.76 8.33 8.54 0.56
TAG + RelationPrompt BART(140M) GPT-3.5 10.08 8.50 9.21 11.75 10.98 11.35 0.56

Table 2: Comparison between TAG and other methods using large language models. † denotes the results we
reproduce from ChatIE (Wei et al., 2023b) on Wiki-ZSL and FewRel. Time refers to the model’s inference time,
measured in seconds per sample. We highlight the best results in bold.

#Samples #Entities #Relations

Wiki-ZSL 94,383 77,623 113
FewRel 56,000 72,954 80

TACRED 21,773 8,958 41

Table 3: Data statistics of Wiki-ZSL, FewRel, and TA-
CRED.

ing method in Wei et al. (2023b).374

• ChatIE (Wei et al., 2023b) transforms Ze-375

roRTE task into a multi-turn question answer-376

ing problem with a two-stage framework.377

• RelationPrompt is the same as described in378

the previous section with the generation model379

replaced from GPT-2 to GPT-3.5.380

Results We report experimental results in Table 2.381

The results reveal the following key observations:382

(1) Based on the results of TAG + RelationPrompt,383

ICL, and ChatIE, we can conclude that small ex-384

tractors trained on synthetic data of LLMs can385

achieve comparable results while reducing the in-386

ference time from 78% to 91%. (2) TAG + Re-387

lationPrompt’s performance on FewRel is lower388

than ICL’s. This is because TAG + RelationPrompt389

uses BART (140M) as an extractor, which has a390

much smaller number of model parameters than391

ICL’s GPT-3.5. However, TAG’s inference speed392

is 78% faster than ICL. (3) TAG can still improve393

the performance of the RelationPrompt by 1.93%394

and 2.81% in Wiki-ZSL and FewRel, respectively.395

This underscores the effectiveness of TAG under396

large language model scales. Moreover, it does not397

increase the inference cost.398

5 Analysis399

5.1 Analysis on Attempting400

To assess whether the generator can understand new401

relations and produce relation-specific sentences402

and triplets during the attempting step, we ran- 403

domly sample 50 outputs from GPT-2 and GPT3.5 404

and manually evaluate the quality of synthetic data. 405

Specifically, we categorize the generated data into 406

five categories: correct (CORRECT), incorrect sen- 407

tences (INC_SENT), incorrect entities (INC_ENT), 408

incorrect relations (INC_REL), and cases of incor- 409

rect relations and entities (INC_REL&ENT). De- 410

tailed settings and generated examples are shown in 411

Appendix B.1. Fig. 3a and Fig. 7 display the anal- 412

ysis of generated samples from GPT-2 and GPT- 413

3.5, showing that the generator accurately produces 414

nearly half of the data. The results suggest that the 415

generator can capture the semantic information of 416

relation and generalize to unseen relations to some 417

extent. Consequently, this validates our approach 418

of employing language models as generators for 419

data generation. 420

5.2 Analysis on Criticizing 421

To assess the extractor’s ability to differentiate be- 422

tween varying data quality, we use text-triplet pairs 423

from the evaluation set as matching examples and 424

construct mismatching examples by randomly re- 425

placing relations, head entities, and tail entities. We 426

calculate the log-likelihood for each pair. Fig. 3b 427

and Fig. 8 show the results from two seminal stud- 428

ies, RelationPrompt (Chia et al., 2022) and TableSe- 429

quence (Wang and Lu, 2020), respectively. The fig- 430

ure shows a noticeable difference between match- 431

ing and mismatching examples. The model tends 432

to assign higher log-likelihood values to matching 433

examples and lower values to mismatching exam- 434

ples. 435

In addition to the manually constructed mis- 436

matching data, we also conduct qualitative analysis 437

on the reward for synthetic data in appendix B.3. 438

We can conclude that the extractor serves as an 439

effective semantic matching evaluator for unseen 440

relation types and, thus has the potential to detect 441

errors from the generator. 442
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Figure 3: Analysis on the attempting and criticizing steps. (a) Analysis on the attempting step of GPT-2
on the zero-shot generation task. The results are categorized into correct (CORRECT), incorrect sentences
(INC_SENT), incorrect entities (INC_ENT), incorrect relations (INC_REL), and cases of incorrect relations and
entities (INC_REL&ENT). (b) Histogram of the match and mismatch text-triplets on the extractor’s criticizing
log-likelihood: the value is generated by RelationPrompt (Chia et al., 2022), a seminal work in ZeroRTE.
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Figure 4: Stability analysis of reinforcement learning. (a) Loss of the extractor and generator during reinforcement
learning. (b) F1 score of the extractor on the validation set of FewRel.

5.3 Stability of Reinforcement Learning443

We assess the reinforcement learning stability by444

analyzing the extractor and generator’s training loss445

dynamics, as well as the extractor’s F1 score on the446

validation set. As shown in Fig. 4a, the loss of the447

extractor and generator steadily decreases during448

the training process, indicating that our algorithm449

can learn a stable policy. Meanwhile, the sharper450

decrease in the generator’s loss is attributed to han-451

dling a more complex task than the extractor. Ex-452

tractor’s F1 scores on FewRel validation set (with453

unseen labels 5-15) are shown in Fig. 4b. TAG ex-454

hibits progressive improvement up to 4 iterations,455

with minimal decreases beyond that point. This456

suggests a delicate balance between capability en-457

hancement and potential overfitting. In conclusion,458

reinforcement learning in TAG gradually improves459

both the extractor and generator but may lead to an460

over-fitting with excessive training. Here, we set461

overall interaction times to 5 based on Fig. 4. 462

In Appendix B.4, we compare the results of Re- 463

inforcement Learning (RL) and Maximum Likeli- 464

hood Estimation (MLE) and discover that RL sig- 465

nificantly outperforms MLE, which further demon- 466

strates the effectiveness of our approach. 467

5.4 Case Study 468

As presented in Table 4 in the appendix, we com- 469

pare the outcomes of RelationPrompt and TAG 470

+ RelationPrompt in the ZeroRTE task. Relation- 471

Prompt tends to confuse the meanings of similar re- 472

lations like "located on terrain features" and "con- 473

tains administrative territorial entity", "publisher" 474

and "distributed by", whereas TAG distinguishes 475

between them effectively. This showcases TAG’s 476

superior ability to understand the nuances of un- 477

seen relations through its deliberation and debate 478

process. However, in the fourth example, both 479

7



methods incorrectly swap the head and tail entities.480

This suggests that TAG’s entity distinction capabil-481

ity is somewhat weaker, which could be a research482

direction for the future.483

We further analyze the effectiveness of reward484

value, reinforcement learning, and generated data485

size, and put them in Appendix B.3, Appendix B.4486

and B.5 due to space limitation.487

6 Related Work488

Zero-shot Relation Triplet Extraction Zero-489

shot relation triplet extraction (ZeroRTE) is a chal-490

lenging task that aims to extract relation triplets491

from unstructured text, where the relation sets be-492

tween training and test are disjoint. There are many493

different approaches to ZeroRTE. Conventional494

methods tackle ZeroRTE by formulating ZeroRTE495

into prompts to leverage the power of language496

models. For example, Chia et al. (2022), the sem-497

inal work in ZeroRTE, first prompt a generative498

model to generate synthetic training data for the499

unseen relations, then they use the synthetic data to500

further train the extraction model. Lv et al. (2023);501

Lan et al. (2022); Kim et al. (2022) directly in-502

corporate the semantics of relations through soft503

prompt4.504

Recent research has shown that large language505

models (LLMs) can achieve strong performance506

on downstream tasks (Brown et al., 2020; Kojima507

et al., 2022; Zan et al., 2023) without tuning the508

parameters. For the RTE task, Wadhwa et al. (2023)509

explore chain-of-thought prompting under few-shot510

settings, Wei et al. (2023b) transforms RTE into a511

multi-turn question answering task and extract the512

relation triplets through chatting with LLMs.513

However, these methods simply integrate rela-514

tions into prompts, which is superficial and may515

lead to an incomplete understanding of the un-516

known relations.517

Multi-agent Game Multi-agent game studies the518

behavior of multiple language models through de-519

bate or cooperation (Talebirad and Nadiri, 2023; Li520

et al., 2023; Fu et al., 2023; Dasgupta et al., 2023;521

Wei et al., 2023a). The core idea is the agents can522

improve each other through debate and cooperation.523

For example, Fu et al. (2023) improve the negotia-524

tion ability by two agents bargaining and one agent525

criticizing. Talebirad and Nadiri (2023) propose a526

4Though KnowPrompt (Chen et al., 2022) has been pro-
posed in the literature for relation classification, it differs from
our work in both the task and experiment settings.

collaborative multi-agent framework for handling 527

complex tasks more efficiently and effectively. In 528

this paper, we borrow the idea of multi-agent game 529

and construct a two-agent game for ZeroRTE to 530

deliberate and debate the semantics of the relation. 531

Reinforcement Learning Reinforcement learn- 532

ing is a machine learning paradigm that focuses on 533

how intelligent agents can make decisions in an en- 534

vironment to optimize a given notion of cumulative 535

rewards (François-Lavet et al., 2018). Unlike su- 536

pervised learning, reinforcement learning does not 537

require labeled data to be presented. Instead, it in- 538

teracts with the environment to collect information. 539

Reinforcement learning has found applications in 540

various domains such as game playing (Mnih et al., 541

2015) and recommendation systems (Afsar et al., 542

2022). In this paper, we regard ZeroRTE as the 543

interaction game between the extractor and genera- 544

tor and employ reinforcement learning to mutually 545

improve the two agents. 546

7 Conclusion 547

In this paper, we propose TAG, a two-agent game 548

for ZeroRTE, by introducing a new generator agent 549

to communicate with the original extractor agent. 550

Through iterative processes of attempting, criti- 551

cizing, and rectifying, the generator and extractor 552

agents engage in a deliberative and collaborative 553

exploration of the semantics of unseen relations, fa- 554

cilitating a comprehensive understanding of these 555

relations. Experimental results demonstrate that 556

TAG consistently enhances performance across 557

different model architectures and scales without 558

incurring additional inference costs. Remarkably, 559

our method outperforms strong baselines by a sig- 560

nificant margin, achieving an impressive 6%-16% 561

increase in F1 scores, particularly when dealing 562

with FewRel with five unseen relations. We believe 563

that TAG is a promising approach for ZeroRTE 564

and holds potential for applications in other natural 565

language processing tasks. 566

Limitations 567

The proposed method has some limitations with 568

LLMs. Specifically, the criticizing step requires 569

probability values from the extractor, which are 570

difficult to obtain for LLMs that can only be ac- 571

cessed via API. Additionally, the rectifying step 572

necessitates gradient updates to the generator and 573

extractor, which is impractical for LLMs. 574
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In order to address these challenges, future work575

could focus on the following directions: (1) Replac-576

ing probability values with textual feedback, which577

can be readily provided by LLMs; (2) Exploring578

alternative approaches to rectify LLMs without re-579

lying on gradient updates.580
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A Preliminaries805

A.1 Extractor806

We base our experiments on two extraction models,807

RelationPrompt (Chia et al., 2022) and TableSe-808

quence (Wang and Lu, 2020). The detailed extrac-809

tion process is outlined as follows:810

• RelationPrompt (Chia et al., 2022) is a811

sequence-to-sequence model that generates812

text sequences from “Head Entity: h, Tail813

Entity: t, Relation: r”. Then the generated814

text sequences are decoded into triplets of the815

form (h, t, r) through regular expressions. It816

proposes a Triplet Search Decoding method817

to extract multiple triplets in a sentence. The818

core concept is enumerating multiple output819

sequences during generation by considering820

multiple candidates for the head entity, tail821

entity, and relation.822

• TableSequence (Wang and Lu, 2020) consists823

of two distinct encoders: a sequence encoder824

to extract entities and a table encoder to ex-825

tract relations for entity pairs. The proposed826

model is capable of adaptively discovering827

multiple triplets simultaneously in a sentence828

via the classification results of the table en-829

coder. It formalizes the RTE task as a table-830

filling task and decodes the triplet from the831

table.832

B Experiments and Analysis833

Training Details for Small Language Models834

We use the pretrained model provided by Hug-835

gingFace5 and run all the experiments on NVIDIA836

A100 GPU with pytorch. For the hyper-parameters837

of the baseline models, we follow the original set-838

tings in their paper (Chia et al., 2022; Wang and839

Lu, 2020). We use GPT-2 as the generator in small840

language models. We set the learning rates for841

5https://huggingface.co/

the extractor and generator of TAG + TableSe- 842

quence as γ1 = 3 × 10−3, γ2 = 3 × 10−5, re- 843

spectively. We set the learning rates for the ex- 844

tractor and generator of TAG + RelationPrompt 845

as γ1 = 3 × 10−5, γ2 = 3 × 10−5, respectively. 846

The only hyper-parameter in TAG is the num- 847

ber of generated data size K. We search K in 848

{100, 300, 500, 700}. For each value, we conduct 849

experiments with five random data splits and set 850

K = 500 by the F1 score on the validation set. The 851

parameter search costs about 50 GPU hours. 852

Training Details for Large Language Models 853

Due to the model’s large size, updating its param- 854

eters is challenging. Previous research has shown 855

that prompts have a similar effect to gradient up- 856

dates (Von Oswald et al., 2023; Dai et al., 2023). 857

Therefore, we have modified the reinforcement 858

learning part of the large model to use data with 859

high rewards as demonstration inputs. For the ex- 860

tractor, we fine-tune the model using the generated 861

output from the generator and the scoring results 862

from the extractor. We show the detailed prompts 863

for ICL, ChatIE, and TAG in Fig. 9, Fig. 10, and 864

Fig. 11, respectively. 865

B.1 Analysis on Attempting 866

We evaluate the zero-shot generation ability on two 867

models: GPT-2 and GPT-3.5. For GPT-2, we first 868

fine-tune it on the training set Ds, then evaluate its 869

ability on unseen relation set Ru. We randomly 870

select 50 generated examples and manually assess 871

the quality. We categorized the generated data into 872

five categories: 873

• CORRECT: The sentence and the triplet are 874

both correct, and the sentence implies the 875

meaning of the triplet. 876

• INC_SENT: The sentence is grammatically or 877

semantically incorrect, making it impossible 878

to understand. 879

• INC_ENT: The sentence and the relation are 880

correct, but the corresponding head or tail en- 881

tity is incorrect. 882

• INC_REL: The sentence does not preserve the 883

semantics of the corresponding relation. 884

• INC_REL&ENT: The combination of 885

INC_REL and INC_ENT. 886

Analysis statistics for GPT-2 and GPT-3.5 are 887

shown in Fig. 3a and Fig. 7. To show the results 888
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Sentence Label RelationPrompt TAG + Relation-
Prompt

Caribbean itineraries included the British Vir-
gin Islands , French West Indies , Grenadines ,
the ABC islands and The Bahamas .

(ABC islands,
Caribbean, located on
terrain feature)

(ABC islands, British
Virgin Islands, con-
tains administrative
territorial entity)

(ABC islands,
Caribbean, located on
terrain feature)

Wiślica is a town in Busko County , Świę-
tokrzyskie Voivodeship , in south - central
Poland.

(Świętokrzyskie
Voivodeship, Busko
County, contains ad-
ministrative territorial
entity)

(Wiślica, Busko
County, located on
terrain feature)

(Świętokrzyskie
Voivodeship, Busko
County, contains ad-
ministrative territorial
entity)

In 1933 after the success of the film " Bird
of Paradise " ( 1932 ) , RKO Pictures tried to
reunite the star couple .

(Bird of Paradise,
RKO Pictures, dis-
tributed by)

(Bird of Paradise,
RKO Pictures’, ’pub-
lisher’)

(’Bird of Paradise’,
’RKO Pictures’, ’dis-
tributed by’)

The first Bundesliga match of the season took
place on 11 August which resulted in a 1–1
draw against Bayer 04 Leverkusen.

(Bundesliga, Bayer 04
Leverkusen, partici-
pating team)

(Bayer 04 Leverkusen,
Bundesliga, participat-
ing team)

(Bayer 04 Leverkusen,
Bundesliga, participat-
ing team)

Table 4: Case Study between RelationPrompt and TAG + RelationPrompt.

The venue is located southwest of the city of
Waco; it was originally named after former
World War II Navy SEAL Brian Dunbar .

(Waco;, Waco;, location)

Sentence Triplets reward

-5.61

Its founder was a young Czech composer and
member of the Chamber of Directors of the
National Academy of Sciences .

(Chamber of Directors of 
the National Academy of 
Sciences, Czech 
composer, main subject)

-0.08

The brewery was purchased in June 2014 by
Pheuropa Corporation , a Spanish beer firm owned
by Carlos Alberto Moreno Peña , the former
owner of Tébéco Aleworks in La Paz .

(Tébéco Aleworks, Carlos 
Alberto Moreno Peña, 
owned by)

1.25

Figure 5: Qualitative analysis of the reward value.
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Algorithm 1 The two-agent game framework
Input: Unseen relation set Ru with |Ru| = m, extractor E and generator G after supervised training on Ds, learning rates

γ1, γ2 for the extractor and generator, respectively.
Output: Trained extractor and generator which can generalize to the unseen relation set Ru

1: repeat
2: ▷ Attempting for Understanding
3: for i = 1, 2, . . . ,m do
4: Select relation rui from Ru

5: Sample K text sequences texti1 , . . . textiK from P (textik |Ein(r
u
i );G)

6: Decode sentences and triplets (si1 , ti1), . . . (siK , siK ) from text sequences
7: Constructing synthetic data Dsyn

i = {(si1 , ti1), . . . (siK , siK )}
8: end for
9: Union synthetic data for all relations to construct Dsyn = Dsyn

1 ∪ . . . ∪ Dsyn
m

10: ▷ Criticizing for Quality Assessment
11: for (sj , tj) ∈ Dsyn do
12: Measure the quality of the jth data using Eq. (4) and Eq. (5).
13: end for
14: ▷ Rectifying via Reinforcement Learning
15: Compute the stochastic gradient of E and G using Eq. (8) and Eq. (9).
16: Update the model parameters using Eq. (6) and Eq. (7).
17: until convergence

Notation Description

D a dataset
S/T the set of sentences/triplets
R the relation set
s/t a sentence/triplet
ehead/etail the head/tail entity
r the relation
Ein/Eout the transformation function for the generator’s input/output
G/E the generator/extractor model
γ1/γ2 learning rates for the generator/ extractor
K the number of synthetic data for each relation
text sequences generated for the generator
α quality value
LG/LE loss function for the generator/extractor

Table 5: Glossary of notations.

100 200 300 400 500 600 700
K

0.218

0.220

0.222

0.224

F1

Figure 6: Effect of generated data size on the validation
set of FewRel with m = 5.

more specifically, we randomly select 10 examples889

generated by GPT-2 and GPT-3.5, and present them890

in Table 7 and Table 8, respectively.891

B.2 Analysis on Criticizing 892

We first train the two models on Ds of seen re- 893

lations. Next, we calculate the log-likelihood of 894

matching and mismatching data. The results for 895

RelationPrompt and TableSequence are reported in 896

Fig. 3b and Fig. 8, respectively. 897

B.3 Qualitative Analysis of the Reward 898

In our study, we employ a qualitative analysis to 899

assess the efficacy of the reward generated by the 900

extractor. Specifically, we scrutinize the reward val- 901

ues assigned to various synthetic data, as depicted 902

in Fig. 5. Notably, the initial instance, boasting 903

the highest reward value, exhibits consistent sen- 904

tences and triplets. Conversely, the second instance 905

accurately extracts head and tail entities, but the 906

relation is not implied in the sentence, resulting in 907

a moderate reward value. Finally, the last instance 908

extracts incorrect and duplicate head and tail en- 909

tities, warranting the lowest reward value. This 910

13



Unseen Model
Single Triplet Multi Triplet

Wiki-ZSL FewRel TACRED Wiki-ZSL FewRel

Acc. Acc. Acc. P. R. F1. P. R. F1.

m = 5
RelationPrompt 16.64† 22.27† 8.34 29.11† 31.00† 30.01† 20.80† 24.32† 22.34†

TAG + RelationPrompt 23.12 28.94 9.59 39.36 37.51 38.24 37.56 40.24 38.81
MLE + RelationPrompt 18.52 25.28 8.98 34.49 40.04 36.94 30.31 36.54 33.00

m = 10
RelationPrompt 16.48† 23.18† 3.26 30.20† 32.31† 31.19† 21.59† 28.68† 24.61†

TAG + RelationPrompt 17.24 28.16 3.97 31.37 32.53 31.88 31.04 33.49 32.18
MLE + RelationPrompt 14.21 22.34 3.31 27.54 28.15 27.75 25.04 27.46 26.61

m = 15

RelationPrompt 16.16† 18.97† 1.57 26.19† 32.12† 28.85† 17.73† 23.20† 20.08†

TAG + RelationPrompt 16.41 22.53 1.69 26.52 31.34 29.18 25.35 25.88 25.59
MLE + RelationPrompt 12.54 21.09 1.55 23.27 27.12 22.12 23.70 25.41 24.49

Table 6: Comparison of TAG and maximum likelihood estimation (MLE). † denotes results from Chia et al. (2022).
The best results are highlighted in bold. TAG can achieve consistent improvements when compared with MLE.

42.0%

14.0%
2.0%

42.0%

0.0%

CORRECT
INC_REL
INC_SENT
INC_ENT
INC_REL&ENT

Figure 7: Statistics of the generation results of GPT-
3.5 on zero-shot generation task. The results are cate-
gorized into correct (CORRECT), incorrect sentences
(INC_SENT), incorrect entities (INC_ENT), incorrect
relations (INC_REL), and cases of incorrect relations
and relations (INC_REL&ENT).

analysis leads us to the conclusion that the reward911

from the extractor effectively evaluates the quality912

of synthetic data.913

B.4 Effect of Reinforcement Learning914

We follow Maximum-Likelihood Estimation915

(MLE) (Guu et al., 2017), i.e., maximizing the916

likelihood over the whole synthetic dataset, which917

replaces the update in Eq. (6) and Eq. (7) into:918

Ei+1 = Ei + γ1∇E
∑
j

logP (tj |sj ; E) (10)919

920
Gi+1 = Gi + γ2∇G

∑
j

logP (outj |inj ;G) (11)921

The results are shown in Table 6, we can con-922

clude that our proposed TAG outperforms MLE923

in all experimental settings. We believe this is be-924

cause TAG can provide different rewards for data925

of varying quality, allowing the model to favor926
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Figure 8: Histogram of the match and mismatch text-
triplets on the log-likelihood, the value is generated by
TableSequence (Wang and Lu, 2020)

.

high-quality data. In contrast, MLE merely maxi- 927

mizes the probability of synthetic data and cannot 928

differentiate between the quality of different data. 929

B.5 Effect of Generated Data Size 930

We explore the impact of generated data size on 931

ZeroRTE performance. F1 scores of FewRel val- 932

idation set with m = 10 and varying generated 933

data sizes (100-700) are shown in Fig. 6. Our find- 934

ings indicate that TAG’s performance improves 935

with increasing generated data up to 500. How- 936

ever, further increasing the data size to 700 does 937

not significantly enhance the final performance. 938
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Input Output Results

Relation: competition
class

Head Entity: David Kramm, Tail Entity: umpire, Context: David Kramm (
December 3 , 1899 – October 9 , 1991 ) was a U.S. professional baseball
umpire .

"

Relation: competition
class

Head Entity: D.J. Haskins, Tail Entity: National Cup, Context: For the
first game in the National Cup , D.J. Haskins had been the team ’s lone
first team defender , but he continued his good form through the entire
second half of the season .

"

Relation: composer Head Entity: I Am Legend, Tail Entity: Richard L. Bach, Context: I
Am Legend would be performed by Richard Wagner under the name of
Richard L. Bach in 1824 , but was later shortened to " I Am Legend " and
rechristened as " I Am Legend " .

Incorrect Relation

Relation: composer Head Entity: The Piano Concerto, Tail Entity: George Martin, Context:
In addition , a version of the classic opera " The Piano Concerto " was
composed by George Martin ( whose solo version in " A Christmas Carol
" was released on DVD )

"

Relation: location Head Entity: National Museum of British Art and Design, Tail Entity:
London, Context: The National Museum of British Art and Design in
London is currently the headquarters of the Metropolitan Museum of Art ,
an institution that coordinates with the National Library of Scotland ( NLS
) .

"

Relation: location Head Entity: La Cinares, Tail Entity: La Cinares, Context: The Lotto
Divisies at La Cinares won a bronze medal in the women ’s freestyle relay
at the 1988 Summer Olympics .

Incorrect Entities

Relation: main subject Head Entity: The World Is Not Enough, Tail Entity: Alan Barnes, Context:
The first of the songs recorded for the EP was " The World Is Not Enough
" , written by the British songwriters John Waters and Alan Barnes .

Incorrect Relation

Relation: main subject Head Entity: The Last Tycoon, Tail Entity: The Last Tycoon, Context: In
this era , she played the lead role of Vincenzo in the film The Last Tycoon
starring Robert De Niro , John Hurt , and Robert Carlyle .

Incorrect Relation
& Entities

Relation: operating sys-
tem

Head Entity: Sony PlayStation 3, Tail Entity: Atari ST Neo, Context:
NPD platforms are often found in " Sucker Punch " , which is a platform
released for the Atari ST for the Sony PlayStation 3 and Atari ST Neo .

"

Relation: operating sys-
tem

Head Entity: Gingerbread, Tail Entity: Apple, Context: For Android ,
Gingerbread released under the Apple App Store , the Apple - developed
version of the OS is bundled with the Gingerbread launcher .

Incorrect Sentence

Table 7: Generated cases for GPT-2 on five unseen relations of FewRel.
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Input Output Results

Relation: competition
class

Head Entity: Figure Skating, Tail Entity: Ice Dance, Context: Figure
Skating is a sport that includes Ice Dance as a competition class where
skaters perform intricate dance moves on ice.

"

Relation: competition
class

Head Entity: World Chess Championship, Tail Entity: Open, Context: The
World Chess Championship is considered the highest competition class in
the game, while the Open category allows participation from all players

Incorrect Entities

Relation: composer Head Entity: "Messiah", Tail Entity: George Frideric Handel„ Context:
The famous oratorio "Messiah" was composed by George Frideric Handel,
a renowned composer known for his contributions to Baroque music.

"

Relation: composer Head Entity: Johann Sebastian Bach., Tail Entity: Brandenburg Concerto
No. 3, Context: The composer of Brandenburg Concerto No. 3 was Johann
Sebastian Bach.

Incorrect Entities

Relation: location Head Entity: Central Park, Tail Entity: New York City., Context: Central
Park is a famous and beloved location in New York City.

"

Relation: location Head Entity: Colosseum, Tail Entity: Rome., Context: The Colosseum is
a famous landmark located in Rome.

"

Relation: main subject Head Entity: The Theory of Relativity„ Tail Entity: Albert Einstein„ Con-
text: The Theory of Relativity, developed by Albert Einstein, is primarily
focused on the study of the fundamental laws of physics

Incorrect Relation

Relation: main subject Head Entity: Leonardo da Vinci’s, Tail Entity: Mona Lisa„ Context:
Leonardo da Vinci’s famous painting, the Mona Lisa, showcases her
enigmatic smile as the main subject.

Incorrect Relation

Relation: operating sys-
tem

Head Entity: macOS Sierra, Tail Entity: Apple Inc., Context: macOS
Sierra is an operating system developed by Apple Inc.

Incorrect Relation

Relation: operating sys-
tem

Head Entity: Tesla Model 3, Tail Entity: Tesla OS„ Context: The Tesla
Model 3 is equipped with the Tesla OS, an advanced operating system.

"

Table 8: Generated cases for GPT-3.5 on five unseen relations of FewRel.
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Prompt
The given sentence is César Gaviria Trujillo 
Airport is an airport serving the town of Inírida 
in the Guainía Department of Colombia .
List of given relations: ['located on terrain 
feature', 'field of work', 'distributed by', 'contains 
administrative territorial entity', 'spouse']
What relations in the given list might be 
included in this given sentence? If not present, 
answer: none. Respond in the form of (head 
entity1, tail entity1, relation1), (head entity2, tail 
entity2, relation2), ......
Response
(César Gaviria Trujillo Airport, Inírida, located on 
terrain feature)

Prompt for relations
The given sentence is César Gaviria Trujillo 
Airport is an airport serving the town of Inírida
in the Guainía Department of Colombia .
List of given relations: ['field of work', 'contains 
administrative territorial entity', 'located on 
terrain feature', 'distributed by', 'spouse']
What relations in the given list might be 
included in this given sentence? If not present, 
answer: none. Respond as a tuple, e.g. (relation 
1, relation 2, ......)
Response
(contains administrative territorial entity, located 
on terrain feature)

Prompt for entities
According to the given sentence, the relation 
between them is contains administrative 
territorial entity, find the head and tail entities 
and list them all by group if there are groups. If 
not present, answer: none. Respond in the form 
of (head entity1, tail entity1), (head entity2, tail 

Figure 9: Prompt for ICL.

Prompt for relations
The given sentence is César Gaviria Trujillo 
Airport is an airport serving the town of Inírida
in the Guainía Department of Colombia .
List of given relations: ['field of work', 'contains 
administrative territorial entity', 'located on 
terrain feature', 'distributed by', 'spouse']
What relations in the given list might be 
included in this given sentence? If not present, 
answer: none. Respond as a tuple, e.g. (relation 
1, relation 2, ......)
Response
(contains administrative territorial entity, located 
on terrain feature)

Prompt for entities
According to the given sentence, the relation 
between them is contains administrative 
territorial entity, find the head and tail entities 
and list them all by group if there are groups. If 
not present, answer: none. Respond in the form 
of (head entity1, tail entity1), (head entity2, tail 
entity2), ......
Response 
none

Prompt for entities
According to the given sentence, the relation 
between them is located on terrain feature, find 
the head and tail entities and list them all by 
group if there are groups. If not present, answer: 
none. Respond in the form of (head entity1, tail 
entity1), (head entity2, tail entity2), ......
Response 
(César Gaviria Trujillo Airport, terrain feature: 
Inírida in the Guainía Department of Colombia)

Figure 10: Prompt for ChatIE.

Prompt for generating triplets from a 
relation
Given a relation, generate the head and tail 
entities to compose the relation triplet of the 
form (head entity, tail entity, relation). 
For example: 
Given the relation composer, we have triplets: 
(Wolfgang Amadeus Mozart, Symphony No. 
40., composer).
Now given the relation: composer, please 
generate several triplets.
Response
Given the relation composer, here are several 
triplets:
1. (Johann Sebastian Bach, Mass in B minor, 
composer)
…… 

Prompt for generating sentences from a 
triplet
Generate a sentence with the given (head 
entity, tail entity, relation) triplet . 
For example: 
Given the triplet ('Ludwig van Beethoven', 
'Symphony No. 5.', 'composer'), we have 
sentence: Ludwig van Beethoven is the 
composer of Symphony No. 5.Now given the 
triplet: ('Ludwig van Beethoven', 'Symphony 
No. 9', 'composer’).
Now given the triplet: ('Wolfgang Amadeus 
Mozart', 'Symphony No. 41', 'composer'), 
please generate the sentence.
Response
Wolfgang Amadeus Mozart composed 
Symphony No. 41.

……

Figure 11: Prompt for the LLM-based generator in
TAG.
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