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Abstract

Providing high-quality feedback is crucial001
for student success but is constrained by002
time, cost, and limited data availability. We003
introduce Synthetic Educational Feedback004
Loops (SEFL), a framework designed to005
deliver immediate, on-demand feedback at006
scale without relying on extensive, real-world007
student data. In SEFL, two large language008
models (LLMs) operate in teacher–student009
roles to simulate assignment completion and010
formative feedback, generating abundant syn-011
thetic pairs of student work and corresponding012
critiques. We then fine-tune smaller, more013
computationally efficient LLMs on these014
synthetic pairs, enabling them to replicate key015
features of high-quality, goal-oriented feed-016
back. Unlike personalized tutoring approaches017
that offer multi-turn, individualized instruction,018
SEFL specifically focuses on replicating the019
teacher→student assignment feedback loop.020
Through both LLM-as-a-judge and human021
evaluations, we demonstrate that SEFL-tuned022
models outperform their non-tuned counter-023
parts in feedback quality. These findings024
show SEFL’s potential to transform feedback025
processes for higher education and beyond.026

1 Introduction027

Constructive feedback is a cornerstone of higher ed-028

ucation, promoting critical thinking and fostering029

deeper understanding (Hattie, 2008; Costello and030

Crane, 2013). In higher education settings, how-031

ever, providing consistent, high-quality feedback032

remains a labor-intensive task, further complicated033

by privacy, consent, and transparency considera-034

tions in data collection (Fischer et al., 2020; Suresh035

et al., 2022; Demszky and Hill, 2023; Wang and036

Demszky, 2024; Wang et al., 2024b; Lindsay et al.,037

2024). Advances in language technology offer op-038

portunities to simulate and augment feedback pro-039

cesses, addressing these limitations.040

 Agent Framework  (Wu et al., 2023) Fine-tuning on Synthetic Data

Teacher (Assistant)

Student (User)
Create an assignment based 
on the following text:  

         <Sample FineWeb-Edu>

{ role: user, 
content: Using the 
Spanish nectarine, also 
known as the cocoa plum, 
we can create a sweet and 
tangy dessert preserve. 
The plum's natural 
sweetness pairs…, 
error_1: Incorrectly 
assuming dark chocolate 
can be used with the 
cocoa plum's natural 
sweetness without 
considering flavor 
balance., 
error_n: …}

{ role: assistant, 
content: Your recipe 
showcases creativity, 
but requires 
refinement for balance 
and clarity. Consider 
adjusting…, 
feedback_1: Balance 
the flavors by 
specifying the dark 
chocolate's role. 
Perhaps use it as a 
topping or a garnish 
instead of mixing it 
into the preserve., 
feedback_n: …}

Synthetic 
Instruction- 
Tuning Data

Output Evaluation 

1. . 
2. !!!!

Assignment: Design and describe… 
Task_1: Explain how… 
Task_n: Be sure to…

Answer: Using the Spanish 
nectarine, also known as the 
cocoa plum, we can create… 
 
Error_1: Incorrectly assuming  
dark chocolate can be used… 
 
Error_n: …

Answer: Your recipe 
showcases creativity, but 
requires… 
 
Feedback_1: Balance the 
flavors by specifying… 
 
Feedback_n: …
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Figure 1: SEFL Setup. We use a two-agent frame-
work (Wu et al., 2023) with LLMs acting as a Student
and Teacher. The Teacher creates assignments from
Fineweb-Edu (Lozhkov et al., 2024), the Student re-
sponds with errors, and finally the Teacher addresses
each mistake. This synthetic interaction data is then
used to fine-tune multiple LLMs, whose performance is
measured via human ratings and LLM-as-judge.

LLMs have shown progress in education (Wang 041

et al., 2024c), including automated grading (Ke and 042

Ng, 2019; Ramesh and Sanampudi, 2022; Stahl 043

et al., 2024) and personalized tutoring (Yun et al., 044

2024; Liu et al., 2024c; Rooein and Hovy, 2024; 045

Ross and Andreas, 2024; Kwon et al., 2024; Zhang 046

et al., 2024a, 2025). Yet, simulating dynamic 047

teacher–student assignment feedback interactions 048

in agentic, dialogic settings (Xi et al., 2023; Guo 049

et al., 2024; Zhang et al., 2024b) remains an open 050

question. We seek to answer: RQ. How can syn- 051

thetic teacher–student interactions generated by 052

LLMs be leveraged to enable scalable and effective 053

educational student feedback systems? 054

Here, we introduce Synthetic Educational 055

Feedback Loops (SEFL), a framework that gen- 056

erates synthetic teacher-student interactions using 057

LLMs. In this framework, two LLMs—one act- 058

ing as the teacher and the other as the student— 059

simulatefeedback workflowsThis synthetic data is 060

then used to fine-tune smaller autoregressive mod- 061
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els, allowing the development of scalable educa-062

tional feedback systems that can operate efficiently063

on modest computational infrastructure, available064

in higher education institutions.065

Contributions. We contribute the following: 1066

A framework for simulating teacher-student feed-067

back loops using agentic LLMs. 2 A pipeline for068

generating synthetic educational data to fine-tune069

smaller models. 3 An LLM-as-a-judge frame-070

work for rating feedback using GPT-4o, Claude-071

3.5, Command-R+, and DeepseekV3. 4 An open-072

source release of all the models, data, and code.1073

2 Synthetic Educational Feedback Loops074

2.1 Synthetic Data Generation075

We use a two-agent framework (Wu et al., 2023).076

Both the teacher and student roles are simulated077

by two separate Llama-3.1-70B models for a two-078

turn conversation.2 The models are tasked to gen-079

erate assignment→answer→feedback tuples. First,080

the student-agent asks for an assignment using081

Fineweb-Edu (Lozhkov et al., 2024) texts (Fig-082

ure 1). Second, the teacher-agent creates an as-083

signment that can be of any domain, e.g., math,084

humanities, role-playing. Then, the student-agent085

( 1 ) submits assignments containing a number of086

explicit errors, and the teacher-agent ( 2 ) provides087

feedback addressing each error. We investigated088

both Qwen2.5-72B and Llama-3.1-70B for inter-089

actions. We generated 5,000 interaction tuples with090

each model, where we validated the output.091

Out of 5,000 examples, Llama-3.1-70B gener-092

ated 2,513 valid examples (i.e., valid JSON format093

and each feedback refers to an error) compared to094

Qwen2.5-72B with 454 valid examples. For a fur-095

ther check, we use BERTScore (Zhang et al., 2020)096

as a proxy to see whether each error–feedback097

pair of the valid generations relate to each other.3098

We show regardless of Llama-3.1-70B generating099

more valid examples, the BERTScore (0.877) stays100

in a similar range as Qwen2.5-72B (0.919). Conse-101

quently, we use Llama-3.1-70B-generated data as102

the basis for all subsequent model fine-tuning. We103

spot-checked several prompts and consolidated the104

final full prompt in Figure 2 (Appendix B).105

1Code and resources available at https://anonymous.
4open.science/r/sefl-4B9F/README.md.

2Note that if we mention a model, it is always the post-
trained version (i.e., -Instruct).

3We only calculate it of the samples where both error and
feedback have the same number of generations.

Feature Value

Instances 19,841
Assignment Length 78.6
Length (Student Agent) 168.1

# Errors Points 2.5
Length # Errors 20.7

Length (Teacher Agent) 120.5
# Feedback Points 2.5
Length # Feedback 34.6

Table 1: Generation Statistics. We show the dataset
statistics in averages, where length is measured in
whitespace-separated tokens.

Statistics. Table 1 presents the final dataset. The 106

generation lengths for each agent are intentionally 107

kept concise (<170 tokens), based on the hypoth- 108

esis that overly lengthy feedback may be counter- 109

productive. This is in line with observations from 110

Ferguson (2011), who observes that students tend 111

to favor brief comments, finding a general overview 112

of an assignment more useful. Balancing support- 113

ive and critical feedback is crucial as, by default, 114

LLMs often produce excessively verbose responses, 115

which can influence the preferences of both humans 116

and language models (Saito et al., 2023). 117

2.2 Fine-Tuning 118

The total amount of data synthesized by 119

Llama-3.1-70B amounts to 19.8K conversations, 120

which we use to fine-tune five smaller open- 121

weight LLMs: Qwen2.5-0.5B, Llama-3.2-1B, 122

Llama-3.2-3B, Llama-3.1-8B, Qwen2.5-14B. 123

Each model is further instruction-tuned using 124

a standard language modeling objective (see 125

Appendix A for more details). 126

2.3 Evaluation 127

Human Evaluation. To test the performance 128

of SEFL, we have a human evaluation pipeline. 129

We randomly sample 150 samples from the dev 130

set. Then, we have both the original instruction- 131

tuned model (A) and the model that was further 132

fine-tuned with SEFL (B). We have three human 133

raters judge whether A>B or A<B. Additionally, 134

we also ask the coders to indicate whether the 135

assignment→student answer→feedback tuple are 136

related to each other or whether the model seems to 137

be generating unrelated content. For more details, 138

the annotation guidelines and annotator demograph- 139

ics can be found in Table 5 (Appendix C). 140

LLM-as-a-Judge. We also evaluate the fine- 141

tuned models’ output using a LLM-as-a-judge 142
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Models H1 H2 H3 J1 J2 J3 J4

Qwen2.5-0.5B 94 85 85 97 91 62 91
Llama-3.2-1B 97 85 81 79 91 27 79
Llama-3.2-3B 90 61 65 71 74 26 77
Llama-3.1-8B 90 45 94 39 71 16 65
Qwen2.5-14B 94 77 81 55 65 10 19

Table 2: Results in Win Rate. We show the win rate
of our SEFL-tuned models. A win rate >50% indicates
that SEFL-tuned models are better in giving feedback
than their vanilla-counterpart; in red everything <50%.
We show results of 3 human annotators (H#) and 4
LLM judges: gpt-4o (J1), claude-3.5-sonnet (J2),
command-r-plus (J3), and deepseek-v3 (J4).

framework, a method gaining traction as a method143

for evaluating text output (Liu et al., 2023; Zheng144

et al., 2024; Chen et al., 2023; Verga et al.,145

2024; Törnberg, 2023; Naismith et al., 2023; Gi-146

lardi et al., 2023; Kocmi and Federmann, 2023;147

Huang et al., 2024; Gu et al., 2024; Falk et al.,148

2025). The same 150 random instances are149

rated by the four LLMs, namely GPT-4o (Hurst150

et al., 2024), Claude3.5-Sonnet, Command-R+,151

and DeepSeek-V3 (Liu et al., 2024a).152

3 Results153

In Table 2 are the win rates of models fine-tuned154

with SEFL vs. out-of-the-box, evaluated by both155

humans and LLM-based judges. A value above156

50% indicates that the SEFL-tuned models are157

preferred over their original versions. We show an158

example of the feedback in Figure 5 (Appendix F).159

Human Assessment. Overall, human rater eval-160

uations in Table 2 show that the SEFL-tuned mod-161

els often attain high win rates, surpassing 85% in162

several cases. Annotators differed in their views163

on the 8B model’s output quality; however, they164

generally converged on the observation that the165

fine-tuned 14B model produces superior feedback166

compared to its original version. By contrast, mod-167

els not fine-tuned with SEFL had lower win rates,168

suggesting that SEFL provides an edge in generat-169

ing more coherent and context-relevant feedback.170

In addition, we asked annotators whether the syn-171

thetic assignment→answer→feedback sequences172

were consistent. In over 75% of cases, they con-173

firmed the alignment between assignment, student174

response, and the feedback given, showing the a175

positive signal in keeping contextual relevance.176

LLM-as-a-Judge Results. For the LLM-as-a-177

judge evaluations, we observe notable differences178

Model AC GO UF CO AY

Qwen2.5-0.5B-SEFL −4 −5 −1 −9 0
Llama-3.2-1B-SEFL −1 −1 0 −7 −1
Llama-3.2-3B-SEFL +1 0 −5 −5 0
Llama-3.1-8B-SEFL +3 +1 +2 −4 −1
Qwen2.5-14B-SEFL +1 −1 +1 −4 0

Table 3: Net +1/−1 Scores by Category. We
show Actionability (AC), Goal-Orientation (GO), User-
Friendliness (UF), Consistency (CO), Autonomy (AY)
for each model. A positive value means there were more
positive mentions than negative; a negative value means
more negative mentions.

in win rates depending on the model and scale. 179

The results largely mirror the human assessment 180

trend up to the 3B scale. The results from the four 181

LLM judges (J1: GPT-4o, J2: Claude-3.5-Sonnet, 182

J3: Command-R+, J4: Deepseek-v3) reveal that 183

SEFL-tuned models show varying levels of perfor- 184

mance relative to their vanilla counterparts.4 For 185

instance, Qwen2.5-0.5B achieved the highest win 186

rates across all four judges (62% on J3), indicating 187

a consistent preference for the fine-tuned version. 188

In contrast, larger models such as Llama-3.1-8B 189

and Qwen2.5-14B exhibit lower win rates, particu- 190

larly on J3 (16% and 10%, respectively), suggest- 191

ing that fine-tuning with SEFL may yield dimin- 192

ishing returns or challenges at larger scales. 193

Agreement. We calculate the pairwise agreement 194

between the judges and human raters. The results 195

show Cohen’s k values between 0.48–0.63, see Ap- 196

pendix E. While this suggests moderate to substan- 197

tial agreement (Landis and Koch, 1977), it also 198

highlights the subjectivity of feedback. Between 199

judges and humans, we see a broader range (0.17– 200

0.58), and there is generally more consistency 201

among judges than between models and humans. 202

The lowest agreement occurs with Command-R+ 203

(ranging from −0.39–0.07) for both human raters 204

and other judges, indicating virtually no agreement. 205

4 Discussion 206

LLM-as-a-Judge. We used LLM judges to rate 207

the feedback generated by SEFL-tuned mod- 208

els against their vanilla counterparts. This pro- 209

vides a rapid, scalable way to measure feed- 210

back quality, reducing the need for extensive hu- 211

man annotation. As shown in Table 2, three 212

4Models are picked based on their recency and
performance on RewardBench (Lambert et al., 2024),
JudgeBench (Tan et al., 2024), and JudgeArena (AtlaAI, 2025).
For the full prompt, see Figure 3 (Appendix B).
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out of four LLM judges consistently favored213

SEFL-tuned Qwen2.5-0.5B, Llama-3.2-1B, and214

Llama-3.2-3B. With Command-R, we notice that215

it performs worse than GPT-4o and Claude-3.5-216

Sonnet on JudgeArena, indicating that the perfor-217

mance might have to do with instruction following.218

Nonetheless, we see it as a practical first step for219

large-scale feedback comparisons in educational220

contexts. We recommend supplementing LLM-221

based assessments with targeted human evaluations222

for more granular insights, possibly aligning more223

with authentic instructional objectives.224

Human Qualitative Insights. In addition to225

the win rates in Table 2, our human annotators226

provided rich qualitative feedback on the model227

outputs. Generally, they noted that if a stu-228

dent answer is too short or incomplete, neither229

model explicitly flags the missing details. More230

specifically, Qwen2.5-0.5B was praised for clar-231

ity and concision, whereas Llama-3.2-3B tended232

to repeat assignment details without offering ac-233

tionable guidance. Annotators observed that234

Llama-3.2-1B often gave more specific and con-235

structive feedback but occasionally sounded harsh,236

while Llama-3.1-8B sometimes overlooked key237

aspects. Qwen2.5-14B was criticized for verbosity238

and misalignment with the assignment context.239

Overall, although Qwen2.5-0.5B achieved high240

win rates (94, 85, 85 across three annotators), these241

insights suggest that even top-performing models242

could improve in error detection, tone refinement,243

and contextual sensitivity. For full annotator com-244

ments, see Table 6 (Appendix D).245

In Table 3, we aggregate comments into five qual-246

itative categories (Actionability, Goal-Orientation,247

User-Friendliness, Consistency, and fostering stu-248

dent Autonomy), assigning +1 for positive men-249

tions and −1 for negatives. Both Qwen2.5-0.5B250

and Llama-3.2-1B drew more negative remarks251

on Consistency (misalignment with student agent’s252

answers) and Goal-Orientation (overlooking core253

requirements), while Llama-3.1-8B performed254

better in Actionability and User-Friendliness but255

still lacked Consistency and student Autonomy.256

Meanwhile, Qwen2.5-14B was deemed more user-257

friendly than smaller models yet marked down for258

alignment issues. These category-based scores un-259

derscore our earlier conclusions: even high “win-260

rate” models may still require tone and referencing261

refinements. For the full set of comments and an-262

notations, see Table 7 (Appendix D).263

5 Related Work 264

NLP & Education. Language-based educational 265

technology has addressed peer learning, mathe- 266

matical question alignment, critical thinking, and 267

LLM-driven research feedback (Bauer et al., 2023; 268

Botelho et al., 2023; Guerraoui et al., 2023; Liang 269

et al., 2024; Sonkar et al., 2024), alongside tools for 270

monitoring student progress (Schwarz et al., 2018; 271

Aslan et al., 2019; Alrajhi et al., 2021). To our 272

knowledge, this is the first work leveraging LLMs 273

for abundant, scalable feedback on student work. 274

Researchers note that “good feedback” should be 275

goal-oriented, actionable, timely, user-friendly, and 276

consistent while fostering self-evaluation (Carless 277

et al., 2011; Wiggins, 2012). Overly detailed com- 278

mentary can reduce clarity, underscoring the im- 279

portance of brevity, and immediate formative feed- 280

back supports continuous improvement (Wiggins, 281

2012)—a natural fit for LLM-based systems. 282

Synthetic Data Frameworks. Recent research 283

shows how collaborative agentic LLMs can syn- 284

thesize large-scale interactional datasets for educa- 285

tional tasks. For example, CAMEL (Li et al., 2023) 286

uses cooperative role-based dialogues to achieve 287

shared objectives, while SimSeek (Kim et al., 2022) 288

uses agent-based conversations to build comprehen- 289

sive information-seeking datasets. In education, So- 290

craticLM (Liu et al., 2024b) simulates Socratic tu- 291

toring through multi-turn dialogue, and Book2Dial 292

(Wang et al., 2024a) generates teacher-student con- 293

versations from textbooks. In contrast, SEFL fo- 294

cuses on concise teacher-student feedback loops 295

rather than extended instructional dialogues. While 296

Nair et al. (2024) explore iterative revisions, SEFL 297

generates diverse feedback pairs from assignment- 298

answer-feedback tuples, enabling fine-tuning of 299

smaller, cost-effective models for large-scale use. 300

6 Conclusion 301

We introduced SEFL, a framework that simulates 302

teacher→student interactions via two-agent LLMs 303

to generate synthetic data for fine-tuning smaller 304

models. This approach yields concise, context- 305

sensitive feedback that often surpasses original 306

instruction-tuned models under both LLM-as-a- 307

judge and human evaluations. Yet human insights 308

remain indispensable for capturing nuances like 309

clarity and tone. SEFL provides a promising av- 310

enue for immediate, personalized feedback at scale, 311

extending beyond the educational domain. 312
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Limitations313

SEFL relies on synthetically generated assign-314

ments and errors, and are not real student submis-315

sions, which could have implications. Although316

this approach helps create large datasets, it risks317

producing feedback unaligned with authentic class-318

room contexts. Our evaluation also uses LLM-319

based judges, introducing potential biases related320

to each judge’s training data and objectives. Lastly,321

while we focused on short-answer tasks, longer322

or more domain-specific assignments may require323

specialized or more diverse synthetic data.324

Ethical Considerations325

The use of synthetic data provides an opportunity326

to train automated feedback systems without the327

constraints of privacy and consent that come from328

repurposing actual student assignments as training329

data. However, it also raises questions about trans-330

parency and potential misuse (Lindsay et al., 2024).331

For instance, malicious actors could manipulate332

synthetic data to disseminate misleading or biased333

feedback, undermining trust in educational tools.334

Users may also mistake synthetic feedback for real,335

expert guidance. Moreover, automated feedback336

systems risk reinforcing biases if the underlying337

models carry skewed training data. We believe338

educators and institutions should remain aware of339

these risks and incorporate human oversight to en-340

sure that such systems complement, rather than341

replace, genuine pedagogical engagement.342
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Parameter Value

Data Split

Training data 17,856
Validation data 1,985

Training Configuration

Vocabulary size 151K (Qwen2.5)
128K (Llama3.1/3.2)

Context length 131K (Qwen2.5)
128K (Llama3.1/3.2)

Number of epochs 3
Batch size 4
Global batch size 16
Seed 42

Optimizer Parameters (AdamW)

β1; β2 0.9; 0.999
ϵ 10−8

Learning rate 2× 10−5

Scheduler type Linear
Weight decay 0.1
Gradient clipping 1.0

Table 4: Fine-tuning Hyperparameters and Configu-
ration Details.

A Fine-tuning Hyperparameters &659

Compute660

We show our fine-tuning parameters in Table 4.661

We train our model using standard supervised fine-662

tuning with a language modeling objective. The663

compute we train the models on are AMD Radeon664

Instinct MI250X GPUs and it took a total of 467665

GPU hours. For the closed-source models’ LLM-666

as-a-judge experiments, we use their respective667

APIs and the total costs were approximately 10668

USD.669

B Prompts670

In Figure 2, we show the prompts that we671

give to the agent models. Additionally, in Fig-672

ure 3, we show the LLM-as-a-judge that we673

give to the judge models. The most detailed674

versions of the LLM-as-judges as found675

in Table 2 are J1: gpt-4o-2024-08-06,676

J2: claude-3-5-sonnet-20241022, J3:677

command-r-plus-08-2024, J4: deepseek-v3.678

C Human Evaluation Guidelines679

In Table 5, we show the annotation guidelines for680

the human raters to rate the model feedback. The681

annotators were also instructed that the data will682

be made publicly available.683

Demographics. Our human raters are in the age 684

range of 20–40 and from Europe. One identifies as 685

female and the other two identifies as male. One fe- 686

male and male have a background in Computer Sci- 687

ence and one male in Engineering Education, they 688

all work in higher education—at different levels, 689

e.g., research assistant and assistant professors)— 690

with near-native English proficiency. 691

D Qualitative Feedback 692

In Table 6, we show the qualitative feedback that 693

the three annotators gave to the feedback of each 694

model. Then, in Table 7, we give the annotated 695

comments for Consistency (e.g., whether it’s align- 696

ing with the student agent’s original answer) and 697

Goal-Orientation (overlooking core requirements), 698

Actionability, User-Friendliness, and fostering stu- 699

dent Autonomy. 700

E Annotator Agreement 701

In Figure 4, we show the pairwise Cohen’s k val- 702

ues computed between the LLM-as-a-Judge and 703

our human raters. To further assess evaluation 704

consistency, we computed inter-annotator agree- 705

ment using Cohen’s k (Cohen, 1960). Notably, the 706

agreement between H1 and H3 was 0.6348, be- 707

tween H1 and H2 0.4791, and between H2 and 708

H3 0.4759. These values fall within the moderate 709

range, with the highest agreement observed be- 710

tween H1 and H3 indicating substantial consensus, 711

while the slightly lower values between H1 and 712

H2 and between H2 and H3 still reflect acceptable 713

consistency given the subjective nature of feedback 714

evaluation. 715

For the models, we can see that Claude has on 716

avereage the highest agreement with the other mod- 717

els and humans. Deepseek comes in a close second 718

and then lastly comes GPT-4o. 719

F Feedback Example 720

In Figure 5, we show an example of the feedback of 721

Qwen2.5-0.5B tuned on SEFL and out-of-the-box. 722
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Prompts for Agent-based Educational Feedback Loop

##########################
### Student System Prompt ###
##########################

You are a diligent student who solves all assignments efficiently. Your key traits are:
1. Direct and Concise Answers: Answer questions directly and concisely; use appropriate academic

language.
2. Show Your Work: Demonstrate your problem−solving process; provide step−by−step solutions when

necessary.
3. Encourage Learning: Focus on assisting with academic tasks; promote understanding through your

answers.
4. Intentional Mistakes: Make some obvious mistakes that the teacher can give feedback on; ensure

mistakes are explicit and noticeable.
5. Response Format: When responding to the teacher's assignment, give your answer and make explicit

errors in your answer in valid JSON Lines (JSONL) format without any additional text, using the
structure: {'answer': 'Your answer here', 'error_1': 'Description of the first mistake', 'error_2': '
Description of the second mistake'}. Do not write anything else.

##########################
### Teacher System Prompt ###
##########################

You are a skilled teacher specializing in creating concise, effective assignments and providing constructive,
targeted feedback. Your key responsibilities are:

1. Assignment Creation: Create short, clear assignments across various subjects; provide brief, focused
instructions.

2. Feedback Provision: Offer constructive feedback on completed work; explain concepts succinctly when
needed; do not give grades, only feedback for each mistake.

3. Encouragement and Adaptation: Encourage critical thinking and creativity; adapt to different learning
styles and levels.

4. Response Format: When creating an assignment, give your answer in valid JSON format using {'
assignment': 'Your assignment text here', 'task': 'Specific task instructions here'}; when providing
feedback on a student's reply, respond in valid JSONL format with {'answer': 'Your global feedback
here', 'feedback_1': 'Feedback on the first mistake', 'feedback_2': 'Feedback on the second mistake'}.
Do not write anything else. Your goal is to facilitate learning through well−designed tasks and helpful
guidance.

######################
### Initial User Prompt ###
######################

{Fineweb−Edu Text Example}
\n\n
Create a short and concise one−question higher education level assignment given the text, be creative.

Give your answer in valid jsonl format: {assignment: <text>, task_1: <text>, task_2: <text>, ...}. Do not
write anything else.

Figure 2: Prompt for Generating Synthetic Teacher→Student Feedback Loops. We show the prompt we use for
the agentic setting.
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Prompt LLM-as-a-judge

##################
### Judge Prompt ###
##################

You are tasked with evaluating assignment feedback provided by two different models (Model A and Model
B). As an objective evaluator, follow these steps:

1. Analysis Criteria:
− Accuracy: Does the feedback directly address specific strengths and weaknesses without unnecessary

elaboration?
− Actionability: Are suggestions clear, specific, and implementable without being overly prescriptive?
− Conciseness: Is the feedback brief and focused while remaining meaningful?
− Tone: Does the feedback maintain efficiency while being constructive?
2. Evaluation Process:
− First, review the original assignment task carefully
− Then examine both Model A's and Model B's feedback responses
− Compare them against the above criteria
− Prioritize focused, efficient feedback over exhaustive detail
3. Scoring Rules:
− Responses should not include numerical grades
− Feedback must be concise and directly related to the student's work
− Each point should be essential and identify specific aspects of the response
− Avoid unnecessary categorization and theoretical benefits
4. Output Format:
− Respond with a single character: 'A' or 'B'
− Choose the model that provides more targeted, efficient feedback
− Do not provide any additional explanation or commentary
− Your response must contain exactly one character.

Assignment Prompt:
{prompt}

Model A feedback:
{model_a_feedback}

Model B feedback:
{model_b_feedback}

Which is better? Please respond with a single character: A or B."

Figure 3: Prompt for LLM-as-a-Judge. We show the prompt that we use for each LLM-as-a-Judge.
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Section Details

Overview Your task is to evaluate pairs of feedback responses (Model A and Model B) given to student assignments. You will select
which model provides better feedback according to specific criteria.
Key Principles:

• Focus on efficiency and specificity.

• Value concise, meaningful feedback over lengthy explanations.

• Prioritize direct, actionable suggestions.

• Consider both content and delivery.

Remember to take breaks; I suggest spending a maximum of 10 minutes per row.

Sheet Information In the table, pick the one you got assigned. You will see 7 columns and need to fill in columns C and F:

• Appendix_assignment: What the large language model saw when generating an assignment with a possible answer.

• Assignment: What the model generated as an assignment and answered.

• Model A: Feedback generated by Model A.

• Model B: Feedback generated by Model B.

• Which is better? The most important part is to evaluate both feedback responses and determine which one is better,
based on the assignment and answer.

• Comments: Leave comments if needed.

Evaluation Criteria Accuracy: Does the feedback address specific strengths and weaknesses? Are comments relevant to the student work? Is the
critique substantive rather than superficial?
Actionability: Are suggestions clear and specific? Can students easily understand what to improve? Are recommendations
implementable?
Conciseness: Is the feedback brief while remaining meaningful? Does it avoid unnecessary elaboration? Is there minimal
redundancy?
Tone: Is the feedback constructive while being efficient? Does it balance recognition with criticism? Is the language
professional?

Format Preferred Feedback Style:

• Shows good understanding of the concept.

• Uses specific examples from the text to support arguments.

• Addresses the main question directly.

Less Preferred Feedback Style:

• Generalized or vague feedback.

• Overly verbose or structured responses.

• Focuses on theoretical completeness rather than practical advice.

Scoring and Pitfalls Scoring:

1. Read the original assignment carefully.

2. Review both feedback responses.

3. Evaluate against the criteria.

4. Select the model that better aligns with the criteria as “A” or “B.”

Pitfalls:

• Avoid preferring longer feedback just because it’s lengthy.

• Do not choose feedback that only lists general principles.

• Avoid letting formatting alone affect your choice.

Table 5: Human Annotation Guidelines for Evaluating Assignment Feedback.
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Model H1 Comments H2 Comments H3 Comments

Qwen2.5-0.5B-Instruct The answer and feedback from both models doesnt make sense. | The answer does make sense,
but states deliberate errors. | The answer doesn’t fit the assignment, but is understadable. |
Feedback from model B fails to address key aspects of the answer, such as suddenly changing
the name of the main character. | Answer is just repeating the assignment | Model A feedback
mentions “unnecessary dialogue”, but the answer doesn’t metion incorporating any dialogue.
This part of the feedback seems redundant. | The feedback from model A mentions improvements
in a lot of the areas that the answer already covers, e.g. the headlines. | The feedback from
model A is prefered, but is in this case useless. The answer doesn’t answer the assignment in
any way. | Model A prefered, but completly wrong/false feedback. The answer perfectly follows
the assignment. | The assignment makes sense, but the answer should be a visual. The feedback
from model A is prefered, but completely made up as there is nothing to provide feedback on.
| The feedback from model A just reiterates what the answer already states, but presents it as
areas to improve | Neither model is good, does not live up to any of the evaluation criteria. The
answer is also very bad. | The tone of the feedback from model A could sound a bit harsh. |
Same Assignment + answer as from row 2 | Same assignment + answer as from row 16

B is cleary better | both
are actually good | not
an answer but A prop-
erly identified it! | B
does not make sense |
A’s review is too vague
| A is concise, B is too
lengthy and not a feed-
back realy | B too de-
tailed | B is not really
a feedback | B is too
vague | Both feedback
are non-sense | A is
more concise and clear

Feedback is not based
on the answer | Many
assignments consist of
several parts, e.g. de-
scribe, explain, and dis-
cuss. Many answers
are short and only do 1
of the three. The feed-
back does not reflect
this.

Qwen2.5-0.5B-Instruct-SEFI Model A feedback mentions “unnecessary dialogue”, but the answer doesn’t metion incorporating
any dialogue. This part of the feedback seems redundant. | The feedback from model A mentions
improvements in a lot of the areas that the answer already covers, e.g. the headlines. | The
feedback from model A is prefered, but is in this case useless. The answer doesn’t answer the
assignment in any way. | Model A prefered, but completly wrong/false feedback. The answer
perfectly follows the assignment. | The assignment makes sense, but the answer should be a
visual. The feedback from model A is prefered, but completely made up as there is nothing
to provide feedback on. | The feedback from model A just reiterates what the answer already
states, but presents it as areas to improve | Neither model is good, does not live up to any of
the evaluation criteria. The answer is also very bad. | The tone of the feedback from model
A could sound a bit harsh. | Same Assignment + answer as from row 2 | Same assignment +
answer as from row 16 | The answer and feedback from both models doesnt make sense. | The
answer does make sense, but states deliberate errors. | The answer doesn’t fit the assignment, but
is understadable. | Feedback from model B fails to address key aspects of the answer, such as
suddenly changing the name of the main character. | Answer is just repeating the assignment

B does not make sense |
A’s review is too vague
| A is concise, B is too
lengthy and not a feed-
back realy | B too de-
tailed | B is not really
a feedback | B is too
vague | Both feedback
are non-sense | A is
more concise and clear
| B is cleary better |
both are actually good
| not an answer but A
properly identified it!

Feedback is not based
on the answer | Many
assignments consist of
several parts, e.g. de-
scribe, explain, and dis-
cuss. Many answers
are short and only do 1
of the three. The feed-
back does not reflect
this.

Llama-3.2-1B-Instruct Model A feedback mentions “unnecessary dialogue”, but the answer doesn’t metion incorporating
any dialogue. This part of the feedback seems redundant. | Feedback from model A is prefered,
but is not accurate/relevant | Same Assignment + answer as from row 2 | The feedback from
model A just reiterates what the answer already states, but presents it as areas to improve | Same
assignment + answer as from row 16 | Model A is more concise, byt the feedback in model B is
good too. | Is it possible to make the model aware that it does not have enough information to
provide feedback? Or motivate to put more effort in, instead of making up feedback? | Same
assignment + answer as from row 33 | Feedback from model B is prefered, but is not accurate |
Model B, Tone: could benefit from addressing the student directly . | Model B: really nice and
encouraging | Model B: referencing the article/appendix incorrectly | Model B: Repetition in
feedback.

B does not make sense
| Both are bad | B is
more precise | A does
not make sense | a bit
repetitive though

In many cases, answers
are shorter than the
assignment requires.
This is not reflected in
the feedback.

Llama-3.2-1B-Instruct-SEFI Feedback from model B is prefered, but is not accurate | Model B, Tone: could benefit from
addressing the student directly . | Model B: really nice and encouraging | Model B: referencing
the article/appendix incorrectly | Model B: Repetition in feedback. | Model A feedback mentions
“unnecessary dialogue”, but the answer doesn’t metion incorporating any dialogue. This part of
the feedback seems redundant. | Feedback from model A is prefered, but is not accurate/relevant
| Same Assignment + answer as from row 2 | The feedback from model A just reiterates what
the answer already states, but presents it as areas to improve | Same assignment + answer as
from row 16 | Model A is more concise, byt the feedback in model B is good too. | Is it possible
to make the model aware that it does not have enough information to provide feedback? Or
motivate to put more effort in, instead of making up feedback? | Same assignment + answer as
from row 33

B is more precise | A
does not make sense |
a bit repetitive though |
B does not make sense
| Both are bad

In many cases, answers
are shorter than the
assignment requires.
This is not reflected in
the feedback.

Llama-3.2-3B-Instruct Both models are good, but model A is nicer in tone and actionability | Model B: The tone of the
feedback seems restictive (“should”). | Model B: Harsh tone | Neither model is good. They don’t
seem accurate to the answer provided. | This is not a language I understand, so the assignment
and answer might still make sense. I chose model A, as model B had some weird repetitions. |
Model B: Good structure, bad wording. What errors is it refering to? | The assignment makes
sense, but the answer should be a visual. The feedback from model A is prefered, but completely
made up as there is nothing to provide feedback on. | Model A: Repetition in feedback. | Model
A: feedback way to elaborate considering the answer.

but both are good here
| B feedback is wrong
| but both are good |
clearly b is good | not in
english! | both are good
| A seems more natural
| A has repetitions

Language? | Feedback
is not based on the an-
swer

Llama-3.2-3B-Instruct-SEFI The assignment makes sense, but the answer should be a visual. The feedback from model A
is prefered, but completely made up as there is nothing to provide feedback on. | Model A:
Repetition in feedback. | Model A: feedback way to elaborate considering the answer. | Both
models are good, but model A is nicer in tone and actionability | Model B: The tone of the
feedback seems restictive (“should”). | Model B: Harsh tone | Neither model is good. They don’t
seem accurate to the answer provided. | This is not a language I understand, so the assignment
and answer might still make sense. I chose model A, as model B had some weird repetitions. |
Model B: Good structure, bad wording. What errors is it refering to?

but both are good here
| A has repetitions | B
feedback is wrong | but
both are good | clearly
b is good | not in en-
glish! | both are good
| A seems more natural

Feedback is not based
on the answer | Lan-
guage?

Continued on next page
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Table 6 – continued from previous page

Model H1 Comments H2 Comments H3 Comments

Llama-3.1-8B-Instruct Model B: This is great feedback!! | Model B: consider tone | Model B: not accurate? | Niether
of the models are good. | Model B: there is nothing to give feedback. on. not accurate. | The
stucture of feedback in model B is prefered, but in this case I think the feedback from model
A is more helpful. | Answer starts to repeat. | The feedback form model A is best, but also
provides partial solutions | Model B is better on actionability and accuracy, but model A is
formatted nicer | Model A: Good structure, bad wording. What errors is it refering to? | Model
A is more actionable, but not very concise | Model A: provides answers as well as feedback |
Answer repeating the assignment back | Model A: provides the answers, not very actionable |
Same assignment + answer as from row 33 | Model A: best feedback, but answers the assignment

Both are good, but A is
better | B is more clear
and concise | B repeats
the paragraph | B is bo-
gus | neither is good |
A aims better that the
answer is too short | Fi-
nally, B founds that the
answer is incomplete |
B is good!

Llama-3.1-8B-Instruct-SEFI Answer starts to repeat. | The feedback form model A is best, but also provides partial solutions |
Model B is better on actionability and accuracy, but model A is formatted nicer | Model A: Good
structure, bad wording. What errors is it refering to? | Model A is more actionable, but not very
concise | Model A: provides answers as well as feedback | Answer repeating the assignment back
| Model A: provides the answers, not very actionable | Same assignment + answer as from row
33 | Model A: best feedback, but answers the assignment | Model B: This is great feedback!! |
Model B: consider tone | Model B: not accurate? | Niether of the models are good. | Model B:
there is nothing to give feedback. on. not accurate. | The stucture of feedback in model B is
prefered, but in this case I think the feedback from model A is more helpful.

Finally, B founds that
the answer is incom-
plete | B is good! | Both
are good, but A is bet-
ter | B is more clear and
concise | B repeats the
paragraph | B is bogus |
neither is good | A aims
better that the answer is
too short

Qwen2.5-14B-Instruct Model B is best, but is way to elborate | Model B: Really good feedback on all parameters |
Neither model is good, both provides a new answer. But the last part of feedback from model
A is better in tone. | This doesn’t make sense | Model B: Isn’t accurate and provides answer |
The answer and feedback from both models doesnt make sense. | Model A also provides partial
solution | Answer is just repeating the assignment | Model A: I havent checked for accuracy of
the calculation, but otherwise the ebst. | Tone of model A could be better

neither is good | not an
answer but A properly
identified it! | both are
bad

Feedback is not based
on the answer

Qwen2.5-14B-Instruct-SEFI The answer and feedback from both models doesnt make sense. | Model A also provides partial
solution | Answer is just repeating the assignment | Model A: I havent checked for accuracy of
the calculation, but otherwise the ebst. | Tone of model A could be better | Model B is best, but
is way to elborate | Model B: Really good feedback on all parameters | Neither model is good,
both provides a new answer. But the last part of feedback from model A is better in tone. | This
doesn’t make sense | Model B: Isn’t accurate and provides answer

neither is good | not an
answer but A properly
identified it! | both are
bad

Feedback is not based
on the answer

Table 6: Overview of candidate models and collected human comments (H1, H2, H3). The bar (|) separators in
the comment fields indicate multiple examples of feedback for a row.

cla
ud

e

com
man

d-r

de
ep

see
k

gp
t-4

o H1 H2 H3

claude

command-r

deepseek

gpt-4o

H1

H2

H3

1.00 -0.22 0.50 0.41 0.56 0.38 0.40

-0.22 1.00 0.07 0.05 -0.39 -0.18 -0.24

0.50 0.07 1.00 0.58 0.32 0.24 0.23

0.41 0.05 0.58 1.00 0.33 0.26 0.17

0.56 -0.39 0.32 0.33 1.00 0.48 0.63

0.38 -0.18 0.24 0.26 0.48 1.00 0.48

0.40 -0.24 0.23 0.17 0.63 0.48 1.00

Pairwise Cohen's Kappa

0.0
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0.6
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Figure 4: Pairwise Cohen’s k. In the figure, we show the pairwise Cohen’s k between each LLM-as-a-judge and
annotator.
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Feedback Example; Qwen2.5-0.5B-Instruct

[Fineweb−Edu Text Truncated]

### ASSIGNMENT: ###
Consider the Bhopal disaster as a case study. What are the key social, environmental, and economic

impacts of the disaster that still persist today, and how do they relate to each other?

Identify and explain the short−term and long−term health effects on humans, especially the survivors and
their descendants

Discuss the economic consequences for the victims and their families, including the lack of adequate
compensation and rehabilitation

Analyze the environmental degradation caused by the disaster, particularly the contamination of
groundwater, and its ongoing effects on the ecosystem and human health

### STUDENT ANSWER: ###
The key social, environmental, and economic impacts of the Bhopal disaster that still persist today are

closely interconnected. The disaster had an immediate impact on human health, with thousands of
people killed or injured, and long−term effects including cancers, mental and physical retardation, and
sterility. These health effects have had significant social consequences, including the stigmatization
of survivors and their families, and economic consequences, such as the loss of livelihoods and
inadequate compensation. [Truncated..]

### Feedback SEFL−tuned model ###
Overall, your analysis effectively highlights the interconnectedness of the social, environmental, and

economic impacts of the Bhopal disaster. However, there are areas for improvement.

To strengthen your argument, consider providing specific data and statistics to illustrate the long−term
health effects of the Bhopal disaster. For example, you could mention the increased risk of cancer,
neurological damage, and reproductive problems in the survivors.

In addition to discussing the long−term health effects, explore the role of environmental pollution in
exacerbating existing social and economic inequalities. How does the contaminated water supply
affect the daily lives of the survivors and their families? What measures can be taken to address these
disparities?

To take your analysis to the next level, consider proposing concrete solutions to address the environmental
degradation caused by the disaster. This could involve promoting sustainable development practices,
providing access to clean water and sanitation, or establishing community−led initiatives to rebuild
and rehabilitate the affected areas.

### Feedback non−tuned model ###
**Short−Term Health Effects:**
− **Survivors and Their Descendants:** Survivors often experience chronic illnesses such as cancer,

respiratory problems, and neurological disorders. The long−term psychological impacts, including
depression, anxiety, and post−traumatic stress disorder (PTSD), continue to affect survivors and
their families.

− **Public Awareness and Education:** The disaster sparked widespread public awareness about the
risks associated with industrial accidents, contributing to increased scrutiny and regulation of
hazardous industries. However, some survivors continue to face discrimination and stigma due to the
traumatic experiences.

[Truncated]

**Conclusion:**
The Bhopal disaster has left a lasting impact on society, economy, and the environment. It highlights the

need for robust regulatory frameworks, technological advancements, and sustained attention to
environmental protection to ensure that the lessons learned from this tragedy are applied effectively
to prevent future disasters. The ongoing challenges include addressing the environmental legacy,
improving access to clean water and air, and ensuring equitable distribution of resources to combat
the socio−economic disparities that persist.

−−−

This response provides a comprehensive analysis of the social, environmental, and economic impacts of
the Bhopal disaster, drawing on the key points discussed in the assignment and offering insights into
the broader context of environmental justice and sustainable development.

Figure 5: Feedback Example. We show a feedback example of the SEFL-tuned and non-tuned Qwen2.5-0.5B
model.
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Model Rater Comment Categories

Qwen2.5-0.5B-Instruct H1 The answer and feedback from both models doesn’t make sense. Consistency
Qwen2.5-0.5B-Instruct H1 The answer does make sense, but states deliberate errors. Consistency
Qwen2.5-0.5B-Instruct H1 The answer doesn’t fit the assignment, but is understandable. Goal-orientation
Qwen2.5-0.5B-Instruct H1 Feedback from model B fails to address key aspects of the answer, such as suddenly changing the name

of the main character.
Consistency

Qwen2.5-0.5B-Instruct H1 Answer is just repeating the assignment. Goal-orientation
Qwen2.5-0.5B-Instruct H1 Model A feedback mentions ‘unnecessary dialogue’, but the answer doesn’t mention any dialogue. Consistency
Qwen2.5-0.5B-Instruct H1 The feedback from model A mentions improvements in areas the answer already covers (e.g. headlines). Consistency
Qwen2.5-0.5B-Instruct H1 The feedback from model A is preferred, but is in this case useless. The answer doesn’t answer the

assignment in any way.
Goal-orientation

Qwen2.5-0.5B-Instruct H1 Model A preferred, but completely wrong/false feedback. The answer perfectly follows the assignment. Consistency
Qwen2.5-0.5B-Instruct H1 The assignment makes sense, but the answer should be a visual. The feedback from model A is

completely made up.
Consistency

Qwen2.5-0.5B-Instruct H1 The feedback from model A just reiterates what the answer already states, but presents it as areas to
improve.

Actionability

Qwen2.5-0.5B-Instruct H1 Neither model is good, does not live up to any evaluation criteria. Goal-orientation
Qwen2.5-0.5B-Instruct H1 The tone of the feedback from model A could sound a bit harsh. User-friendliness
Qwen2.5-0.5B-Instruct H1 Same Assignment + answer as from row 2. none
Qwen2.5-0.5B-Instruct H1 Same assignment + answer as from row 16. none
Qwen2.5-0.5B-Instruct H2 B is clearly better. none
Qwen2.5-0.5B-Instruct H2 Both are actually good. none
Qwen2.5-0.5B-Instruct H2 Not an answer but A properly identified it! Consistency
Qwen2.5-0.5B-Instruct H2 B does not make sense. Consistency
Qwen2.5-0.5B-Instruct H2 A’s review is too vague. Actionability
Qwen2.5-0.5B-Instruct H2 A is concise, B is too lengthy and not a feedback really. User-friendliness
Qwen2.5-0.5B-Instruct H2 B too detailed. User-friendliness
Qwen2.5-0.5B-Instruct H2 B is not really a feedback. Actionability
Qwen2.5-0.5B-Instruct H2 B is too vague. Actionability
Qwen2.5-0.5B-Instruct H2 Both feedback are nonsense. Consistency
Qwen2.5-0.5B-Instruct H2 A is more concise and clear. User-friendliness
Qwen2.5-0.5B-Instruct H3 Feedback is not based on the answer. Consistency
Qwen2.5-0.5B-Instruct H3 Many assignments have multiple parts; feedback does not reflect this. Goal-orientation
Qwen2.5-0.5B-Instruct-SEFI H1 Model A feedback mentions ‘unnecessary dialogue’, but the answer doesn’t mention dialogue. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 The feedback from model A mentions improvements in areas the answer already covers. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 Feedback from model A is preferred, but is useless. The answer doesn’t answer the assignment. Goal-orientation
Qwen2.5-0.5B-Instruct-SEFI H1 Model A preferred, but completely wrong feedback. The answer perfectly follows the assignment. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 The assignment makes sense, but the answer should be a visual. The feedback from model A is made

up.
Consistency

Qwen2.5-0.5B-Instruct-SEFI H1 The feedback from model A just reiterates what the answer states, but presents it as areas to improve. Actionability
Qwen2.5-0.5B-Instruct-SEFI H1 Neither model is good, does not live up to any evaluation criteria. Goal-orientation
Qwen2.5-0.5B-Instruct-SEFI H1 The tone of the feedback from model A could sound a bit harsh. User-friendliness
Qwen2.5-0.5B-Instruct-SEFI H1 Same Assignment + answer as from row 2. none
Qwen2.5-0.5B-Instruct-SEFI H1 Same assignment + answer as from row 16. none
Qwen2.5-0.5B-Instruct-SEFI H1 The answer and feedback from both models doesn’t make sense. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 The answer does make sense, but states deliberate errors. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 The answer doesn’t fit the assignment, but is understandable. Goal-orientation
Qwen2.5-0.5B-Instruct-SEFI H1 Feedback from model B fails to address key aspects of the answer. Consistency
Qwen2.5-0.5B-Instruct-SEFI H1 Answer is just repeating the assignment. Goal-orientation
Qwen2.5-0.5B-Instruct-SEFI H2 B does not make sense. Consistency
Qwen2.5-0.5B-Instruct-SEFI H2 A’s review is too vague. Actionability
Qwen2.5-0.5B-Instruct-SEFI H2 A is concise, B is too lengthy and not a feedback really. User-friendliness
Qwen2.5-0.5B-Instruct-SEFI H2 B too detailed. User-friendliness
Qwen2.5-0.5B-Instruct-SEFI H2 B is not really a feedback. Actionability
Qwen2.5-0.5B-Instruct-SEFI H2 B is too vague. Actionability
Qwen2.5-0.5B-Instruct-SEFI H2 Both feedback are nonsense. Consistency
Qwen2.5-0.5B-Instruct-SEFI H2 A is more concise and clear. User-friendliness
Qwen2.5-0.5B-Instruct-SEFI H2 B is clearly better. none
Qwen2.5-0.5B-Instruct-SEFI H2 Both are actually good. none
Qwen2.5-0.5B-Instruct-SEFI H2 Not an answer but A properly identified it! Consistency
Qwen2.5-0.5B-Instruct-SEFI H3 Feedback is not based on the answer. Consistency
Qwen2.5-0.5B-Instruct-SEFI H3 Many assignments have several parts; The feedback does not reflect this. Goal-orientation
Llama-3.2-1B-Instruct H1 Model A feedback mentions ‘unnecessary dialogue’, but the answer doesn’t mention dialogue. Consistency
Llama-3.2-1B-Instruct H1 Feedback from model A is preferred, but is not accurate/relevant. Consistency
Llama-3.2-1B-Instruct H1 Same Assignment + answer as from row 2. none
Llama-3.2-1B-Instruct H1 The feedback from model A just reiterates what the answer already states, but presents it as areas to

improve.
Actionability

Llama-3.2-1B-Instruct H1 Same assignment + answer as from row 16. none
Llama-3.2-1B-Instruct H1 Model A is more concise, but the feedback in model B is good too. User-friendliness
Llama-3.2-1B-Instruct H1 Is it possible to make the model aware it doesn’t have enough info... or motivate more effort instead of

making up feedback?
Autonomy

Llama-3.2-1B-Instruct H1 Same assignment + answer as from row 33. none
Llama-3.2-1B-Instruct H1 Feedback from model B is preferred, but is not accurate. Consistency
Llama-3.2-1B-Instruct H1 Model B, Tone: could benefit from addressing the student directly. User-friendliness
Llama-3.2-1B-Instruct H1 Model B: really nice and encouraging. User-friendliness
Llama-3.2-1B-Instruct H1 Model B: referencing the article/appendix incorrectly. Consistency
Llama-3.2-1B-Instruct H1 Model B: Repetition in feedback. User-friendliness
Llama-3.2-1B-Instruct H2 B does not make sense. Consistency
Llama-3.2-1B-Instruct H2 Both are bad. Consistency
Llama-3.2-1B-Instruct H2 B is more precise. User-friendliness
Llama-3.2-1B-Instruct H2 A does not make sense. Consistency
Llama-3.2-1B-Instruct H2 A bit repetitive though. User-friendliness
Llama-3.2-1B-Instruct H3 In many cases, answers are shorter than required. Not reflected in feedback. Goal-orientation
Llama-3.2-1B-Instruct-SEFI H1 Feedback from model B is preferred, but is not accurate. Consistency
Llama-3.2-1B-Instruct-SEFI H1 Model B, Tone: could benefit from addressing the student directly. User-friendliness
Llama-3.2-1B-Instruct-SEFI H1 Model B: really nice and encouraging. User-friendliness
Llama-3.2-1B-Instruct-SEFI H1 Model B: referencing the article/appendix incorrectly. Consistency
Llama-3.2-1B-Instruct-SEFI H1 Model B: Repetition in feedback. User-friendliness
Llama-3.2-1B-Instruct-SEFI H1 Model A feedback mentions ‘unnecessary dialogue’, but the answer doesn’t mention any. Consistency
Llama-3.2-1B-Instruct-SEFI H1 Feedback from model A is preferred, but is not accurate/relevant. Consistency
Llama-3.2-1B-Instruct-SEFI H1 Same Assignment + answer as from row 2. none
Llama-3.2-1B-Instruct-SEFI H1 The feedback from model A just reiterates what the answer states, but presents it as areas to improve. Actionability
Llama-3.2-1B-Instruct-SEFI H1 Same assignment + answer as from row 16. none
Llama-3.2-1B-Instruct-SEFI H1 Model A is more concise, but the feedback in model B is good too. User-friendliness
Llama-3.2-1B-Instruct-SEFI H1 Is it possible to make the model aware it doesn’t have enough info... or motivate more effort? Autonomy
Llama-3.2-1B-Instruct-SEFI H1 Same assignment + answer as from row 33. none

Continued on next page
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Table 7 – continued from previous page

Model Rater Comment Categories

Llama-3.2-1B-Instruct-SEFI H2 B is more precise. User-friendliness
Llama-3.2-1B-Instruct-SEFI H2 A does not make sense. Consistency
Llama-3.2-1B-Instruct-SEFI H2 A bit repetitive though. User-friendliness
Llama-3.2-1B-Instruct-SEFI H2 B does not make sense. Consistency
Llama-3.2-1B-Instruct-SEFI H2 Both are bad. Consistency
Llama-3.2-1B-Instruct-SEFI H3 Answers are shorter than the assignment requires; not reflected in feedback. Goal-orientation
Llama-3.2-3B-Instruct H1 Both models are good, but model A is nicer in tone and actionability. User-friendliness,

Actionability
Llama-3.2-3B-Instruct H1 Model B: The tone of the feedback seems restrictive (‘should’). User-friendliness
Llama-3.2-3B-Instruct H1 Model B: Harsh tone. User-friendliness
Llama-3.2-3B-Instruct H1 Neither model is good. They don’t seem accurate to the answer. Consistency
Llama-3.2-3B-Instruct H1 Not a language I understand... model B had weird repetitions. User-friendliness
Llama-3.2-3B-Instruct H1 Model B: Good structure, bad wording. What errors is it referring to? Consistency
Llama-3.2-3B-Instruct H1 The assignment makes sense, but the answer should be a visual. The feedback from A is made up. Consistency
Llama-3.2-3B-Instruct H1 Model A: Repetition in feedback. User-friendliness
Llama-3.2-3B-Instruct H1 Model A: feedback way too elaborate considering the answer. User-friendliness
Llama-3.2-3B-Instruct H2 But both are good here. none
Llama-3.2-3B-Instruct H2 B feedback is wrong. Consistency
Llama-3.2-3B-Instruct H2 But both are good. none
Llama-3.2-3B-Instruct H2 Clearly B is good. none
Llama-3.2-3B-Instruct H2 Not in English! none
Llama-3.2-3B-Instruct H2 Both are good. none
Llama-3.2-3B-Instruct H2 A seems more natural. User-friendliness
Llama-3.2-3B-Instruct H2 A has repetitions. User-friendliness
Llama-3.2-3B-Instruct H3 Language? none
Llama-3.2-3B-Instruct H3 Feedback is not based on the answer. Consistency
Llama-3.2-3B-Instruct-SEFI H1 The assignment makes sense, but the answer should be a visual. Feedback from A is made up. Consistency
Llama-3.2-3B-Instruct-SEFI H1 Model A: Repetition in feedback. User-friendliness
Llama-3.2-3B-Instruct-SEFI H1 Model A: feedback way too elaborate considering the answer. User-friendliness
Llama-3.2-3B-Instruct-SEFI H1 Both models are good, but model A is nicer in tone and actionability. User-friendliness,

Actionability
Llama-3.2-3B-Instruct-SEFI H1 Model B: The tone of the feedback seems restrictive (‘should’). User-friendliness
Llama-3.2-3B-Instruct-SEFI H1 Model B: Harsh tone. User-friendliness
Llama-3.2-3B-Instruct-SEFI H1 Neither model is good. They don’t seem accurate to the answer. Consistency
Llama-3.2-3B-Instruct-SEFI H1 Not a language I understand... model B had weird repetitions. User-friendliness
Llama-3.2-3B-Instruct-SEFI H1 Model B: Good structure, bad wording. What errors is it referring to? Consistency
Llama-3.2-3B-Instruct-SEFI H2 But both are good here. none
Llama-3.2-3B-Instruct-SEFI H2 A has repetitions. User-friendliness
Llama-3.2-3B-Instruct-SEFI H2 B feedback is wrong. Consistency
Llama-3.2-3B-Instruct-SEFI H2 But both are good. none
Llama-3.2-3B-Instruct-SEFI H2 Clearly b is good. none
Llama-3.2-3B-Instruct-SEFI H2 Not in english! none
Llama-3.2-3B-Instruct-SEFI H2 Both are good. none
Llama-3.2-3B-Instruct-SEFI H2 A seems more natural. User-friendliness
Llama-3.2-3B-Instruct-SEFI H3 Feedback is not based on the answer. Consistency
Llama-3.2-3B-Instruct-SEFI H3 Language? none
Llama-3.1-8B-Instruct H1 Model B: This is great feedback!! User-friendliness
Llama-3.1-8B-Instruct H1 Model B: consider tone. User-friendliness
Llama-3.1-8B-Instruct H1 Model B: not accurate? Consistency
Llama-3.1-8B-Instruct H1 Neither of the models are good. none
Llama-3.1-8B-Instruct H1 Model B: there is nothing to give feedback on. not accurate. Consistency
Llama-3.1-8B-Instruct H1 The structure of feedback in model B is preferred, but I think the feedback from model A is more

helpful.
User-friendliness

Llama-3.1-8B-Instruct H1 Answer starts to repeat. none
Llama-3.1-8B-Instruct H1 The feedback from model A is best, but also provides partial solutions. Actionability
Llama-3.1-8B-Instruct H1 Model B is better on actionability and accuracy, but model A is formatted nicer. Actionability,

User-friendliness
Llama-3.1-8B-Instruct H1 Model A: Good structure, bad wording. What errors is it referring to? Consistency
Llama-3.1-8B-Instruct H1 Model A is more actionable, but not very concise. Actionability,

User-friendliness
Llama-3.1-8B-Instruct H1 Model A: provides answers as well as feedback. Actionability
Llama-3.1-8B-Instruct H1 Answer repeating the assignment back. Goal-orientation
Llama-3.1-8B-Instruct H1 Model A: provides the answers, not very actionable. Actionability
Llama-3.1-8B-Instruct H1 Same assignment + answer as from row 33. none
Llama-3.1-8B-Instruct H1 Model A: best feedback, but answers the assignment. Autonomy
Llama-3.1-8B-Instruct H2 Both are good, but A is better. none
Llama-3.1-8B-Instruct H2 B is more clear and concise. User-friendliness
Llama-3.1-8B-Instruct H2 B repeats the paragraph. User-friendliness
Llama-3.1-8B-Instruct H2 B is bogus. Consistency
Llama-3.1-8B-Instruct H2 Neither is good. none
Llama-3.1-8B-Instruct H2 A aims better that the answer is too short. Goal-orientation
Llama-3.1-8B-Instruct H2 Finally, B finds that the answer is incomplete. Goal-orientation
Llama-3.1-8B-Instruct-SEFI H1 Answer starts to repeat. none
Llama-3.1-8B-Instruct-SEFI H1 The feedback from model A is best, but also provides partial solutions. Actionability
Llama-3.1-8B-Instruct-SEFI H1 Model B is better on actionability and accuracy, but model A is formatted nicer. Actionability,

User-friendliness
Llama-3.1-8B-Instruct-SEFI H1 Model A: Good structure, bad wording. What errors is it referring to? Consistency
Llama-3.1-8B-Instruct-SEFI H1 Model A is more actionable, but not very concise. Actionability,

User-friendliness
Llama-3.1-8B-Instruct-SEFI H1 Model A: provides answers as well as feedback. Actionability
Llama-3.1-8B-Instruct-SEFI H1 Answer repeating the assignment back. Goal-orientation
Llama-3.1-8B-Instruct-SEFI H1 Model A: provides the answers, not very actionable. Actionability
Llama-3.1-8B-Instruct-SEFI H1 Same assignment + answer as from row 33. none
Llama-3.1-8B-Instruct-SEFI H1 Model A: best feedback, but answers the assignment. Autonomy
Llama-3.1-8B-Instruct-SEFI H1 Model B: This is great feedback!! User-friendliness
Llama-3.1-8B-Instruct-SEFI H1 Model B: consider tone. User-friendliness
Llama-3.1-8B-Instruct-SEFI H1 Model B: not accurate? Consistency
Llama-3.1-8B-Instruct-SEFI H1 Neither of the models are good. none
Llama-3.1-8B-Instruct-SEFI H1 Model B: there is nothing to give feedback on. not accurate. Consistency
Llama-3.1-8B-Instruct-SEFI H1 The structure of feedback in model B is preferred, but model A is more helpful. User-friendliness

Continued on next page
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Table 7 – continued from previous page

Model Rater Comment Categories

Llama-3.1-8B-Instruct-SEFI H2 Finally, B finds that the answer is incomplete. Goal-orientation
Llama-3.1-8B-Instruct-SEFI H2 B is good! User-friendliness
Llama-3.1-8B-Instruct-SEFI H2 Both are good, but A is better. none
Llama-3.1-8B-Instruct-SEFI H2 B is more clear and concise. User-friendliness
Llama-3.1-8B-Instruct-SEFI H2 B repeats the paragraph. User-friendliness
Llama-3.1-8B-Instruct-SEFI H2 B is bogus. Consistency
Llama-3.1-8B-Instruct-SEFI H2 Neither is good. none
Llama-3.1-8B-Instruct-SEFI H2 A aims better that the answer is too short. Goal-orientation
Qwen2.5-14B-Instruct H1 Model B is best, but is way too elaborate. User-friendliness
Qwen2.5-14B-Instruct H1 Model B: Really good feedback on all parameters. User-friendliness
Qwen2.5-14B-Instruct H1 Neither model is good, both provide a new answer. But the last part of feedback from A is better in tone. User-friendliness
Qwen2.5-14B-Instruct H1 This doesn’t make sense. Consistency
Qwen2.5-14B-Instruct H1 Model B: Isn’t accurate and provides answer. Consistency
Qwen2.5-14B-Instruct H1 The answer and feedback from both models doesn’t make sense. Consistency
Qwen2.5-14B-Instruct H1 Model A also provides partial solution. Actionability
Qwen2.5-14B-Instruct H1 Answer is just repeating the assignment. Goal-orientation
Qwen2.5-14B-Instruct H1 Model A: I haven’t checked for accuracy of the calculation, but otherwise the best. User-friendliness
Qwen2.5-14B-Instruct H1 Tone of model A could be better. User-friendliness
Qwen2.5-14B-Instruct H2 Neither is good. none
Qwen2.5-14B-Instruct H2 Not an answer but A properly identified it! Consistency
Qwen2.5-14B-Instruct H2 Both are bad. Consistency
Qwen2.5-14B-Instruct H3 Feedback is not based on the answer. Consistency
Qwen2.5-14B-Instruct-SEFI H1 The answer and feedback from both models doesn’t make sense. Consistency
Qwen2.5-14B-Instruct-SEFI H1 Model A also provides partial solution. Actionability
Qwen2.5-14B-Instruct-SEFI H1 Answer is just repeating the assignment. Goal-orientation
Qwen2.5-14B-Instruct-SEFI H1 Model A: I haven’t checked for accuracy, but otherwise the best. User-friendliness
Qwen2.5-14B-Instruct-SEFI H1 Tone of model A could be better. User-friendliness
Qwen2.5-14B-Instruct-SEFI H1 Model B is best, but is way too elaborate. User-friendliness
Qwen2.5-14B-Instruct-SEFI H1 Model B: Really good feedback on all parameters. User-friendliness
Qwen2.5-14B-Instruct-SEFI H1 Neither model is good, both provide a new answer. Last part of feedback from A is better in tone. User-friendliness
Qwen2.5-14B-Instruct-SEFI H1 This doesn’t make sense. Consistency
Qwen2.5-14B-Instruct-SEFI H1 Model B: Isn’t accurate and provides answer. Consistency
Qwen2.5-14B-Instruct-SEFI H2 Neither is good. none
Qwen2.5-14B-Instruct-SEFI H2 Not an answer but A properly identified it! Consistency
Qwen2.5-14B-Instruct-SEFI H2 Both are bad. Consistency
Qwen2.5-14B-Instruct-SEFI H3 Feedback is not based on the answer. Consistency

Table 7: Full Comment-by-Comment Categorization. Each row shows the model name, which human rater
(H1/H2/H3), the exact comment, and the assigned category/ies.
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