
Learning From Free-Text Human Feedback – Collect New Datasets Or
Extend Existing Ones?

Anonymous ACL submission

Abstract

Continuous learning from free-text human feed-001
back, such as error corrections, new knowl-002
edge, or alternative responses, is essential for003
today’s chatbots and virtual assistants to stay004
up-to-date, engaging, and socially acceptable.005
However, for research on methods for learn-006
ing from such data, annotated data is scarce.007
To address this, we examine the error and user008
response types in dialogues from six popular009
dialogue datasets of various types, including010
MultiWoZ, SGD, BABI, PersonaChat, Wizards-011
of-Wikipedia, and the human-bot split from the012
Self-Feeding Chatbot to assess their extendibil-013
ity with the needed annotations. For this cor-014
pus study, we manually annotate a subset of015
each dataset with error and user response types016
using an improved version of the Integrated017
Error Taxonomy and a newly proposed user018
response type taxonomy. We provide the result-019
ing dataset (EURTAD) to the community. Our020
findings provide new insights into dataset com-021
position, including error types, user response022
types, and the relations between them1.023

1 Introduction024

Chatbots and virtual assistants, such as OpenAI’s025

ChatGPT2 or Google’s BARD3, are increasingly026

important to our digitized society. One important027

reason for their success is that they are continu-028

ously improved using user interaction data (Shuster029

et al., 2022; Christiano et al., 2023; Ouyang et al.,030

2022; Ung et al., 2022; Xu et al., 2022). This is031

key to keep them up-to-date, engaging, and socially032

acceptable. In this regard, free-text is particularly033

important, since users tend to provide textual de-034

scriptions of what went wrong or what they would035

have expected rather than choosing from a list of036

predefined error types (See and Manning, 2021; Xu037

1Code and data are available on GitHub: http://test.
test.

2https://chat.openai.com/
3https://bard.google.com

et al., 2022). Unfortunately, only a few publicly 038

available datasets provide annotations for learning 039

from such data, e.g., FITS (Xu et al., 2022) or 040

SaFeRDialogues (Ung et al., 2022), which limits 041

research in this direction. As this is a common 042

issue, the use of large pretrained language models 043

for automatic data annotation has recently come 044

into focus (Kim et al., 2022; Zheng et al., 2022). 045

Since many high-quality dialogue datasets are al- 046

ready publicly available, e.g., MultiWoZ (Zang 047

et al., 2020), PersonaChat (Zhang et al., 2018), or 048

Wizards-of-Wikipedia (Dinan et al., 2018), it might 049

also be possible to use such approaches to extend 050

the annotations of these datasets for learning from 051

free-text human feedback. However, a prerequisite 052

for this to work is that the datasets to be augmented 053

already contain the information needed to generate 054

the annotations. For learning from human free-text 055

feedback, this means errors in system utterances 056

that users respond to with corrections, new knowl- 057

edge, or alternative answers. Based on our current 058

knowledge, we can only say little about the extent 059

to which available dialogue datasets contain this 060

information. To investigate this is the purpose of 061

this work. 062

We examine the types of errors and user 063

responses in dialogues from six popular non- 064

feedback-annotated datasets of different types, in- 065

cluding MultiWoZ, SGD (Rastogi et al., 2020), 066

BABI (Bordes et al., 2016), PersonaChat, Wizards- 067

of-Wikipedia, and the human-bot split from the 068

Self-Feeding Chatbot (Hancock et al., 2019) to 069

assess their extendibility with annotations for learn- 070

ing from free-text human feedback. Since many 071

of the dialogues may not contain any errors, we 072

follow a two-step approach for this study: We first 073

use Sentence-Transformer (Reimers and Gurevych, 074

2019) to identify potentially relevant dialogues, and 075

then human annotators for annotation and subse- 076

quent in-depth analysis. Overall, our contribution 077

is three-fold: 078
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• Our corpus study provides new insights into079

the error and user response types (and their080

relations) included in the dialogues of the081

datasets examined.082

• For human annotation, we improve the In-083

tegrated Error Taxonomy proposed by Hi-084

gashinaka et al. (2021) to be broadly applica-085

ble across different dialogue types. Moreover,086

we propose a new taxonomy for the classifica-087

tion of user response types.088

• We provide a dataset of 1,155 dialogues of dif-089

ferent types, collected from the investigated090

datasets, but manually enriched with annota-091

tions for errors and user responses to support092

research on methods for learning from free-093

text human feedback, feedback detection, or094

feedback annotation in dialogue data. It is095

the result of our human annotation study. We096

refer to this dataset as EURTAD.097

Our results show that the errors in system ut-098

terances and how users respond to them largely099

depend on the dialogue type and whether the dia-100

logue is between humans or between a human and101

a chatbot. In particular, human-human dialogues102

do not provide enough error situations to be inter-103

esting for extending annotations for learning from104

free-text human feedback.105

2 Related Work106

2.1 Datasets Annotated With Free-Text107

Human Feedback108

Datasets annotated with free-text human feedback109

are scarce, which is why most works that address110

this research direction collect data from scratch111

(mostly during in-production use). For evalua-112

tion of their approach for learning from implicit113

user feedback, Park et al. (2021) collected dia-114

logues with annotations for user dissatisfaction115

and rephrases. Veron et al. (2021) proposed an116

approach for evaluation of continuous learning and117

collected dialogues annotated with new knowledge118

for this purpose. Both works address task-oriented119

dialogues. Unfortunately, their data was never120

made publicly available. For the Self-Feeding Chat-121

bot, Hancock et al. (2019) collected and published122

60,000 open-domain human-bot dialogues, partly123

annotated with alternative responses for unsatis-124

fying system outputs. However, a more common125

alternative is the FITS dataset (Xu et al., 2022). It126

consists of 14,000 human-bot dialogues annotated 127

with up to five different feedback types, including 128

free-text human feedback. It targets open-domain 129

and knowledge-grounded dialogues. SaFeRDia- 130

logues (Ung et al., 2022) is another feedback- 131

annotated dataset. It provides 7,000 human-bot 132

dialogues with annotations for offensive responses 133

along with respectful alternatives. 134

As of today, many high-quality and widely 135

used dialogue datasets are available from var- 136

ious types and for various use cases, e.g., 137

MultiWOZ (Zang et al., 2020) for task-oriented 138

dialogues or PersonaChat (Zhang et al., 2018) for 139

persona-grounded open-domain dialogues. If it 140

would be possible to extend them for learning from 141

free-text human feedback, research in this direction 142

could benefit from these advantages without the 143

need to collect data from scratch. 144

2.2 Taxonomies for Error and User Response 145

Types 146

Error taxonomies are usually use case or dialogue 147

type specific. For example, the datasets discussed 148

in Section 2.1 are all based on use case-specific 149

taxonomies. For FITS, Xu et al. (2022) distinguish 150

errors in search queries, results, or final responses. 151

For SaFeRDialogues, Ung et al. (2022) distinguish 152

between good and bad responses. For the Self- 153

Feeding Chatbot dataset, Hancock et al. (2019) 154

made no difference between error types. 155

Dybkjaer et al. (1996) proposed a dialogue type- 156

specific error taxonomy for task-oriented dialogues 157

that takes background knowledge into account. 158

They distinguish four error categories, e.g., whether 159

the user is an expert or novice. Möller et al. (2007) 160

also addressed task-oriented dialogues but focused 161

on practical aspects and ignored content-related 162

errors like factually incorrect information. How- 163

ever, today’s dialogue systems are versatile, and the 164

difference between dialogue types rather recedes 165

into the background, resulting in a need for gen- 166

erally applicable error taxonomies. In this regard, 167

Higashinaka et al. (2021) proposed the Integrated 168

Error Taxonomy which covers all dialogue types. 169

It consists of 17 error types across four categories 170

divided into two violation types (refer to Table 1). 171

Unfortunately, it comes with some limitations (see 172

Section 4.1.1), which we try to address by propos- 173

ing an improved version (see Section 4.2.1). 174

Regarding user response types, See and Manning 175

(2021) proposed a taxonomy for classifying user 176
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dissatisfaction. However, it does not clearly differ-177

entiate between errors and user response types, e.g.,178

repetition, which is a common indicator of a bot179

repeating itself, is considered a type of user dissatis-180

faction. For this reason, and to conduct this corpus181

study, we propose a new taxonomy that focuses182

only on the different types of user responses.183

3 Examined Datasets184

In this corpus study, we consider six popular185

datasets with dialogues of various types, includ-186

ing task-oriented, open-domain, and knowledge-187

grounded dialogues. Some of them contain di-188

alogues between humans, some of them contain189

dialogues between humans and chatbots. For sim-190

plicity, we use the same terminology and always191

refer to the partner’s utterance as a system utter-192

ance.193

3.1 Task-Oriented Datasets194

We consider three task-oriented datasets in this195

work: MultiWoZ (Zang et al., 2020), SGD (Ras-196

togi et al., 2020), and BABI (Bordes et al., 2016).197

MultiWoZ contains 8,438 dialogues across seven198

different domains. SGD provides 16,000 dialogues199

across 16 domains. Both datasets consist of human-200

human dialogues and provide extensive annota-201

tions, such as for natural language understanding or202

state tracking. BABI consists of 6,235 human-bot203

dialogues across six tasks of increasing difficulty.204

It is limited to a single domain, restaurant booking.205

3.2 Open-Domain Datasets206

For open-domain datasets, we consider Per-207

sonaChat (Zhang et al., 2018) and the human-bot208

split of the Self-Feeding Chatbot (Hancock et al.,209

2019) in our corpus study. PersonaChat consists210

of 10,907 dialogues between two partners that are211

randomly assigned to one of 1,155 different per-212

sonalities. The task is to get to know each other213

during the conversation. The human-bot split of the214

Self-Feeding Chatbot consists of 60, 000 dialogues215

and is partially annotated with alternative responses216

(we only consider the non-annotated dialogues in217

this work).218

3.3 Knowledge-Grounded Datasets219

For knowledge-grounded datasets, we focus on220

Wizards-of-Wikipedia (Dinan et al., 2018). It con-221

sists of 22,311 human-human dialogues across222

1,365 different topics.223

Hereinafter, we refer to MultiWoZ (Zang et al., 224

2020), PersonaChat (Zhang et al., 2018), Wizards- 225

of-Wikipedia (Dinan et al., 2018), and the human- 226

bot split of the Self-Feeding Chatbot (Hancock 227

et al., 2019) as MWoZ, PC, WoW, and SFC, re- 228

spectively. 229

4 Methodology and Taxonomies 230

Our study focuses on non-feedback-annotated di- 231

alogue datasets. This means that a significant por- 232

tion of the dialogues may not contain any errors. 233

Since this would make a purely manual analysis 234

highly inefficient and costly, we follow a two-step 235

approach for this corpus study: 236

1. We use Sentence-Transformer (Reimers and 237

Gurevych, 2019) to identify dialogues that 238

potentially contain errors in system utterances 239

(Section 4.1). Hereinafter, we refer to this step 240

as SAF (semi-automatic filtering). 241

2. We manually annotate and analyse a subset of 242

the potentially relevant dialogues with error 243

and user response types (Section 5). For this, 244

we use the error and user response type tax- 245

onomies presented in Section 4.2.1 and 4.2.2. 246

4.1 Semi-Automatic Filtering (SAF) 247

To identify potentially relevant dialogues, i.e., dia- 248

logues with errors in system utterances that are an- 249

swered by users with, e.g., corrections or response 250

alternatives, we filter the datasets for dialogues 251

that contain user responses that are likely to in- 252

dicate an error in the previous system utterance4. 253

For this, we use Sentence-Transformer (Reimers 254

and Gurevych, 2019) to calculate the similarity be- 255

tween the user responses (splitted into sentences) 256

and error-indicating sentences (Section 4.1.2). An 257

error-indicating sentence is a sentence that is 258

known to contain an error-indicating phrase, a text 259

fragment of arbitrary length (n-grams) that indi- 260

cates user dissatisfaction5 or an error in the pre- 261

vious system utterance, e.g., that’s non-sense or 262

you’re wrong. We manually collect them in ad- 263

vance (Section 4.1.1). 264

4We use user responses to identify errors in system utter-
ances, since preliminary studies indicated that they are easier
to classify.

5We focus on user dissatisfaction since preliminary stud-
ies revealed that focusing on corrections, new knowledge or
response alternatives is too restrictive.
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4.1.1 Error-Indicating Sentences265

For collecting error-indicating sentences, we first266

manually analyze a randomly sampled set of 1, 200267

dialogues (with 200 dialogues from each of the268

datasets) for containing errors in system utterances,269

using the Integrated Error Taxonomy proposed by270

Higashinaka et al. (2021). The taxonomy consists271

of 17 error types (I1-I17) across four levels: utter-272

ance, response, context, and society. They further273

categorize error types into content violation, where274

the content of the response may cause a dialogue275

breakdown, and form violation, where the content276

is not interpretable due to massive grammatical277

problems. Table 1 presents a summary of the error278

types (see Appendix A for more details).279

Level Form Violation Content Violation

Utterance Uninterpretable (I1) Semantic error (I3)
Grammatical error (I2) Wrong information (I4)

Response

Ignore question (I5) Ignore expectation (I9)
Ignore request (I6)
Ignore proposal (I7)
Ignore greeting (I8)

Context
Unclear intention (I10) Self-contradiction (I13)
Topic transition error (I11) Contradiction (I14)
Lack of information (I12) Repetition (I15)

Society Lack of sociality (I16) Lack of common sense (I17)

Table 1: Error Types of the Integrated Error Taxonomy
by Higashinaka et al. (2021). The numbers in the brack-
ets are the corresponding identifiers.

Once we find an error, we analyze the following280

user response for the error-indicating phrase and281

add the surrounding sentence to our list of error-282

indicating sentences. This way, we collected a set283

of 67 error-indicating sentences with an average284

sentence length of approximately 6.52 words (see285

Appendix B for all collected phrases and sentences).286

Each sentence contains a unique error-indicating287

phrase with an average length of 3.52 words. Con-288

tractions (two words that have been connected, e.g.,289

don’t or it’s) are considered as one word. Table 2290

shows the distribution of error-indicating sentences291

across datasets.292

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

#Sentences 7 0 5 9 36 10

Table 2: Distribution of error-indicating sentences
across datasets. HH denotes human-human dialogues
and HB denotes human-bot dialogues.

We find most error-indicating sentences in open-293

domain and knowledge-grounded datasets, espe-294

cially in SFC (Hancock et al., 2019). 295

4.1.2 Filtering for Relevant Dialogues 296

For each dataset, we decompose every dialogue 297

into turns (alternating utterances), extract the user 298

response, and segment it into sentences. Next, 299

we pair these sentences with each error-indicating 300

sentence (collected in Section 4.1.1) and use a 301

pretrained Sentence-Transformer (Reimers and 302

Gurevych, 2019) based on MPNet (Song et al., 303

2020) to calculate their similarity (see Appendix C 304

for implementation details). We consider a dia- 305

logue to be relevant if it contains at least one user 306

response that is likely to address an error in the 307

previous system utterance, i.e., if its similarity to 308

at least one error-indicating sentence is ≥ 50%. 309

Table 3 presents the sizes of the filtered subsets. 310

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Original Size 8,438 16,000 6,235 10,907 60,000 22,311

SAF Size 4,936
(58.5%)

5,824
(36.4%)

421
(6.76%)

974
(8.9%)

15,960
(26.6%)

1,689
(7.57%)

Table 3: Size comparison between the original and the
filtered subsets. The number in brackets shows the
portion of the original dataset.

MWoZ (Zang et al., 2020) contains the 311

largest portion of relevant dialogues, i.e., 58.5%. 312

PC (Zhang et al., 2018) and WoW (Dinan et al., 313

2018) have the smallest portion of identified dia- 314

logues, i.e., 8.9% and 7.57%, respectively (see Ap- 315

pendix D for a sentence-level analysis)6. Overall, 316

only 25% of the data seems relevant, i.e., contains 317

at least one user utterance that is similar to one of 318

the error-indicating sentences. 319

4.2 Taxonomies 320

4.2.1 Improved Integrated Error Taxonomy 321

During the collection of error-indicating sentences 322

(Section 4.1.1), we found that the Integrated Error 323

Taxonomy (see Table 1) is not optimal for identi- 324

fying errors in system utterances. First of all, six 325

of the 17 error types are never observed in the data, 326

e.g., uninterpretable (I1), which describes system 327

responses that consist of linguistically invalid text 328

fragments. Secondly, some error types are ambigu- 329

ous or similar, e.g., ignore request (I6) and ignore 330

proposal (I7), since the system ignores the user’s 331

6We also used SAF with only the error-indicating phrases
instead of the complete sentences. However, we found that
they are not expressive enough due to their small length (see
also Section 4.1.1).
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request in either case given the original definition.332

Based on these insights, we improve the taxonomy333

for the classification of errors in system utterances.334

Table 4 shows the result.335

Level Error Type Description

Response

Ignore Question (E1) The system utterance ignores the user’s question.

Ignore Request (E2)
The system utterance ignores the user’s request
to do something.

Ignore Expectation (E3)
The system utterance does not fulfill the user’s
expectation.

Attribute Error (E4)
The system utterance suggests that the system
did not get the attributes/slots right.

Factually Incorrect (E5)
The system utterance contains information that
is factually incorrect.

Context
Topic Transition Error (E6)

The system utterance transitions to another / a
previous topic without reasonable explanation.

Conversationality (E7)
The system utterance indicates that the system lost
track, e.g., it repeats previous responses (without
asking for missing information) or contradicts itself.

Unclear Intention (E8)
The system utterance suggests that the user’s intent
was not successfully conveyed.

Society Lack of Sociality (E9)
The system utterance lacks consideration of social
standards, e.g., greetings, is toxic or disrespectful.

Lack of Common Sense (E10)
The information in the system utterance opposses
the opinion of the majority.

Table 4: Taxonomy for the classification of errors in
system utterances.

We ignore lack of information (I12 in Table 1),336

since it is rarely observed in the original paper and337

we never observed it in our study. For the same rea-338

son, we ignore I1-I3. However, we also found them339

to be rather ambiguous. For example, the seman-340

tic error (I3 in Table 1) is intended to be used for341

invalid predicate/argument combinations, such as342

situations where a missing letter results in a differ-343

ent meaning (raining instead of training). This is344

similar to the lack of common sense error type (I17345

in table 1, now E10), since the model is supposed346

to be aware of the concept, but not in the given347

context. For wrong information (I4 in Table 1), we348

introduce a new error type, factually incorrect (E5),349

that extends the original definition for also taking350

factually incorrect knowledge into account. Fur-351

thermore, we ignore contradiction (I14 in Table 1),352

since it is covered by lack of common sense and353

factually incorrect (E5) errors. We merge ignore354

proposal (I7 in Table 1) and ignore request (I6 in355

Table 1) into one error type (E2 in Table 4), since356

both are very similar in meaning. Next, we merge357

ignore greeting (I8 in Table 1) with lack of sociality358

(I16 in Table 1, now E9), as the latter implies the359

first one. We merge repetition (I15 in Table 1) and360

self-contradiction (I13 in Table 1) into a new er-361

ror type, conversationality (E7), since we observed362

both very rarely and only in situations that the sys-363

tem had lost the thread of the conversation. We364

also observed instances of incorrectly conveyed365

attributes (slots) that are not accounted for in the366

original taxonomy. To address this, we introduce367

the attribute error error type (E4).368

4.2.2 User Response Type Taxonomy 369

During the collection of error-indicating sentences 370

(Section 4.1.1), we observed five different types of 371

user responses that follow errors in system utter- 372

ances: 373

• UR1 — The user ignores the error and contin- 374

ues the conversation. 375

• UR2 — The user repeats or rephrases his/her 376

concern. 377

• UR3 — The user makes the system aware of 378

the error and provides information to address 379

what is missing or wrong in its utterance. 380

• UR4 — The user makes the system aware of 381

the error without providing additional infor- 382

mation. 383

• UR5 — The user asks for clarification. 384

Among these, we find that UR2, UR3, and UR5 385

are likely to contain free-text human feedback, such 386

as corrections, new knowledge, or response alter- 387

natives. 388

5 Findings 389

To investigate the error types, user response types, 390

and their relations, we manually annotate 555 dia- 391

logues identified by SAF (100 from each dataset, if 392

available) using the taxonomies presented in Sec- 393

tion 4.2.1 and 4.2.2. To avoid bias from SAF, we 394

also annotate 600 randomly selected dialogues (100 395

from each dataset) that were not identified by SAF 396

(similarity <50%, see also Section 4.1.2). Overall, 397

we manually annotate 1,155 dialogues with error 398

and user response types. For annotation, we always 399

consider the entire dialogue (the context). 400

5.1 Error Type Distribution 401

During this analysis, we identified 188 errors across 402

all dialogues. Table 5 shows the distribution. 403

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

SAF Dialogues 8/100 3/100 2/95 6/71 92/100 19/89
Random Dialogues 2/100 0/100 5/100 2/100 46/100 3/100

Table 5: The number of errors identified in each dataset.

As expected, the SAF dialogues contain a larger 404

number of errors (130 overall) compared to the 405
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random dialogues (58 overall), especially for open-406

domain and knowledge-grounded dialogues, such407

as SFC (Hancock et al., 2019) and WoW (Dinan408

et al., 2018) (+46 in case of SFC and +16 in case409

of WoW).410

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Ignore
Question (E1) 1 (10.0%) - 1 (14.3%) 1 (12.5%) 67 (48.5%) -

Topic Trans.
Error (E6) - - - 1 (12.5%) 62 (44.9%) 4 (18.1%)

Factually
Incorrect (E5) - 2 (66.6%) - 1 (12.5%) 3 (2.1%) 13 (59.1%)

Ignore
Expect. (E3) 2 (20.0%) 1 (33.3%) 1 (14.3%) - 2 (1.4%) 1 (4.5%)

Ignore
Request (E2) 3 (30.0%) - 1 (14.3%) - - -

Lack of
Sociality (E9) - - - 2 (25.0%) 3 (2.1%) -

Table 6: The most common error types and their fre-
quencies found in both the SAF and random dialogues.
The number in brackets shows the ratio to all errors
found for the respective dataset.

Table 6 shows the most frequent error types and411

their frequency for both SAF and random dialogues,412

which already accounts for 172 of all identified er-413

rors (see Appendix I.1 for an aggregated distribu-414

tion of all errors and user responses). In the case415

of open-domain dialogues, the most frequent error416

types are ignore question (E1) and topic transition417

error (E6). This is particularly the case in the SFC418

dataset (Hancock et al., 2019), where we find the419

system utterances to be often out of context. In the420

case of task-oriented dialogues, ignore request (E2)421

and ignore expectation (E3) are the most common422

error types. We observe these errors when requests423

are only partially processed, e.g., when the user424

requests to book a hotel room and a train, but the425

system only books the hotel room. Moreover, we426

find that there is only little variety in language in427

task-oriented dialogs, regardless of the number of428

tasks reflected in the dataset (see Appendix E for429

examples). In the case of WoW (Dinan et al., 2018),430

the knowledge-grounded dataset, the factually in-431

correct (E5) error is the most commonly observed432

error type.433

5.2 User Response Type Distribution434

As described in Section 4.2.2, UR2 (repeat or435

rephrase concern), UR3 (providing a correction),436

and UR5 (asking for clarification) are likely to con-437

tain free-text human feedback. Table 7 shows the438

distribution of user response types to errors in sys-439

tem utterances.440

In the case of SAF dialogues, we find that441

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset
MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

S R S R S R S R S R S R
Errors 8 2 3 0 2 5 6 2 92 46 19 3
UR1 1 2 2 0 1 3 0 1 4 35 0 1
UR2 2 0 1 0 1 0 0 0 0 0 0 0
UR3 2 0 0 0 0 2 0 0 3 1 9 0
UR4 1 0 0 0 0 0 2 1 34 2 0 1
UR5 2 0 0 0 0 0 4 0 51 8 10 1

Table 7: User response types found in the SAF (S) and
the random (R) dialogues. Those from the random di-
alogues that are irrelvant (see Section 4.2.2) are high-
lighted in bold red. The relevant ones are highlighted in
bold green.

UR3 and UR5 are more often observed in open- 442

domain and knowledge-grounded dialogues, such 443

as SFC (Hancock et al., 2019) or WoW (Dinan 444

et al., 2018). UR2 is only rarely observed, and only 445

in task-oriented dialogues. However, UR1 (the user 446

ignores the error) is also frequently observed, espe- 447

cially in SFC. For randomly selected dialogues, this 448

is the most common user response type (it occurs 449

42 times). 450

5.3 Relation Between Error and User 451

Response Type 452

To get a better understanding of the underlying 453

error situations, we also investigate the relations 454

between the most common error types (the 172 455

errors presented in Table 6) and user response types 456

(see Table 7) in both the SAF and random dialogues. 457

Figure 1 illustrates the results. 458

We find that UR1, UR4, and UR5 are the most 459

frequently observed user response types, particu- 460

larly when the system ignores a user’s question 461

(E1) or unexpectedly changes the topic (E6), which 462

is mostly observed in open-domain datasets (see 463

Table 6). Along with UR3, UR5 is also a frequent 464

response type to E5 (factually incorrect), which 465

is mostly observed in WoW (Dinan et al., 2018). 466

UR2 is only rarely observed. It sometimes occurs 467

as a response type to E2 (ignore request) and E3 468

(ignore expectation), which are mostly found in 469

task-oriented dialogues. 470

5.4 Discussion 471

The goal of this work is to get an understanding of 472

the error and user response types in the dataset ex- 473

amined to investigate whether they are extendible 474

with annotations for learning from free-text human 475

feedback. We find that this depends on the dia- 476
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Figure 1: Illustration of the relations between frequent
error (E-values, Section 4.2.1) and user response types
(UR-types, Section 4.2.2) in both the SAF and random
dialogues. The numbers above the bars are the total
number of errors for each UR-type. The numbers to
the left and right of each bar indicate the portion of the
respective error type (see color coding).

logue type and whether it is between humans or477

between a human and a chatbot. In general, we478

find that open-domain and knowledge-grounded479

dialogues contain a larger number of errors and480

user responses that are likely to contain free-text481

human feedback, making them more suitable for482

this purpose (Section 5.1). This especially applies483

to human-bot dialogues, where we often find that484

humans react harshly and accusingly to errors in485

system utterances, resulting in more direct feed-486

back. For task-oriented dialogues, we find that487

errors are few. However, this might also be due to488

the fact that these are predominantly human-human489

dialogues. We find that humans rather suggest dis-490

agreements in a very polite way instead of accusing491

the partner of a mistake (see Appendix F for ex-492

amples). Accordingly, there is only little free-text493

human feedback available that could be used for494

learning (Section 5.2 and 5.3). Therefore, it might495

be hard and ineffective to extend these datasets496

with annotations for learning from such data.497

6 Quality Assessment498

6.1 Impact of Semi-Automatic Filtering499

In this section, we discuss the impact of SAF (Sec-500

tion 4.1) on our findings. For this corpus study,501

we manually annotated 1,155 dialogues with error502

and user response types, 555 dialogues that were503

identified by SAF as potentially relevant, and 600504

randomly selected dialogues that were missed by505

SAF (see also Section 5). As Table 5 shows, a to-506

tal of 188 dialogues contains errors. 130 of these 507

are SAF dialogues and 58 are randomly selected 508

dialogues that were missed by SAF. Considering 509

this at the level of user response types (Table 7), 46 510

of these 58 errors were ignored by users or did not 511

provide any additional information (UR1 or UR4, 512

the ones marked in bold red in the table), meaning 513

that they are irrelevant because they do not contain 514

free-text human feedback. For the remaining 12 515

missed errors (UR3 or UR5, the ones marked in 516

bold green), we find that they are not reflected in 517

the set of 67 error-indicating sentences used for 518

SAF (Section 4.1.1). Although this limits the ef- 519

fectiveness of SAF, we find that SAF itself has no 520

negative impact on the results of our corpus study, 521

but rather improved annotation efficiency. An ap- 522

proximated recall of 0.72 supports this assumption. 523

The recall is approximated with respect to the ratio 524

between the size of the filtered and the original sub- 525

sets (see Table 3)7. Moreover, we only considered 526

the 12 missed relevant errors for this (when con- 527

sidering all missed errors, the recall is 0.35). We 528

provide a more detailed analysis in Appendix D 529

and G. 530

6.2 Inter-Annotator Agreement 531

To assess the quality of our annotations, we asked 532

nine experts with NLP background and sound En- 533

glish skills to annotate smaller subsets of the SAF 534

and randomly selected dialogues (300 from each, 535

50 from each of the datasets examined, 600 over- 536

all) for error and user response types (see Ap- 537

pendix H for more background on participating an- 538

notators and Appendix K for the annotation guide- 539

lines). Each of these subsets was assigned to two 540

of these experts, and each dialogue was annotated 541

three times in total (including our initial annota- 542

tion). For calculating the inter-annotator agree- 543

ment (IAA), we use Krippendorff’s Alpha (Krip- 544

pendorff, 2004)8. For comparison, we mapped all 545

annotations to the Integrated Error Taxonomy (Hi- 546

gashinaka et al., 2021)9. Table 8 shows the results 547

summarized by human-human and human-bot dia- 548

7We only considered 139 randomly sampled dialogues
(25%) of the 555 annotated SAF dialogues and all 600 missed
dialogues for this. To increase the significance, we repeated
this process a thousand times and averaged the recall. On
average, the 139 randomly sampled SAF dialogues consisted
of 31 errors.

8We use the Python library annotation_analysis
for this: https://github.com/ai-nikolai/
annotation_analysis, last accessed on 15/01/23.

9For merged error types (Section 4.2.1), we asked annota-
tors for a second assessment using the original error types.
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logues (see Appendix I for a detailed analysis).549

Ours Integrated
Dataset HH HB HH HB

Error Type SAF 0.16 0.91 0.02 0.89
Random 0.17 0.40 0.16 0.39

User
Res. Type

SAF 0.06 0.48 - -
Random 0.01 0.40 - -

Table 8: Inter-annotator agreement using the Integrated
Error Taxonomy (Higashinaka et al., 2021) (Integrated)
and our improved version (Ours).

In the case of human-human dialogues, the over-550

all agreement is rather low. This is also reflected in551

the user response type agreement, as this depends552

on the error type annotation. However, this is dif-553

ferent for human-bot dialogues. We attribute this to554

the different characteristics of human-human and555

human-bot dialogues, i.e., humans rather suggest556

disagreement in human-human dialogues and tend557

to provide direct feedback in human-bot dialogues558

(Section 5.4).559

Overall, using our improved error taxonomy im-560

proves IAA over the original Integrated Error Tax-561

onomy (Higashinaka et al., 2021) in all cases. This562

is most obvious in the case of the human-human563

SAF dialogues, where it improves IAA by 0.14564

points. A detailed analysis revealed that this is565

mainly due to (1) the condensed number of abstract566

error types, e.g., we merged ambiguous error types567

such as ignore proposal and ignore request, and568

(2) the newly added error types, such as factually569

incorrect, which were not covered in the original570

taxonomy (see Section 4.2.1 for our taxonomy mod-571

ifications and Appendix I for a detailed analysis,572

including edge cases).573

7 EURTAD574

To support research into methods for learning from575

free-text human feedback, feedback detection, or576

feedback annotation, we provide the 1,155 manu-577

ally annotated dialogues from our corpus study as578

EURTAD (Error and User Response Type Anno-579

tated Dataset) to the community. In comparison580

to existing feedback-annotated datasets, such as581

FITS (Xu et al., 2022), which is rather focused on582

functional errors, or SaferDialogues (Ung et al.,583

2022), which only focuses on safety errors, it pro-584

vides annotations for a broad range of error types.585

Moreover, it provides annotations for user response586

types. Especially because only 16% of EURTAD587

contain annotations for errors (with a bias towards588

the SFC (Hancock et al., 2019) dataset), we con-589

sider the annotations for user response types as 590

the more interesting part of the dataset. From our 591

point of view, distinguishing between user response 592

types could be an interesting alternative to binary 593

signals, such as user satisfaction (Hancock et al., 594

2019) or thumbs-down (Shuster et al., 2022), as an 595

indicator of an error in a system utterance. Future 596

research may pick up this question. To support 597

this, EURTAD provides enough annotations of the 598

relevant user response types to be used in few-shot 599

scenarios. In order to be easily accessible, we use 600

a unified json format (inspired by FITS) that also 601

provides the original annotations (see Appendix J 602

for the json structure). 603

8 Conclusion 604

Continuous learning from free-text human feed- 605

back is essential for today’s chatbots and virtual 606

assistants to stay up-to-date, engaging, and so- 607

cially acceptable. Unfortunately, appropriately an- 608

notated datasets are scarce, which limits research 609

on methods for using such data. In this work, 610

we have examined the dialogues of six popular 611

datasets from various types, including MultiWoZ, 612

SGD, BABI, PersonaChat, Wizards-of-Wikipedia, 613

and the human-bot split from the Self-Feeding 614

Chatbot for errors in system utterances and how 615

users respond to them, to assess their extendibility 616

with annotations for learning from free-text hu- 617

man feedback. We found that this largely depends 618

on the dialogue type and whether it’s between hu- 619

mans or between a human and a chatbot. Human- 620

human dialogues rarely provide free-text human 621

feedback (especially in the case of task-oriented di- 622

alogues). Therefore, it might be ineffective to make 623

these datasets available for learning from such data. 624

This is different in open-domain and knowledge- 625

grounded dialogues. For this reason, it might be 626

possible to extend these datasets with the needed 627

annotations to support research into methods for 628

learning from free-text human feedback, e.g., using 629

pretrained language models for data augmentation, 630

instead of collecting new datasets from scratch. For 631

our corpus study, we improved the Integrated Error 632

Taxonomy and proposed a new taxonomy for classi- 633

fying user response types. We provide the resulting 634

set of manually annotated dialogues (EURTAD) to 635

the community. 636
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9 Limitations637

The majority of our evaluation was done manu-638

ally. Therefore, with respect to the original dataset639

sizes, we only consider a small fraction of the data640

in our study. It might be possible that our results641

would have been clearer when we would have con-642

sidered more dialogues for the collection of error-643

indicating sentences. However, our analysis shows644

that errors found in the randomly selected dialogues645

are mostly ignored by the user, i.e., the user does646

not provide free-text human feedback that could647

be used for learning. Thus, as far as we are con-648

cerned, this does not limit the meaningfulness of649

our results.650

Regarding dataset selection, our corpus study651

(and its results) have only limited expressiveness652

for knowledge-grounded dialogue datasets, since653

we only consider one of such datasets in our study,654

Wizards-of-Wikipedia (Dinan et al., 2018). How-655

ever, this does not affect the relevance of our work,656

as there are already feedback-annotated datasets657

available, e.g., FITS (Xu et al., 2022), and we658

considered a representative number of datasets659

for other dialogue types for which there is a lack660

of publicly available feedback-annotated datasets,661

such as task-oriented dialogues.662

The taxonomies used in this work are also sub-663

ject to limitations. In the case of the improved664

error type taxonomy, our results show that it im-665

proves agreement across different dialogue types.666

However, its abstract error types might limit appli-667

cation for specific use cases, e.g., for a more fine-668

grained consideration of different types of social669

errors. The same applies to the user response type670

taxonomy. Its focus on abstract types might limit671

application if it is necessary to distinguish between672

different kinds of free-text human feedback.673
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A The Integrated Error Taxonomy – 831

Details 832

In this section, we describe the Integrated Er- 833

ror Taxonomy as proposed by Higashinaka et al. 834

(2021). In principle, they differentiate between 835

form violation and content violation. The form vio- 836

lation usually represents errors that oppose some 837

kind of meta criteria, e.g., the form of language or 838

the ignorance of social norms. In contrast, content 839

violations refer to, e.g., inconsistent or redundant 840

utterances, or other things that might cause a dia- 841

logue breakdown. Content violation is hereinafter 842

abbreviated as CV (form violation as FV). Further- 843

more, they generally refer to utterances, while we 844

refer to system utterance, as this is evident from 845

their examples and, from our perspective, simpli- 846

fies understanding. 847

A.1 Utterance-Level 848

Utterance-level errors typically expose language- 849

generation deficiencies of the system. 850
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• Uninterpretable (I1), FV – The system’s ut-851

terance does not contain recognizable words852

or is just a text fragment, e.g., the utterance853

just consists of the words of yours.854

• Grammatical Error (I2), FV – The system’s855

utterance is grammatical incorrect, e.g., he856

will attend yesterday.857

• Semantic Error (I3), CV – The combination858

of predicates and arguments does not result in859

any meaning, e.g., I feel painting.860

• Wrong Information (I4), CV – The given861

information is clearly wrong, e.g., Meat Loaf862

was the songwriter of Jim Steinman (it was863

vice versa).864

A.2 Response-Level865

Response-level errors describe errors in system ut-866

terances, e.g., in responses to user questions or867

requests.868

• Ignore Question (I5), FV – The system utter-869

ance ignores the user’s question, e.g., U: What870

will the weather be like tomorrow? S: Look at871

these beautiful flowers...872

• Ignore Request (I6), FV – The system ig-873

nores the user’s request to do something, e.g.,874

U: Please book me a room in the west part of875

town. S: I like sports.876

• Ignore Proposal (I7), FV – The system ig-877

nores the user’s proposal to do something, e.g.,878

U: Let’s talk about movies. S: I like pizza.879

• Ignore Greeting (I8), FV – The system ig-880

nores the user’s greeting, e.g., U: Hello, my881

friend! S: What do you want from me?882

• Ignore Expectation (I9), CV – The system883

utterance does not have the expected content884

but the user’s intention has been successfully885

conveyed, e.g., U: Do you have a favorite886

football team? S: Yes. (the system should887

tell the user the name of his favorite football888

team).889

A.3 Context-Level890

Context-level errors refer not only to the local con-891

text, i.e., adjacent pairs of user utterance and sys-892

tem utterance, but to a broader (sometimes global)893

context.894

• Unclear Intention (I10), FV – The system 895

utterance is on the current topic, but the inten- 896

tion is unclear, e.g., U: What is your favorite 897

movie? S: I like Daddy’s Home 2. U: Oh, yes! 898

Mel Gibson is so good in this role... S: The 899

Evil Dead is so bloody... 900

• Topic Transition Error (I11), FV – The sys- 901

tem suddenly switches to another topic with- 902

out explanation, e.g., U: I really enjoyed Feyn- 903

man’s physics lecture. So enlightening! S: 904

Well, what is your favorite food? 905

• Lack of Information (I12), FV – The system 906

utterance misses important information, such 907

as subject, object, or modifier, e.g., U: It’s a 908

beautiful day, isn’t it? S: I hate. (object is 909

missing). 910

• Self-Contradiction (I13), CV – The system 911

utterance contradicts what it said before, e.g., 912

S: I’m from Boston, Massachusetts. U: Oh, 913

wow! I’m from Bartlesville, Oklahoma! S: 914

Really? I’m from Seattle, Washington! 915

• Contradiction (I14), CV – The system utter- 916

ance contradicts what has been said by the 917

user, e.g., U: I like strawberries. S: Oh, why 918

don’t you like strawberries? 919

• Repetition (I15), CV – The system repeats 920

something it has already said before (this in- 921

cludes repeated questioning), e.g., S: I look 922

forward to the concert. U: Oh, which concert? 923

S: I look forward to the concert. 924

A.4 Society-Level 925

Society-level errors refer to errors that indicate that 926

the system lacks etiquette or common sense. 927

• Lack of Sociality (I16), FV – The system ut- 928

terance lacks consideration towards the user 929

and contains hate speech or is in general dis- 930

respectful, e.g., U: Yesterday I went to the 931

federal employment agency. S: Okay. Are you 932

incapable of finding a job on your own? 933

• Lack of Common Sense (I17), CV – The 934

system utterance contains content that differs 935

from the opinion of the majority, e.g., S: I like 936

to eat chicken raw. U: Oh, dear... You have to 937

cook it first! 938
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B Feedback-Indicating Sentences And939

Phrases940

In this section, we present the collected feedback-941

indicating sentences along with phrases.942

1. Not really like fandoms, haha Just anything943

online that people make. (Phrase: not really944

like)945

2. It is not saturday. (Phrase: it is not)946

3. That doesn’t make sense. (Phrase: doesn’t947

make sense)948

4. That makes no sense. (Phrase: makes no949

sense)950

5. You should put some more things together."951

(Phrase: you should)952

6. You shouldn’t be! (Phrase: you shouldn’t)953

7. What do you mean by that?" (Phrase: what954

do you mean)955

8. What are you talking about? (Phrase: what956

are you talking about)957

9. It’s so important for young people to have958

diverse interest and develop a wide range of959

skills, don’t you think? (Phrase: don’t you960

think)961

10. I don’t know what you’re talking about.962

(Phrase: don’t know)963

11. What does that have to do with computer964

games? (Phrase: what does that have to do965

with)966

12. Sorry I meant to say for the cat litter. (Phrase:967

sorry i meant to say)968

13. That didn’t have anything to do with school.969

(Phrase: didn’t have anything to do with)970

14. You do not make sense with your response.971

(Phrase: your response)972

15. That’s not what I asked you. (Phrase: not973

what i asked)974

16. I dont understand. (Phrase: don’t under-975

stand)976

17. How do you mean? (Phrase: how do you977

mean)978

18. I don’t care about price. (Phrase: i don’t care) 979

19. You’re not answering the questions. (Phrase: 980

you’re not answering) 981

20. Like I said before I’m not one to read an actual 982

newspaper but I do like reading opinion and 983

political articles. (Phrase: like i said before) 984

21. You’re not very helpful Help Desk. (Phrase: 985

not very helpful) 986

22. Are you sure that there are no hotels on the 987

west side of town? (Phrase: are you sure) 988

23. I didn’t say anything was scary. (Phrase: i 989

didn’t say) 990

24. I wouldn’t know this. (Phrase: i wouldn’t 991

know this) 992

25. That sounds too low. (Phrase: too low) 993

26. I’m great, but thats off topic. (Phrase: that’s 994

off topic) 995

27. No, I think when people shape their beards 996

in different ways is really interesting as well! 997

(Phrase: no, I think) 998

28. Your doing it wrong my friend. (Phrase: 999

you’re doing it wrong) 1000

29. What are you saying? (Phrase: what are you 1001

saying) 1002

30. At least you have that then. (Phrase: at least 1003

you have) 1004

31. That doesn’t answer my question. (Phrase: 1005

that doesn’t answer) 1006

32. I am too old to hike I am in my seventies. 1007

(Phrase: i am too old) 1008

33. You aren’t staying on topic at all. (Phrase: 1009

not staying on topic) 1010

34. Off the subject, I am thinking of cutting my 1011

hair. (Phrase: off the subject) 1012

35. I’m not ready to book just yet. (Phrase: i’m 1013

not ready) 1014

36. That’s not what I asked you. (Phrase: i asked 1015

you) 1016

37. Dude not cool. (Phrase: dude not cool) 1017
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38. I’d really like a 4 star. (Phrase: i’d really like)1018

39. Thats nonsense." (Phrase: thats nonsense)1019

40. Actually, I apologize no need to book, I was1020

just gathering information." (Phrase: i apolo-1021

gize)1022

41. I never said I needed one. (Phrase: i never1023

said i)1024

42. No I dont think so. (Phrase: no i dont think)1025

43. I didn’t mention anything about clowns.1026

(Phrase: i didn’t mention)1027

44. That is odd for alaska. (Phrase: that is odd)1028

45. Not sure what that means? (Phrase: not sure1029

what that means)1030

46. It can be what? (Phrase: it can be what)1031

47. You should learn! (Phrase: you should learn)1032

48. Umm, what? (Phrase: umm, what)1033

49. You think so? (Phrase: you think so)1034

50. No a park is a place and not a person, (Phrase:1035

and not)1036

51. Why do you say that? (Phrase: why do you1037

say that)1038

52. I guess I should have asked that first. (Phrase:1039

i should have asked)1040

53. I said lets talk about sports. (Phrase: i said1041

lets talk about)1042

54. You’re being annoying is whats happening.1043

(Phrase: you’re being annoying)1044

55. You could have stated the goods. (Phrase:1045

you could have stated)1046

56. Who was talking about color? (Phrase: who1047

was talking about)1048

57. That doesn’t really matter. (Phrase: doesn’t1049

really matter)1050

58. It’s actually a 1939 movie that was adapted1051

from a novel written earlier. (Phrase: it’s1052

actually)1053

59. I don’t believe a piano is a stringed instrument.1054

(Phrase: i don’t believe)1055

60. That’s not relevant. (Phrase: that’s not rele- 1056

vant) 1057

61. Check again. (Phrase: check again) 1058

62. You’re wrong. (Phrase: you’re wrong) 1059

63. That doesn’t have to do with track. (Phrase: 1060

that doesn’t have to do with) 1061

64. Instead could it be in Madrid? (Phrase: in- 1062

stead could it) 1063

65. I would prefer in Bombay. (Phrase: i would 1064

prefer) 1065

66. No, I don’t like that. (Phrase: i don’t like 1066

that) 1067

67. No, this does not work for me. (Phrase: this 1068

does not work) 1069

C Implementation of Semi-Automatic 1070

Filtering 1071

To implement SAF (see Section 4.1) we use 1072

PyTorch (Paszke et al., 2019), the Transformers 1073

library (Wolf et al., 2020), and the pretrained all- 1074

mpnet-base-v2 Sentence-Transformer. The model 1075

is available here: https://huggingface. 1076

co/sentence-transformers/ 1077

all-mpnet-base-v2 (last accessed 1078

11/02/2023). It is based on MPNet (Song 1079

et al., 2020) and finetuned on a large corpus of 1080

sentence pairs from multiple tasks and domains, 1081

e.g., Yahoo Answers (Zhang et al., 2015) and 1082

Reddit Comments (Henderson et al., 2019), using 1083

a contrastive objective. It is a 12-layer Transformer 1084

model with a vocabulary size of 30,527 words 1085

that calculates the cosine similarity between two 1086

sentences in a 768-dimensional dense vector space. 1087

Our compute infrastructure consists of one Tesla 1088

V100-SXM3 GPU (with 32 GB memory) and it 1089

takes an average of 76 mins to run SAF on one 1090

dataset. 1091

D Error Distribution – Sentence-Level 1092

Analysis 1093

As described in Section 4.1.2, we use sentence- 1094

level for semi-automatic filtering (SAF). Table 9 1095

shows the impact on SAF on dataset sizes on 1096

sentence-level, i.e., the number of sentences from 1097

all collected user utterances before (Sentences (Be- 1098

fore)), and the number of sentences after (Sentences 1099

(After)) applying SAF. 1100
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Figure 2: Illustration of the distribution of dialogues with potential real-world error scenarios across datasets.

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

#Sentences
(Before) 103,029 296,808 192,485 251,985 190,691 165,750

#Sentences
(After)

16,545
(16.0%)

19,033
(6.4%)

26,939
(14.0%)

1,474
(0.0%)

25,711
(13.5%)

2,358
(1.4%)

Table 9: Size comparison of datasets before and after
applying SAF (on sentence-level).

Figure 2 illustrates the distribution of Sentences1101

(After) across datasets with regard to similarity1102

ranges, i.e., 50% − 60%, 60% − 70%, 70% −1103

80%,80% − 90%, 90% − 100%. It reflects the1104

share in identified phrases from each of the datasets1105

(see Table 2). Most of the phrases were identi-1106

fied in SFC (Hancock et al., 2019). Only a small1107

amount of phrases came from the other datasets1108

which might be the reason for the clusters in the1109

lower ranges.1110

E Task-Oriented Dialogues – Examples1111

In Section 5.1, we state that the dialogues of task-1112

oriented datasets considered in our work are of little1113

variety in language and flow. This is most obvious1114

in case of BABI (Bordes et al., 2016) which we1115

want to show using the following example:1116

1. USER: good morning1117

1. SYSTEM: hello what can i help you with today1118

2. USER: may i have a table with british cuisine1119

in a cheap price range1120

2. SYSTEM: i’m on it. where should it be1121

3. USER: madrid please1122

3. SYSTEM: how many people would be in your 1123

party 1124

4. USER: for eight please 1125

4. SYSTEM: ok let me look into some options for 1126

you 1127

5. USER: actually i would prefer in paris 1128

5. SYSTEM: sure is there anything else to update 1129

6. USER: instead could it be for four people 1130

6. SYSTEM: sure is there anything else to update 1131

7. USER: instead could it be in a moderate price 1132

range 1133

7. SYSTEM: sure is there anything else to update 1134

8. USER: no 1135

8. SYSTEM: ok let me look into some options for 1136

you 1137

This dialogue is prototypical for BABI. The first 1138

few turns (the first four in this case) contain the orig- 1139

inal user request. Then, the user asks for changes 1140

(turn five to eight). Overall, the dialogues are very 1141

scripted. Users are mostly clear and distinctive in 1142

their responses. They contain only little variety in 1143

language and flow, which makes them seem very 1144

unrealistic. We do not observe a change in this 1145

regard across tasks. The following dialogue is from 1146

SGD (Rastogi et al., 2020): 1147

1. USER: Our family is planning for a vacation 1148

trip. Please can you find a good rental car for 1149

a pleasant trip? 1150
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1. SYSTEM: At what time do you need the car?1151

2. USER: I can pick up the car at 15:001152

2. SYSTEM: From when onwards you are look-1153

ing for the rental car?1154

3. USER: I need the car from 11th of March.1155

3. SYSTEM: So, how long you need the car?1156

4. USER: I might need it till the 13th of this1157

month.1158

4. SYSTEM: Okay! So, where would be your1159

pick up location?1160

5. USER: I can pick up the car in Paris on 9th of1161

this month.1162

5. SYSTEM: Okay! There is a nice car, Chevro-1163

let Cruze, a Standard car is available for pick1164

up on March 9th at Charles de Gaulle Inter-1165

national Airport. Do you wish to rent this1166

car?1167

6. USER: Do you have any other cars for I need1168

the car till 10th of this month.1169

6. SYSTEM: Yup! We’ve 3 more cars. Do you1170

wish to rent Honda Accord, which is a Stan-1171

dard car and its ready for pickup on March 9th1172

from Charles de Gaulle International Airport?1173

7. USER: Okay. I go for the Honda Accord.1174

The dialogue looks much more natural, which1175

might be due to its type. While BABI consists1176

of human-bot dialogues, SGD consists of human-1177

human dialogues. However, the flow is very simi-1178

lar. Up until turn five, the user’s request is refined.1179

Then, the system comes up with a suggestion which1180

the user denies (for a couple of turns) by asking for1181

something different. At some point, user’s agree1182

or disagree on the system’s suggestions. Then the1183

dialogue ends. The following dialogue is from1184

MWoZ (Zang et al., 2020):1185

1. USER: Hi, I could use help with my planning.1186

I am trying to find a place to stay.1187

1. SYSTEM: Ok, to help us find the right place1188

for you lets talk about what you would like.1189

Do you have a price range you prefer? Or an1190

area of town?1191

2. USER: I would like it to be in the south and 1192

have a rating of 3 stars. 1193

2. SYSTEM: We have a moderately priced guest- 1194

house and an expensive hotel that match your 1195

requirements. 1196

3. USER: Does either offer free parking? 1197

3. SYSTEM: They both offer free parking and in- 1198

ternet. 1199

4. USER: Okay can you please book it for 7 peo- 1200

ple for 4 nights starting on Tuesday? 1201

4. SYSTEM: Which one? The guesthouse or the 1202

hotel? 1203

5. USER: The hotel, please. 1204

5. SYSTEM: Reference number is : BS0ODSGJ. 1205

Is there anything else? 1206

6. USER: Yes, I also need a train from stevenage 1207

to cambridge. I want to leave after 10:15 on 1208

tuesday. 1209

6. SYSTEM: I have train TR0517 that leaves at 1210

11:54. Would that be something that would 1211

work for you? 1212

7. USER: That’s perfect. Could I get the train ID 1213

and travel time? 1214

7. SYSTEM: The travel time is 49 minutes. 1215

8. USER: Great, that’s all I need, thanks so much 1216

for your help! Have a great day! 1217

8. SYSTEM: You’re very welcome! Thank you! 1218

Bye! 1219

Like in case of SGD, the dialogue looks very 1220

natural. However, in contrast to BABI and SGD, 1221

the dialogues consist less of refinements, but more 1222

of multiple tasks as shown in this example. First, 1223

the user asks for a hotel in a city, then he asks 1224

for transportation to that city. Sometimes, he also 1225

asks for locations with entertainment. While the 1226

first request is usually completed (the booking of 1227

a room in this case), the second request is usually 1228

about gathering information (the user just asks for 1229

the train number, departure and travel time, but not 1230

for booking a seat). 1231
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F Human-Human Dialogues – Examples1232

We find that it is hard to identify errors in human-1233

human dialogues, as the tone is in principle mostly1234

polite, even if one of the partners is wrong. The fol-1235

lowing dialogue is an example from WoW (Dinan1236

et al., 2018):1237

1. USER: I adore photography even though I’m1238

bad at it. It was never a good idea to give me1239

access to a DSLR camera...1240

1. SYSTEM: Well, photography is a science. A1241

little practice and you’d get it down.1242

2. USER: You think so? I think most people, my-1243

self included, would consider in an art. But I1244

suppose it’s true that there is a lot of technical1245

detail to it.1246

2. SYSTEM: I personally do it as a hobby but1247

many do in businesses, film ect. In my opinion1248

it’s always art. i love it because it can capture1249

what your heart see’s. If you angle it just right1250

In this case, one partner claims that photogra-1251

phy is science. However, it’s commonly consid-1252

ered visual art. Instead of directly correcting him,1253

the other person rather suggests that the system1254

might be wrong. The following example is from1255

PC (Zhang et al., 2018):1256

1. USER: Hi, how it is going today?1257

1. SYSTEM: It is going great today; everyday is1258

great in my ford truck.1259

2. USER: Oh. I am eating a piece of fried chicken.1260

2. SYSTEM: Right on. I do not allow fried1261

chicken in my ford truck.1262

3. USER: What do you do for a living?1263

3. SYSTEM: I work on ford trucks. Do you have1264

a ford truck?1265

4. USER: No , i drive a toyota.1266

4. SYSTEM: I am so sorry. You should get your-1267

self a ford truck. Mine is black .1268

5. USER: I am not. I love my toyota .1269

5. SYSTEM: Well okay. How about a ford car?1270

They are just as good.1271

6. USER: Nope, hardcore toyota family. My wife 1272

drives a 4runner. 1273

6. SYSTEM: Why do they call it a 4runner? 1274

7. USER: Because it will run forever. 1275

7. SYSTEM: Oh, I thought it was because 4 1276

wheeler was taken. 1277

8. USER: Oh. That does not make much sense. 1278

8. SYSTEM: Are you kidding me? Do you know 1279

any jokes? 1280

In the second to last turn, one partner makes 1281

a joke that the other does not understand. The 1282

response is quite polite. He informs the partner that 1283

his statement does not make much sense to him. 1284

G Effectiveness Of Semi-Automatic 1285

Filtering – A Detailed Analysis 1286

The semi-automatic-filtered subsets (SAF) consid- 1287

ered for manual annotation consist of 20 dialogues 1288

from each of the datasets examined and from each 1289

similarity range, i.e., 50% − 60%, 60% − 70%, 1290

70%−80%, 80%−90%, 90%−100% (if available). 1291

As the data in the upper ranges (80% − 100%) 1292

is scarce in case of WoW (Dinan et al., 2018), 1293

PC (Zhang et al., 2018), and BABI (Bordes et al., 1294

2016), SAF consists only of 555 dialogues (instead 1295

of 600 like the randomly selected dialogues). Ta- 1296

ble 10 shows the results of our error type analysis 1297

with respect to the similarity ranges identified by 1298

SAF (meaning that each dialogue contains at least 1299

one utterance with a sentence identified to be simi- 1300

lar to at least one error-indicating sentence in this 1301

similarity range). Overall (O) represents the num- 1302

ber of dialogues randomly sampled from the re- 1303

spective similarity range, and Error (E) represents 1304

the number of dialogues identified in our manual 1305

analysis to contain an error in a system utterance. 1306

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Overall / Error O E O E O E O E O E O E

SAF Dialogues

90% - 100% 20 2 20 2 17 0 6 2 20 20 9 4
80% - 90% 20 2 20 1 18 0 5 2 20 20 15 9
70% - 80% 20 1 20 0 20 0 20 0 20 19 20 4
60% - 70% 20 1 20 0 20 2 20 1 20 18 20 2
50% - 60% 20 2 20 0 20 0 20 1 20 15 20 0

Overall 100 8 100 3 95 2 71 6 100 92 89 19
Random Dialogues 100 2 100 0 100 5 100 2 100 46 100 3

Table 10: Identified errors in all datasets across similar-
ity ranges.

Overall, only 58 dialogues of the randomly se- 1307

lected ones (9.6%) contain errors. In the case of 1308
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SAF, we observe 130 of such cases. Therefore,1309

SAF shows to facilitate the process of identify-1310

ing free-text human feedback. Even if the number1311

of identified errors is overall low, most errors are1312

identified in the range of 60%− 100%, excluding1313

the densest section in case of MWoZ (Zang et al.,1314

2020), SGD (Rastogi et al., 2020), PC and WoW,1315

50%− 60% (see also Figure 2).1316

H Human Annotators1317

All additional annotators that participated in this1318

study were non-native speakers. They were experts1319

from our lab with sound English skills and NLP1320

background. We did not select them based on spe-1321

cific criteria; they participated voluntarily. Accord-1322

ingly, they were not paid extra for this, since they1323

did the annotations during their working hours. For1324

annotation, we did not use any specific tool. We1325

provided the annotators with dialogues in json for-1326

mat and asked them to do the annotations directly1327

in the respective files.1328

I Inter-Annotator Agreement – Detailed1329

Analysis1330

This section gives more insights on the inter-1331

annotator agreement. Table 11 shows the inter-1332

annotator agreement for each dataset using our im-1333

proved error type taxonomy.1334

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Error
Type

SAF 0.01 0.0 1.0 0.51 0.81 0.12
Random 0.55 0.01 -0.01 0.09 0.80 0.02

User
Res. Type

SAF 0.04 0.0 0.23 0.16 0.72 0.04
Random 0.05 0.0 0.0 0.01 0.79 -0.02

Table 11: Inter-annotator agreement for each dataset.

In the case of human-human dialogues, the1335

overall agreement is rather low (except for Per-1336

sonaChat (Zhang et al., 2018)). We find that errors1337

are hard to identify in these dialogues, as humans1338

rather suggest disagreements instead of accusing1339

the partner of a mistake. This is also reflected in the1340

user response type agreement since it depends on1341

the error type annotation. However, PersonaChat1342

seems to be different (according to Table 6). We1343

attribute this to the dialogue type, which is open-1344

domain, where we find that humans react harshly1345

and accusing to errors in system utterances, result-1346

ing in more direct feedback that is easier to identify.1347

Table 12 shows the inter-annotator agreement1348

for each dataset using the original error type taxon-1349

Task-
Oriented

Open-
Domain

Know.-
Grounded

Dataset MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Error
Type

SAF
-0.10

(-0.11)
0.0

(-0.0)
1.0

(-0.0)
0.26

(-0.25)
0.80

(-0.01)
-0.09

(-0.21)

Random
0.55
(-0.0)

0.01
(-0.0)

-0.01
(-0.0)

0.09
(-0.0)

0.80
(-0.01)

0.0
(-0.02)

Table 12: Inter-annotator-agreement for the Higashinaka
et al. (2021) taxonomy.

omy as proposed by Higashinaka et al. (2021). Us- 1350

ing this taxonomy deteriorates the inter-annotator 1351

agreement. This is most obvious in case of 1352

MWoZ (Zang et al., 2020) and PC (Zhang et al., 1353

2018), which are both human-human datasets. A 1354

detailed analysis revealed that this is mostly due 1355

to over-specialized error types which were merged 1356

in our improved taxonomy, such as ignore expec- 1357

tation and ignore request, I9 and I6 in the original 1358

taxonomy (Table 1). Another reason are the newly 1359

added error types, such as factually incorrect, E5 1360

(Table 4), which were not covered in the original 1361

taxonomy, but occur in the dialogues. Overall, the 1362

results show that our revised taxonomy improves 1363

the general applicability and acceptance of the orig- 1364

inal error type taxonomy proposed by Higashinaka 1365

et al. (2021). 1366

I.1 Edge Cases 1367

To get a better understanding of the disagreement 1368

between annotators, Table 13 shows the aggregated 1369

error type distribution (error type annotation from 1370

both the SAF and random subsets). 1371

Task-
Oriented

Open-
Domain

Knowledge-
Grounded

MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Annotator A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
Ignore

Question (E1) 1 2 2 - - 1 1 2 1 1 2 5 67 64 66 - 1 3

Ignore
Request (E2) 3 3 3 - - - 1 - - - - - 1 9 6 - - -

Ignore
Expect. (E3) 2 3 3 1 - 1 1 1 1 - - - 2 1 - 2 - -

Attribute
Error (E4) 3 1 - - - - 4 - 3 - 2 3 - 3 - 1 5 1

Factually
Incorrect (E5) - 2 - 2 - - - 4 - 1 2 - 3 1 - 13 1 1

Topic Trans.
Error (E6) - - 1 - - - - - - 2 2 10 62 58 58 4 - 1

Convers. (E7) 1 - 2 - - 1 - - - 1 1 1 - - 2 1 - 3
Unclear

Intention (E8) - 12 - - - - - - - - - 1 - 2 2 - 13 -

Lack of
Sociality (E9) - - - - - - - - - 2 1 4 2 2 1 - - -

Lack of
Com. Sense

(E10)
- - 1 - - - - - - 1 2 2 - - - 1 - 1

Table 13: Error types in both the SAF and randomly
selected dialogues.

Overall, the distribution is very broadly spread. 1372

However, in most cases, it seems like at least two 1373

annotators agree. There are only a few outliers 1374

where there is a large deviation, i.e., unclear inten- 1375

tion (E8) in case of MWoZ (Zang et al., 2020) and 1376
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WoW (Dinan et al., 2018), topic transition error1377

(E6) in case of PC (Zhang et al., 2018), factually1378

incorrect (E5) and attribute error (E4) in case of1379

WoW. For example, attribute error is defined as1380

an error type that rather addresses task-oriented1381

dialogues, but annotator two found it five times in1382

the WoW dataset. During our analysis, we found1383

that factually incorrect would have described these1384

cases more accurately. In the case of unclear inten-1385

tion in WoW and MWoZ, we found that annotator1386

two marked some cases as errors that are actually1387

not necessarily errors. The same applies to the1388

factually incorrect errors in BABI (which consists1389

of task-oriented dialogues). In the case of PC, we1390

found that topic transition error is in most cases1391

the most obvious error type, and in our opinion,1392

annotator three was right in most of the cases.1393

In summary, we find that deviations are primar-1394

ily the result of (1) how the annotators interpret the1395

descriptions of the error types (based on their expe-1396

rience), and (2) biases in the data. The former could1397

probably be addressed by more examples in the an-1398

notation guidelines (see Section K). The latter is a1399

bit more difficult. In these cases, a multi-step an-1400

notation process could be useful, where annotators1401

mark errors they are not sure about to be discussed1402

before they are finally annotated.1403

Task-
Oriented

Open-
Domain

Knowledge-
Grounded

MWoZ
(HH)

SGD
(HH)

BABI
(HB)

PC
(HH)

SFC
(HB)

WoW
(HH)

Annotator A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
UR1 3 8 5 2 - 3 4 2 3 1 2 23 39 40 36 1 6 2
UR2 2 9 3 1 - - 1 3 1 - - 1 - 1 - - - -
UR3 2 3 3 - - - 2 1 - - - - 4 3 - 9 7 5
UR4 1 3 1 - - - - 1 1 3 5 2 36 37 35 1 - -
UR5 2 - - - - - - - - 4 5 - 59 59 64 11 7 3

Table 14: User response types in both the SAF and
randomly selected dialogues.

Table 14 shows the aggregated distribution of1404

user response types. What stands out here are the1405

differences in the situations where users ignore the1406

error situations (UR1) in the case of PC (annotator1407

three) and WoW (annotator two). However, we1408

found no pattern in the underlying error situations.1409

We suspect that this is due to the nature of human-1410

human dialogues (PC and WoW consist of human-1411

human dialogues). As we have pointed out before,1412

subjects behave more cautiously and politely in1413

human-human dialogues, while in contrast they1414

clearly point out errors when communicating with1415

chatbots (see Appendix F for examples).1416

J EURTAD – Dialogue Structure 1417

To support research into methods for learning from 1418

free-text human feedback, feedback detection, or 1419

feedback annotation, we publish the EURTAD 1420

dataset. It consists of 1,155 dialogues from var- 1421

ious domains. In order to maintain reusability, we 1422

provide the dialogues in a unified json format that 1423

extends the original annotations with error and user 1424

response type annotations. The following listing 1425

shows the dialogue structure: 1426

{ 1427
"unique_id": "unique id in the 1428

context of EURTAD, e.g., PMUL0121. 1429
json_multiwoz_train", 1430

"id": "dataset-specific id, e.g., 1431
PMUL0121.json", 1432

"turns": [ 1433
{ 1434

"utterance": { 1435
"text": "text of the 1436

utterance", 1437
"original_annotations": [ 1438

... 1439
], 1440
"error_type": "the error 1441

type, e.g., E5", 1442
"error_type_comment": "the 1443

annotators comment for 1444
why this is an error" 1445

}, 1446
"response": { 1447

"text": "text of the 1448
response", 1449

"original_annotations": [ 1450
... 1451

], 1452
"response_type": "The user 1453

response type, e.g., UR5 1454
" 1455

} 1456
}, 1457
... 1458

] 1459
} 1460

K Annotation Guidelines 1461

K.1 Annotation Task 1462

Learning from textual user feedback, i.e., free-form 1463

text feedback that expresses user dissatisfaction, de- 1464

scribes new knowledge (new concepts), provides 1465

corrections or alternative responses, is increasingly 1466

important to continuously improve dialogue sys- 1467

tems. As of today, only few datasets provide an- 1468

notation for such data. However, there are various 1469

dialogue datasets publicly available – from a va- 1470

riety of domains and for all kinds of tasks. As 1471

an annotator, you are provided with two different 1472

taxonomies, an error type taxonomy, and a user 1473

response type taxonomy, and two different types 1474
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of dialogues, conspicuous dialogues and cold dia-1475

logues. Your task is to annotate the dialogues using1476

the given taxonomies. The conspicuous dialogues1477

are identified to contain conspicuous sentences in1478

user utterance that express user dissatisfaction as a1479

result of an error in the previous system response.1480

You have to decide (1) whether or not this conspic-1481

uous sentence correctly emphasizes an error in the1482

previous system response, (2) which error type is1483

represented in the previous system response, and1484

(3) how the user reacted. The cold dialogues do not1485

contain such information. In this case, your task is1486

to identify error situations and user reactions in the1487

dialogues just given the taxonomies.1488

K.2 Dialogue Format1489

1490

To avoid bias, we provide the dialogues in a1491

unified format without the original task-specific1492

annotations. Here’s an example of a conspicuous1493

dialogue:1494

{1495
"unique_id": "PMUL0121.1496

json_multiwoz_train",1497
"id": "PMUL0121.json",1498
"turns": [1499

{1500
"utterance": "Hi there! Can you1501

give me some info on1502
Cityroomz?",1503

"response": "Cityroomz is1504
located at Sleeperz Hotel,1505
Station Road in the Centre1506
area. It is a moderatley1507
priced hotel with a 0 star1508
rating. Would you like to1509
book a room?"1510

},1511
{1512

"utterance": "Yes please. I1513
need it for 7 people for 31514
nights starting on tuesday.1515
",1516

"response": "How many days1517
would you like to book it1518
for?"1519

},1520
{1521

"utterance": "I would like to1522
book it for 3 nights1523
beginning on Tuesday.",1524

"response": "Ok, Your rooms1525
have been booked. Your1526
reference number is1527
CYJDAR7R . Is there1528
anything else I can help1529
you with today?"1530

},1531
{1532

"utterance": "Yeah, I need a1533
restaurant in the west and1534
with expensive pricing.",1535

"response": "There are 9 1536
expensive restaurants in 1537
the west area. Do you 1538
prefer a certain type of 1539
food?" 1540

}, 1541
{ 1542

"utterance": "No, I don't have 1543
a preference, but I need 1544
the phone number and 1545
postcode.", 1546

"response": "I recommend 1547
Graffiti, the number is 1548
01223277977 and the 1549
postcode is cb30lx. Would 1550
you like me to book a table 1551
for you?" 1552

}, 1553
{ 1554

"utterance": "No, right now, I 1555
just need the infor. Thanks 1556
!", 1557

"response": "Can I help you 1558
with anything else today?" 1559

}, 1560
{ 1561

"utterance": "That is all. 1562
thanks", 1563

"response": "Thank you for 1564
using our system." 1565

} 1566
], 1567
"conspicuous": [ 1568

{ 1569
"phrase": [ 1570

"actually, i apologize no 1571
need to book, i was just 1572
gathering information.", 1573
" i would like to book 1574

it for 3 nights 1575
beginning on tuesday." 1576

], 1577
"confidence": 0.593, 1578
"turn": 2 1579

} 1580
], 1581
"annotations": [ 1582

{ 1583
"turn": 2, 1584
"annotation": { 1585

"error_type": "E2", 1586
"comment": "the system 1587

misses intent/slots. the 1588
user already said that 1589

he need it for three 1590
nights", 1591

"error": "C1", 1592
"user_reaction": "B3" 1593

} 1594
} 1595

] 1596
} 1597

Each dialogue consists of a unique id, an id, and 1598

its turns. Conspicuous is an array. The first value is 1599

an error-indicating phrase, a phrase that was identi- 1600

fied to express user dissatisfaction in the utterance 1601

of the corresponding turn. The second value is 1602
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the value from an utterance of this dialogue that1603

was identified to be similar to this error-indicating1604

sentence. Confidence represents the similarity. Di-1605

alogues with multiple conspicuous values are pos-1606

sible. The annotations list has an entry for each1607

conspicuous phrase. Please add your annotations1608

here. In comment, you can share your thoughts1609

with us.1610

Here’s an example for an cold dialogue:1611

[1612
{1613

"dialogue": "p2 cats are like1614
cartoons. p1 that's cool ,1615
whats your favorite food ? p21616
pizza. p1 ni hao . as my1617
father says . you must have1618
great plans ahead ? p2 yes, i1619
plan to be a success.",1620

"error": "C2",1621
"error_type": "",1622

"user_reaction": "",1623
"comment": "",1624

"turn": "",1625
"phrase": "",1626

},1627
...1628

]1629

The structure is a bit different. All cold dia-1630

logues are provided in one large json file, and the1631

dialogues themselves maintain the structure of the1632

original dataset. In this case, it is an dialogue1633

from the human-bot split of the Self-Feeding Chat-1634

bot (p2 represents the system, p1 represents the1635

user). There are two additional fields here: turn1636

and phrase. If you by chance find a phrase that1637

indicates dissatisfaction in the user’s response to a1638

system’s error, please add phrase and turn to these1639

fields.1640

K.3 Taxonomies1641

K.3.1 Error Type Taxonomy1642

This is the taxonomy for the field error type.1643

[1644
{1645

"id": "E1",1646
"name": "Ignore Question",1647
"description": "The response1648

ignores a user\'s1649
question.",1650

"example": "User: 'How is the1651
weather in Berlin?', System:'1652
Have you ever heard of Bobby1653
Jean?'"1654

},1655
{1656

"id": "E2",1657
"name": "Ignore Request",1658
"description": "The response1659

ignores a user's1660

request to do something. 1661
", 1662

"example": "User: 'Can you book me 1663
a room for two please?', 1664

System: 'Look at these flowers 1665
... Aren't they beautiful?'" 1666

}, 1667
{ 1668

"id": "E3", 1669
"name": "Ignore Expectation", 1670

1671
"description": "The response 1672

does not fulfill the 1673
user's expectation.", 1674

"example": "User: 'Can you book me 1675
a room at The Inn for two 1676

nights starting tomorrow? Can 1677
you also provide me with the 1678
address?', System:'Absolutely 1679
!'" 1680

}, 1681
{ 1682

"id": "E4", 1683
"name": "Attribute Error", 1684
"description": "The response 1685

suggests that the 1686
system did not get the 1687
attributes/slots right.", 1688

1689
"example": "User: 'Can you book me 1690

an expensive restaurant in 1691
the west of town?', System:' 1692
Sure. I would recommend The 1693
Breakfast Club. It is a very 1694
cheap and nice location." 1695

}, 1696
{ 1697

"id": "E5", 1698
"name": "Factually Incorrect 1699

", 1700
"description": "The response 1701

contains information 1702
that is factually 1703
incorrect.", 1704

"example": "User: 'Who is the 1705
current president of the 1706
United States of America?', 1707
System:'Abraham Lincoln.'" 1708

}, 1709
{ 1710

"id": "E6", 1711
"name": "Topic Transition 1712

Error", 1713
"description": "The response 1714

transitions to another / 1715
a previous topic 1716

without reasonable 1717
explanation.", 1718

"example": "User: 'I think I have 1719
a cold.', System:'I really 1720
love pears. So juicy!'" 1721

}, 1722
{ 1723

"id": "E7", 1724
"name": "Conversationality", 1725
"description": "The response 1726

indicates that the 1727
system lost track, e.g., 1728
it repeats previous 1729

responses (without 1730
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asking for missing1731
information) or1732
contradicts itself.",1733

"example": "System: 'Man is shaped1734
by his environment.', User:'1735

Yes. But does that justify1736
this tone?', System: 'Man is1737
shaped by his environment.'"1738

},1739
{1740

"id": "E8",1741
"name": "Unclear Intention",1742
"description": "The response1743

suggests that the user'1744
s intent was not1745
successfully conveyed.",1746

"example": "User: 'Can you book me1747
a flight to London?', System:1748
'Yes. What do you want for1749

dinner?'"1750
},1751
{1752

"id": "E9",1753
"name": "Lack of Sociality",1754
"description": "The response1755

lacks consideration of1756
social standards, e.g.,1757
greetings, is toxic or1758
disrespectful.",1759

"examples": "User: 'Hi! My name is1760
Jochen Schweitzer!', System:1761

'Sure. How can I help you?'"1762
},1763
{1764

"id": "E10",1765
"name": "Lack of Common1766

Sense",1767
"description": "The1768

information in the1769
responses opposes the1770
opinion of the majority.1771
",1772

"example": "User: 'You have to1773
work hard for success.',1774
System: 'Hmm... No. What is to1775
be, will be.'"1776

}1777
]1778

K.3.2 User Reaction Taxonomy1779

This is the taxonomy for the field user reaction.1780

[1781
{1782

"id": "UR1",1783
"short": "The user ignores1784

the error and continues1785
the conversation.",1786

"description": "The user1787
simply continues and1788
does not draw the system1789
's attention to the1790
error.",1791

"example": "-"1792
},1793
{1794

"id": "UR2",1795
"short": "The user repeats1796

or rephrases his/her1797

concern.", 1798
"description": "The user 1799

repeats or rephrases his 1800
originally concern.", 1801

"example": "'Can you book a 1802
restaurant for two for 1803
tonight?' vs. 'Can you 1804
book a table for two for 1805
tonight?'" 1806

}, 1807
{ 1808

"id": "UR3", 1809
"short": "The user makes the 1810

system aware of the 1811
error and provides a 1812
correction.", 1813

"description": "The user 1814
makes the system aware 1815
of the error and 1816
provides information to 1817
address what is missing 1818
or wrong in its 1819
utterance. ", 1820

"example": "'No, I didn't 1821
want you to book a table. 1822
I just wanted the 1823

address!'" 1824
}, 1825
{ 1826

"id": "UR4", 1827
"short": "The user makes the 1828

system aware without 1829
providing a correction.", 1830

1831
"description": "The user 1832

makes the system aware 1833
without providing 1834
additional information", 1835

"example": "'No. You're 1836
wrong.'" 1837

}, 1838
{ 1839

"id": "UR5", 1840
"short": "The user asks for 1841

clarification.", 1842
"description": "The user is 1843

puzzled and asks for 1844
clarification, e.g. the 1845
system suddenly switches 1846
to another topic or 1847

mixed concepts up.", 1848
"example": "'What do you 1849

mean?'" 1850
} 1851

] 1852
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