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ABSTRACT

The reasoning abilities of large language models (LLMs) have improved with
chain-of-thought (CoT) prompting, allowing models to solve complex tasks step-
wise. However, training CoT capabilities requires detailed reasoning data, which is
often scarce. The self-taught reasoner (STaR) framework addresses this by using
reinforcement learning to automatically generate reasoning steps, reducing reliance
on human-labeled data. Although STaR and its variants have demonstrated em-
pirical success, a theoretical foundation explaining these improvements is lacking.
This work provides a theoretical framework for understanding the effectiveness
of reinforcement learning on CoT reasoning and STaR. Our contributions are: (1)
criteria for the quality of pre-trained models necessary to initiate effective reasoning
improvement; (2) an analysis of policy improvement, showing why LLM reason-
ing improves iteratively with STaR; (3) conditions for convergence to an optimal
reasoning policy; and (4) an examination of STaR’s robustness, explaining how it
can improve reasoning even when incorporating occasional incorrect steps; This
framework aims to bridge empirical findings with theoretical insights, advancing
reinforcement learning approaches for reasoning in LLMs.

1 INTRODUCTION

With the advancement of large language models (LLMs), their reasoning capabilities have become
crucial to their success. This progress is mainly attributed to chain-of-thought (CoT) prompting Wei
et al. (2022), which allows LLMs to go beyond pattern matching and handle more complex reasoning

∗equal contribution
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problems by providing step-by-step guidance. GPT4-o1 OpenAI (2024) exemplifies this success,
achieving high scores on various mathematical and programming benchmarks.

However, to train models with CoT capabilities, training data must include detailed reasoning
steps Malach (2024); Prystawski et al. (2024); Xiao & Liu (2024), which are often absent. To
address this challenge, the self-taught reasoner (STaR) approach Zelikman et al. (2022) was proposed,
leveraging reinforcement learning to automatically discover reasoning steps. Numerous improvements
to STaR have since been introduced Hosseini et al. (2024); Zelikman et al. (2024); Lin et al. (2024);
Andukuri et al. (2024); Xiang et al. (2025), demonstrating empirically that LLMs can effectively
learn reasoning steps via reinforcement learning without human intervention.

Although some theoretical research exists on CoT techniques (e.g., Prystawski et al. (2024); Malach
(2024); Feng et al. (2024); Xiao & Liu (2024); Hu et al. (2024)), these studies are primarily focused
on supervised and auto-regressive learning settings that require detailed reasoning steps included
in training data. They do not show how reinforcement techniques can enhance reasoning steps.
Furthermore, while there are existing reinforcement learning frameworks for theoretical analysis
(e.g., Jin et al. (2018); Ayoub et al. (2020); Jin et al. (2021; 2020); Bhandari & Russo (2021); Chen
et al. (2022); Yeh et al. (2023); Lai et al. (2024)), none are designed to analyze the self-improvement
of LLMs through reinforcement learning. As a result, no theoretical framework explains how LLMs
can enhance their reasoning capabilities via reinforcement learning. A detailed literature review is
shown in Sec. A.1.

1.1 OUR CONTRIBUTIONS

In this research, we propose a theoretical framework to analyze the effectiveness of reinforcement
learning in Chain-of-Thought (CoT) reasoning and Self-Taught Reasoner (STaR), addressing the
following questions:

Q1. Conditions of Pre-trained Models for STaR: How competent does the pre-trained LLM
need to be to bootstrap the discovery of reasoning steps in the first iteration? We show
that a pre-trained LLM can initiate effective reasoning improvement if one of the following
holds when inferencing on the problems in STaR’s training set.

• The pre-trained LLM performs better than a randomly initialized model at each rea-
soning step (i.e., its probability of producing the correct step exceeds that of random
guessing).

• The pre-trained LLM is on par with a randomly initialized model at exactly one
reasoning step but exceeds it at all other steps.

Q2. Policy Improvement: Can LLMs improve their reasoning capabilities iteratively through
STaR? We demonstrate that if the pre-trained model satisfies the conditions we mentioned
previously, within each iteration of the STaR algorithm, LLMs can consistently improve the
correctness of their reasoning trajectories.

Q3. Convergence to the Optimal Policy: If an optimal reasoning model exists, can STaR
eventually find this optimal reasoner? Given sufficient iterations, we prove that if the
pre-trained model satisfies the previously mentioned conditions, LLMs can converge to
the optimal reasoner, achieving the highest probability of generating correct reasoning
trajectories that lead to correct answers.

Q4. Existence of Incorrect Reasoning Steps in STaR: Is it possible for a sub-optimal model
which would generate incorrect reasoning steps included in the next iteration of training,
while still arriving at the correct final answer? We show that even when incorrect reasoning
steps are included in the training data for a given iteration, the probability of these incorrect
reasoning steps being included in the training data will diminish with the increasing iteration
of STaR.

To the best of our knowledge, this is the first theoretical analysis to guarantee how LLMs can improve
their reasoning capabilities through reinforcement learning.
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2 THEORETICAL FRAMEWORKS

2.1 PROBLEM FORMULATION

In our problem formulation, we consider a chain of thought (CoT) reasoning process composed of N
steps where N > 1. Let s0 denote the initial input string, and sn represent the resulting string after
the n-th CoT step, where 1 ≤ n ≤ N . We assume that the chain-of-thought steps satisfy the Markov
property: each string sn contains sufficient information to derive the next string sn+1, without relying
on information from any the preceding string si where 0 ≤ i < n. For instance, in the addition
problem 1 + 2 + 3 + 4, the chain-of-thought steps can be expressed as:

s0 = 1+2+3+4⇒ s1 = 3+3+4 ⇒ s2 = 6+4⇒ s3 = 10.

In this example, obtaining s2 = 6+4 requires only the information in s1 = 3+3+4 and does not
depend on s0 = 1+2+3+4. Under this Markov assumption, the chain-of-thought (CoT) process can
naturally be cast as a Reinforcement Learning (RL) problem, which can be described by a Markov
decision process (MDP). Formally, letM = (S,A, N, r,P) represents the MDP, where:

• S is the space of all possible initial inputs, CoT steps, and final answers, denoted {si | 0 ≤
i ≤ N}. In this formulation, s0 is the CoT input, s1, . . . , sN−1 are the subsequent reasoning
steps, and sN is the final answer.

• A is the action space. Because each action corresponds uniquely to selecting the next state,
we identify A with S. That is, choosing a is equivalent to setting sn+1 as the unique next
step associated with a.

• P is the transition function. Given that an action a uniquely determines the next state sn+1,
this transition is deterministic:

P
(
Sn+1 = sn+1

∣∣A = sn+1, Sn = sn
)
= 1.

• r(s0, sN ) is the reward function, yielding a nonzero reward solely at the final step if sN
matches the correct answer. Concretely, consider a dataset D composed of question-answer
pairs. For each instance (s0, s

⋆
N ) ∈ D, where s0 represents the question and s⋆N the correct

final answer, define

r(s0, sN ) =

{
1, if sN = s⋆N and (s0, s

⋆
N ) ∈ D,

0, otherwise.

Thus, the agent earns a reward of 1 exclusively when it terminates on s⋆N , and 0 otherwise.
Note that we fixed the number of CoT steps to be N ; intermediate states sn (for 1 ≤ n < N )
do not produce any positive reward.

Given the RL formulation above, a policy π(A | Sn = sn) specifies how the next action A = sn+1 is
selected based on the current state Sn = sn. Although the transition P

(
Sn+1 | A = sn+1, Sn = sn

)
is deterministic (that is, once A = sn+1 is chosen, Sn+1 = sn+1 is uniquely determined), the policy
π(A | Sn = sn) itself can be stochastic if there is uncertainty about which next step to choose given
Sn = sn. To streamline notations, we define a stochastic transition P (Sn+1 | Sn) by combining the
stochastic policy π(A | Sn) with the deterministic transition P(Sn+1 | A,Sn):

P
(
Sn+1 | Sn

)
= P

(
Sn+1 | π(A | Sn), Sn

)
.

In this setup, the LLM serves as the transition function P (Sn+1 | Sn), producing the subsequent CoT
step sn+1 based on the current CoT step sn. After the final step sN is reached, the reward function
r(s0, sN ) measures correctness by comparing sN to the ground truth answer s⋆N .

To guide LLMs toward selecting a final state sN that maximizes the reward upon completing CoT, we
use a modified version of STaR Zelikman et al. (2022), termed RL-STaR, as outlined in Algorithm 1.
This algorithm takes a training dataset D and a pre-trained LLM as transition P0 as input, and outputs
a trained LLM as transition PT , where D consists of K instances. In each iteration t, we repeat
the following procedure L times: we uniformly sample a pair

(
s
(ℓ)
0 , s

⋆(ℓ)
N

)
from D and generate a

trajectory τ (ℓ) by sequentially sampling states from the current transition Pt−1. Specifically, starting
from s

(ℓ)
0 , we iteratively draw s

(ℓ)
n ∼ Pt−1

(
Sn |Sn−1 = s

(ℓ)
n−1

)
for n = 1, . . . , N . If the final state
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Algorithm 1 RL-STaR

Input: A datasets D = {(s(k)0 , s
⋆(k)
N )|k ∈ [K]}, a pre-trained LLM as transition P0.

Output: A trained LLM as transition PT .
for t = 1 to T do
# Repeat the following procedure for L times where L≫ K.
for ℓ = 1 to L do(

s
(ℓ)
0 s

⋆(ℓ)
N

)
∼ D. # Uniformly sample a pair

(
s
(ℓ)
0 , s

⋆(ℓ)
N

)
from D.

τ (ℓ) ← (s
(ℓ)
0 , ) # Set s(ℓ)0 as the initial state of the trajectory τ (ℓ).

for n = 1 to N do
s
(ℓ)
n ∼ Pt−1(Sn|Sn−1 = s

(ℓ)
n−1) # Randomly sample s

(ℓ)
n with probability Pt−1(Sn =

s
(ℓ)
n |Sn−1 = s

(ℓ)
n−1).

τ (ℓ) ← (τ
(ℓ)
1:n−1, s

(ℓ)
n ) # Append s

(ℓ)
n to τ (ℓ).

end for
end for
Dt ←

{
τ (ℓ) | ℓ ∈ [L] ∧ s

(ℓ)
N = s

⋆(ℓ)
N

}
# Add the trajectories whose final state s

(ℓ)
N matches

s
⋆(ℓ)
N to Dt.
Pt ← Train (Pt−1,Dt) # Use Dt to update the transition.

end for

s
(ℓ)
N matches the ground truth s

⋆(ℓ)
N , we add the entire trajectory τ (ℓ) to Dt. After completing these

L samplings, we update Pt−1 to Pt by retraining on Dt. In particular, Train(Pt−1,Dt) adjusts the
transition probabilities Pt−1(Sn = sn |Sn−1 = sn−1) to better align with the transitions observed in
the successful trajectories within Dt. After T iterations, this procedure outputs the final transition
model PT . In Sec. 3, we will show that RL-STaR aims to maximize the total expected return J(Pt),
defined by

J(Pt) = E(s0,s⋆N )∼DE(s1,··· ,sN )∼Pt(τ |S0=s0)r(s0, sN ),

where Pt(τ |S0 = s0) = Pt(S1 = s1|S0 = s0)(Π
N
n=2Pt(Sn = sn|Sn−1 = sn−1)).

To demonstrate this, we use the following setup.

2.2 SETTINGS OF OUR THEORETICAL ANALYSIS

Markov Assumption of Language Models’ Input: For simplicity in analyzing the RL-STaR
algorithm, we impose the Markov assumption by allowing the LLM to accept only the current step
sn−1 as input, rather than the complete history

(
s0, s1, . . . , sn−2

)
. This differs from standard CoT

approaches, which incorporate all prior strings into the context. Nonetheless, our simplification
mirrors the method in Zekri et al. (2024), where a small context window is used to achieve Markov
properties for tractable theoretical analysis.

Simplification of STaR Algorithm: For simplicity in our theoretical analysis, we exclude the
rationalization from STaR—that is, we do not correct an LLM’s incorrect outputs using hints derived
from the final answer. As noted in Zelikman et al. (2022), omitting rationalization can substantially
reduce STaR’s performance. Nonetheless, we accept this trade-off here since our focus lies on
preliminary theoretical examination rather than achieving state-of-the-art performance on reasoning
benchmarks.

Assumption of the Ground-Truth Reasoner π̄: We assume that a ground-truth transition
P̄ (Sn+1|Sn) exists, which produces the correct sequence s1, . . . , sN−1 leading to sN = s⋆N given s0
for every instance (s0, s

⋆
N ) in D. This property enables us to apply the analysis of RL-STaR which

approximate P̄ (Sn+1|Sn) with an estimated transition PT (sn+1|Sn). It is clear that if an estimated
transition PT can perfectly match the ground-truth reasoning step transitions P̄ , it would be the
optimal estimated transition P ⋆ which maximizes J(P ⋆), namely,

P ⋆(Sn+1 = sn+1|Sn = sn) = P̄ (Sn+1 = sn+1|Sn = sn),

for all (sn+1, sn) ∈ support (Sn+1)× support (Sn), and for all n ∈ {0, 1, . . . , N − 1}.
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3 THEORETICAL RESULTS

In this section, we present our theoretical analysis addressing the questions outlined in Sec. 1.1. We
outline conditions under which the RL-STaR algorithm can effectively train an LLM to approximate
the optimal estimated transition P ⋆. For clarity, the notations are defined in Sec A.3.

3.1 A TOY EXAMPLE

We first illustrate our theoretical results with a toy example. In this scenario, we consider a CoT
process with two reasoning steps (i.e., N = 2), and each step has two possible states (i.e., M = 2).
Here, S0 is a random variable representing the initial state, S1 the intermediate state, and S2 the
final state. We assume their supports are support(S0) = {s0,1, s0,2}, support(S1) = {s1,1, s1,2},
and support(S2) = {s2,1, s2,2}. The ground-truth reasoning trajectories are defined as τ⋆0 =
(s0,1, s1,1, s2,1) and τ⋆1 = (s0,2, s1,2, s2,2), giving the ground-truth transition P̄n(Sn|Sn−1) at step
1 ≤ n ≤ 2 as

P̄n(Sn|Sn−1) =

{
1 if (Sn, Sn−1) = (sn,m, sn−1,m) for all n,m ∈ [2],

0 otherwise.

We define Pu,n as a uniform distribution such that

Pu,n(Sn|Sn−1) =
{

1
2 if (Sn, Sn−1) = (sn,m′ , sn−1,m) for all n,m,m′ ∈ [2].

With these assumptions in place, we turn to the questions outlined in Sec. 1.1. Regarding the first
question, Theorem 3.1 demonstrates that conditions for the pre-trained models to bootstrap the
RL-STaR algorithm are that the pre-trained LLM captures certain critical features of the ground-truth
transition, thus enabling it to surpass a randomly initialized model. The following theory subsequently
verifies this condition.
Theorem 3.1 (Sufficient Conditions for Pre-trained Models). Given the toy example defined in
the previous paragraph, in the RL-STaR algorithm, for every CoT step n ∈ [2], we assume that P0,n

represents the state transition estimated by a pre-trained LLM at this step, which is an interpolation
between P̄n and Pu,n with a coefficient 0 ≤ δ0,n < 1. Specifically, we have

P0,n(Sn|Sn−1) =


1+δ0,n

2 if (Sn, Sn−1) = (sn,m, sn−1,m)

for all n,m ∈ [2],
1−δ0,n

2 otherwise.

In the RL-STaR algorithm, we assume that the training dataset is D = {(s0,1, s2,1), (s0,2, s2,2)}. We
assume that before RL-STaR iterations t, for every step n ∈ [2], there exists 0 ≤ δt−1,n < 1 such that
Pt−1,n satisfies the following transition probabilities

Pt−1,n(Sn|Sn−1) =


1+δt−1,n

2 if (Sn, Sn−1) = (sn,m, sn−1,m)

for all n,m ∈ [2],
1−δt−1,n

2 otherwise,

and assume that after Train(Pt−1,Dt) in RL-STaR, Pt,n can perfectly match the conditional transi-
tion P (Sn,m|sn−1,m) based on the probabilities of (sn−1,m, sn,m) in τ ∼ Dt, and (sn−1,msn,m′ ̸=m)
in τ ′ ∼ Dt. Then, for every step n ∈ [2], Pt,n satisfies

Pt,n(Sn|Sn−1) =


1+δt,n

2 if (Sn, Sn−1) = (sn,m, sn−1,m)

for all m ∈ [2],
1−δt,n

2 otherwise,

where
0 ≤ δt,1 = δt,2 =

δt−1,1 + δt−1,2

δt−1,1δt−1,2 + 1
< 1.

Besides, conditions on the values of δ0,1 and δ0,2 can be listed as follows:

(a) If 0 < δ0,1 and 0 < δ0,2, then for all t ≥ 1,

δt−1,1 < δt,1 and δt−1,2 < δt,2.
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(b) If exactly one of δ0,1 or δ0,2 is zero—meaning there exist n, n′ ∈ {1, 2} with δ0,n = 0 but
δ0,n′ > 0—then

δ1,n = δ1,n′ = δ0,n′ > 0,

and for all t > 1,
δt−1,1 < δt,1 and δt−1,2 < δt,2.

(c) If both δ0,1 = 0 and δ0,2 = 0, then for all t ≥ 1,

δt,1 = δt,2 = 0.

Proof. The proof can be found in Sec. A.5.1.

Building upon the preceding theorem, we can establish the convergence rate of δt,n. This result
is presented in Theorem A.1. We also address the remaining questions about the STaR algorithm
outlined in Sec. 1.1 for this toy example, as detailed in Sec. A.4.1. We move on to a more general
case in the next section.

3.2 MAIN THEOREM

After introducing a toy example, we now present our main theorem, which can be applied to an
arbitrary number of reasoning steps N and an arbitrary number of states M for each step. In
this scenario, S0 is a random variable that represents the initial state, S1, . . . , SN−1 represent the
intermediate states of steps 1 to N − 1 respectively, and SN represents the final state. Each step
n ∈ [N ] contains M possible states, so support(Sn) = {sn,1, sn,2, . . . , sn,M}. Assuming there are
M ground-truth reasoning trajectories, we denote these trajectories as {τm|m ∈ [M ]} where each
trajectory τm has the form of (s0,m, s1,m, . . . , sN,m). The transition function for step n, denoted as
P̄n(Sn|Sn−1), is defined as

P̄n(Sn|Sn−1) =

{
1 if (Sn, Sn−1) = (sn,m, sn−1,m) for all m ∈ [M ],

0 if (Sn, Sn−1) = (sn,m′ ̸=m, sn−1,m) for all m,m′ ∈ [M ],

and the uniform transition at step n, denoted as Pu,n(Sn|Sn−1), is defined as

Pu,n(Sn|Sn−1) =
1

M
for all m ∈ [M ].

We now address the questions listed in Sec. 1.1. In response to the first question, Theorem 3.2
indicates that a condition for the pre-trained models to bootstrap the RL-STaR algorithm is that the
pre-trained LLM outperforms a randomly initialized model at every reasoning step.

Theorem 3.2 (Conditions of Pre-trained Models). Given the scenario defined in the previous
paragraph, we assume that for every CoT step n ∈ [N ], there is a transition probability P0,n which
is learned by pre-trained LLMs and it is an interpolation between P̄u,n and Pu,n with a coefficient
0 ≤ δ0,n < 1, such that

P0,n(Sn|Sn−1) =

{
1+(M−1)δ0,n

M if (Sn, Sn−1) = (sn,m, sn−1,m),
1−δ0,n

M if (Sn, Sn−1) = (sn,m′ ̸=m, sn−1,m) ,

for all m,m′ ∈ [M ].

We also assume D = {(s0,1, sN,1), (s0,2, sN,2), · · · , (s0,M , sN,M )}. Before iterations t of RL-STaR,
if for every CoT step n ∈ [N ], there exist 0 ≤ δt−1,n < 1 such that Pt−1,n are the following transition
probabilities

Pt−1,n(Sn|Sn−1) =

{
1+(M−1)δt−1,n

M if (Sn, Sn−1) = (sn,m, sn−1,m),
1−δt−1,n

M if (Sn, Sn−1) = (sn,m′ ̸=m, sn−1,m),

for all m,m′ ∈ [M ],

and assume that after Train(Pt−1,Dt) in RL-STaR, Pt,n can perfectly match the conditional transi-
tion P (Sn,m|sn−1,m) based on the probabilities of (sn−1,m, sn,m) in τ ∼ Dt, and (sn−1,msn,m′ ̸=m)
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in τ ′ ∼ Dt. Then, for all n ∈ [N ], Pt,n satisfies

Pt,n(Sn|Sn−1) =

{
1+(M−1)δt,n

M if (Sn, Sn−1) = (sn,m, sn−1,m),
1−δt,n

M if (Sn, Sn−1) = (sn,m′ ̸=m, sn−1,m),

for all m,m′ ∈ [M ],

and

δt,n =
(M − 2)

∏N
k=1 δt−1,k +

∏
k ̸=n δt−1,k + δt−1,n

(M − 1)
∏N

k=1 δt−1,k + 1
.

Besides, based on the values of δ0,n, we have the following cases:

(a) If 0 < δ0,n < 1 for each n ∈ [N ], then for all t ≥ 1,

δt−1,n < δt,n < 1.

(b) If there exists a step n ∈ [N ] satisfying δ0,n = 0 and for any other n′ ̸= n, n′ ∈ [N ] we
have δ0,n′ > 0, then when t = 1,

δ1,n =
∏
n′ ̸=n

δ0,n′ > 0 and δ1,n′ = δ0,n′ > 0,

and for all t > 1,
δt−1,n < δt,n < 1. for all n ∈ [N ].

(c) If there exist two distinct steps n, n′ ∈ [N ] such that δ0,n = 0 = δ0,n′ , then for all t ≥ 1,

δt,n = δt−1,n for all n ∈ [N ].

Proof. The proof can be found in Sec. A.6.2.

The above theorem establishes three key points:

(a) If δ0,n > 0 for all n ∈ [N ], then δt,n is strictly increasing in t.

(b) There can be at most one step n with δ0,n = 0. After the first iteration of RL-STaR, we have
δ1,n > 0 for all n ∈ [N ], and hence by (a), δt,k > 0 will be strictly increasing in t for all
t > 1 and k ∈ [N ].

(c) Conversely, if more than one step satisfies δ0,n = 0, then δt,k remains unchanged for all
t ≥ 1.

In conclusion, the conditions of a pre-trained model to improve itself through RL-STaR are to satisfy
(a) or at least (b). The following theorem establishes the convergence speed of δt,n toward 1.

Theorem 3.3 (Convergence Speed of δt,n). Given the scenario defined in Theorem 3.2 (a) or (b),
denote

γ =


1−

∏N
k=1 δ0,k

(M−1)
∏N

k=1 δ0,k+1
if (a) is satisfied,

1−
∏N

k=1 δ1,k
(M−1)

∏N
k=1 δ1,k+1

if (b) is satisfied.

Then for any ε ∈
(
0, M

N(M+1)

)
, it holds that

δt,n > 1− ε, ∀t ≥


log M+1

Mγ + log
(
N −

∑N
k=1 δ0,k

)
log(1/γ)


+

+

⌈
log2

(
logM + log 1−Nε

Nε

log (M+1)−Mγ
γ

)⌉
+

+

⌊
1−

N∏
k=1

δ0,k

⌋
+

for every n ∈ [N ].
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Figure 1: The first two figures on the left illustrate the comparison between theoretical values (blue
dotted line) and experimental values (red dashed line) of J(Pt), with the first figure corresponding to
δ0 = 0.2 and the second figure corresponding to δ0 = 0.1. The remaining two figures on the right
depict the comparison of transitions P (S1|S0), directly extracted from dataset D1 (third figure), and
the transitions P1,1(S1|S0) learned by LLMs during the RL-STaR algorithm (fourth figure).

Proof. The proof can be found in Sec. A.6.3.

The remaining questions in Sec. 1.1 are answered by the subsequent corollaries.

Corollary 3.4 (Policy Improvement). Suppose the assumptions of Theorem 3.2 (a) or (b) hold. Let
Pt = {Pt,n}Nn=1 represent the estimated transition by the model in the t-th iteration of RL-STaR
training. Then the training process improves J(Pt). Specifically, J(Pt+1) ≥ J(Pt).

Proof. The proof can be found in Sec. A.6.4.

Corollary 3.5 (Convergence to the Optimal Policy). Suppose the assumptions of Theorem 3.2 (a)
or (b) hold. If the optimal transition P ⋆ matches the M ×M identity transition IM in every CoT
step, when the training iteration t of RL-STaR approaches infinity, Pt = {Pt,n}Nn=1 will converge to
P ⋆. That is, limt→∞ ∥Pt,n − IM∥∞ = 0 for all n ∈ [N ].

Proof. The proof can be found in Sec. A.6.5.

Corollary 3.6 (Diminishing of Incorrect Reasoning Trajectories). Suppose the assumptions of
Theorem 3.2 (a) or (b) hold. In iterations t of RL-STaR, denote τt,k to be a trajectory containing k
incorrect reasoning steps in Dt. Then, the probability that RL-CoT generates trajectories containing
incorrect reasoning steps will diminish as t increases. Specifically, limt→∞ p (

⋃
k τt,k) = 0.

Proof. The proof can be found in Sec. A.6.6

Remark 3.7. In this work, we focus on the scenario that δt,n is uniform within each reasoning step n
across states sn,m for all m ∈ [M ]. Beyond this assumption, there may be additional scenarios under
which an pre-trained LLM would still converge via STaR, which will be discussed in Sec. 5.

4 EXPERIMENTS

We experiment to illustrate our theoretical analysis in Sec 3.2 . For the language model, we choose
GPT-2 Radford et al. (2019). We restrict the output of LLMs within M = 64 valid states within
each CoT step. To facilitate reproducibility, we have made our experimental code publicly available1.
We conducted an experiment to compare the theoretical and experimental values of J(Pt) under the
conditions of Theorem 3.2 (a), specifically the case where δ0,n > 0 for every n. The details of the
experiment are provided in Sec 4.1. Additionally, we perform further experiments to investigate the
convergence behavior of J(Pt) under conditions satisfying Theorem 3.2 (b). Detailed results are
provided in Section A.2.

1https://github.com/d09942015ntu/rl_star
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4.1 THEORETICAL VALUES OF J(Pt) VERSUS EXPERIMENTAL VALUES OF J(Pt)

In our first experiment, we focus on evaluating J(Pt) to compare its theoretically predicted values
with those observed in practice. The experimental settings are described below. To facilitate the
comparison between theory and practice, we select a straightforward example known as the zip
operator2. The results of this operator are demonstrated using binary strings of length three. An
example of this operation is as follows:

s0 = x:101,110⇒ s1 = x:10,11,y:10⇒ s2 = x:11,y:01,10⇒ s3 = y:11,01,10.

Here, the symbols x and y represent the input and output at each step, respectively. At each step, a
single token from x is paired with the output y. This example has the equal number of states M = 64
for each step sn, as there are 64 possible values of x at sn. The total number of reasoning steps
N = 3. For the value of δt,n, we set δt,3 = δt,2 = δt,1 = δt. where δt ∈ {0.1, 0.2}.

Theoretical Values: From Theorem 3.2, for the special case N = 3 and δt,n = δt for all n,

the value of δt satisfies: δt =
(M−2) δ3t−1+δ2t−1+δt−1

(M−1) δ3t−1+1
. To estimate J(Pt), it can be shown that

when N = 3, a direct calculation yields the closed-form solution: J(Pt) = eT1 Pt,3Pt,2Pt,1e1 =

α3
t + 3(M − 1)αtβ

2
t + (M − 1)(M − 2)β3

t where αt =
1+(M−1)δt

M and βt =
1−δt
M .

Experimental Values: We train large language models (LLMs) using the training dataset D by
the procedures described in Algorithm 1. In this experiment, the pre-trained LLM is obtained from
a pre-trained dataset comprising noisy trajectories whose transitions between sn and sn−1 in this
dataset match the transition probability P0(Sn = sn|Sn−1 = sn−1) referenced in Theorem 3.2.

Results: The results are presented in Fig. 1. These two figures demonstrate that our proposed
theory aligns approximately with the actual values obtained from training LLMs. Additionally, LLMs
exhibit faster convergence compared to the theoretical predictions. This discrepancy arises because
Theorem 3.2 assumes that the transitions learned by LLMs, denoted as Pt, perfectly match the
transitions in the dataset Dt. In practice, however, this assumption is not always valid. For example,
LLMs may put excessive probability mass on the instances that appear more frequently in the training
dataset. An example is provided in Fig. 1, which illustrates the difference between the transitions
from the dataset and learned by LLMs. The left-hand heatmap represents the transitions directly
derived from the dataset D1, while the right-hand heatmap depicts the transitions P1 learned by the
LLMs. Notably, the LLM-learned transitions’ diagonal elements exhibit higher probabilities than
those in the original dataset.

5 LIMITATIONS

In this section, we discuss our framework’s limits and its divergence from real-world scenarios. We
highlight constraints, propose improvements, and extend this theory for more practical applications.

Uniformity of δt,n within a Reasoning Step: Our analysis assumes uniform δt,n at each reasoning
step. However, as noted in Remark 3.7, dropping this requirement can permit other scenarios in
which a pre-trained LLM converges through STaR. For instance, consider the following example,
where the ground-truth trajectories are (s0,1, s1,1, s2,1) and (s0,2, s1,2, s2,2). The pre-trained model’s
transition probabilities (shown on each edge) still enable RL-STaR to discover the optimal policy:

s0,1 s1,1 s2,1

s0,2 s1,2 s2,2.

0.1

0.9

0.6

0.4

0.4

0.6

0.01

0.99

Analyzing non-uniform δt,n in general is significantly more challenging, so establishing the corre-
sponding conditions for pre-trained models in this settings remains future work.

2For more details about the zip operator, refer to https://www.w3schools.com/python/ref_
func_zip.asp
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Markov Properties of State Transitions: As noted in Sec. 2.2, in our setup, at CoT step n, the LLM
only receives the previous state Sn−1 = sn−1 and does not rely on earlier states s0, s1, . . . , sn−2.
This assumption grants Markov properties that simplify our RL-based analysis. However, this
approach diverges from typical CoT usage, where all prior states are available. Consequently, gaps
may exist between our theoretical framework and real-world LLM applications.

Determinism of Ground-Truth Reasoning Trajectories: In our analysis, we assume
each question-answer pair (s0,m, sN,m) has a single ground-truth reasoning trajectory τ =
(s0,m, s1,m, . . . , sN,m). While this simplifies our theoretical model, in reality, multiple ground-
truth reasoning trajectories may lead to the same correct answer. For example, in the arithmetic task
3× 2 + 5× 4, both

s0 = 3 * 2 + 5 * 4 ⇒ s1 = 6 + 5 * 4⇒ s2 = 6 + 20⇒ s3 = 26, and

s0 = 3 * 2 + 5 * 4 ⇒ s′1 = 3 * 2 + 20⇒ s2 = 6 + 20⇒ s3 = 26.

This example illustrates that multiple ground-truth reasoning trajectories yield the same final answer.

Fixed Number of Reasoning Steps N : We adopt a fixed number of CoT reasoning steps N , yet in
practice, LLMs can occasionally skip steps while still producing correct answers. For example, in the
arithmetic task 3× 2 + 5× 4, an LLM may proceed through intermediate steps or jump directly:

s0 = 3 * 2 + 5 * 4 ⇒ s1 = 6 + 5 * 4⇒ s2 = 6 + 20⇒ s3 = 26, and
s0 = 3 * 2 + 5 * 4 ⇒ s2 = 6 + 20⇒ s3 = 26.

Thus, although a fixed sequence length simplifies analysis, LLMs have the option to skip steps in
real-world settings.

Fixed Number of States M : In our framework, each reasoning step is limited to M possible states.
However, this assumption does not fully reflect real-world behavior since LLMs can generate any
string rather than being restricted to a predefined set. Consequently, actual LLM outputs may extend
beyond these M states, resulting in a broader and potentially less predictable range of responses in
real applications.

6 CONCLUSION

In this work, we introduce a theoretical framework, RL-STaR, to analyze the foundational properties
of the Self-Taught Reasoning (STaR) approach. With appropriately bootstrapped pre-trained models,
we show that the STaR algorithm can achieve policy improvement and convergence toward the
optimal policy, despite the wrong reasoning trajectories being included in the dataset. However, our
framework simplifies the complexities inherent in real-world LLM applications. In future work, we
plan to extend this framework to encompass more realistic and intricate settings.
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A APPENDIX

A.1 RELATED WORKS

A.1.1 APPROACHES TO IMPROVE CHAIN-OF-THOUGHT

By encouraging models to generate intermediate reasoning steps, Chain-of-Thought (CoT) prompting
has been shown to significantly improve reasoning capabilities Wei et al. (2023). However, since
simply increasing the model size does not enhance its understanding of causal structures Bao
et al. (2025), selecting appropriate CoT prompts or identifying and rectifying flawed CoTs Jiang
et al. (2024) has become a key focus in recent research. Over the past two years, scholars have
explored various perspectives to address this issue, developing diverse improvement methods. For
instance, Zhang et al. (2022) uses Retrieval-Q-CoT, which classifies questions based on cosine
similarity, to select suitable CoT prompts for the model. Lightman et al. (2024) leveraged Process
Supervision to train more reliable reward models, thereby enhancing the stability of the reasoning
process. Zhou et al. (2023) explored methods for finding the most suitable instructions, further
enhancing the model’s adaptability to specific tasks. Additionally, to eliminate the manual effort,
Wang et al. (2023) introduced strategies specifically to improve Zero-Shot CoT. Notably, Huang
et al. (2024) demonstrated that models cannot perform self-correction in the absence of external
feedback, emphasizing the importance of feedback mechanisms. Consequently, leveraging feedback
mechanisms to strengthen LLM reasoning remains a crucial goal.

A.1.2 REINFORCEMENT LEARNING FOR BOOSTING CHAIN-OF-THOUGHT

To harness external feedback for autonomously improving LLM reasoning, the Self-Taught Reasoner
(STaR) framework Zelikman et al. (2022) applies a reinforcement learning strategy. STaR initially
generates reasoning steps through in-context learning to elicit chain-of-thought processes. Only the
reasoning steps that lead to correct answers are added to the training data, strengthening the model
iteratively as the LLM generates new reasoning paths and which are added to the training data in each
round. Several STaR extensions have been introduced to further enhance the framework. For instance,
Zelikman et al. (2024) proposed Quiet-STaR, a variant where language models produce token-level
rationales to justify upcoming text, refining their predictions. V-STaR, introduced in Hosseini et al.
(2024), trains a verifier using DPO that evaluates both correct and incorrect self-generated solutions
to improve answer verification. Lean-STaR Lin et al. (2024) guides models to generate informal
thought steps preceding each proof, boosting theorem-proving abilities. STaR-GATE Andukuri et al.
(2024) rewards models for generating insightful questions as part of a self-improvement process.
Finally, Meta-STaR Xiang et al. (2025) integrates meta-cognition (System 2 reasoning) into LLM by
leveraging self-generated meta-CoT. While these adaptations have demonstrated significant empirical
success, none has provided a theoretical explanation for why reinforcement learning enables LLMs
to enhance their reasoning capabilities independently.

A.1.3 THEORIES OF REINFORCEMENT LEARNING

The theory behind reinforcement learning seeks to explain how reinforcement learning algorithms
improve a policy and ultimately achieve optimal performance. In its simplest form, Tabular Q-
learning, the work of Jin et al. (2018) offers an analysis of the convergence of reinforcement learning
algorithms, demonstrating polynomial time and space convergence to the optimal policy. This
algorithm can be extended to more complex reinforcement learning scenarios, such as Q-learning
with linear reward and transition functions Jin et al. (2020); Yang & Wang (2019); He et al. (2021), and
Q-learning with kernel-based approximations of reward and transition functions Yang et al. (2020);
Yeh et al. (2023). Additionally, convergence to the optimal policy has been theoretically analyzed
for other reinforcement learning algorithms, including policy gradient methods Bhandari & Russo
(2021; 2024), human-in-the-loop reinforcement learning Chen et al. (2022); Kong & Yang (2022),
model-based reinforcement learning Osband & Van Roy (2014); Ayoub et al. (2020), and offline
reinforcement learning Hu et al. (2023); Jin et al. (2021); Lai et al. (2024). These theoretical analyses
provide valuable insights into various types of reinforcement learning algorithms. However, they do
not address the unique challenges that arise in the reasoning processes of LLMs. Consequently, there
is a need for a new theoretical framework to analyze reinforcement learning applications in LLM
reasoning steps.
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A.1.4 THEORIES OF CHAIN-OF-THOUGHT

The Chain-of-Thought (CoT) techniques Wei et al. (2022) enable large language models (LLMs)
to tackle complex reasoning tasks by breaking down solutions into a series of sequential steps.
Beyond empirical success, some theoretical insights into CoT reasoning have emerged. For instance,
Prystawski et al. (2024) models the CoT process using Bayesian networks, where questions, answers,
and reasoning steps are nodes within the network. Providing a structured path of reasoning steps has
been shown to boost LLM performance. Additionally, Xiao & Liu (2024) introduces the concept
of length generalization, where LLMs can solve complex problems by generalizing patterns from
simpler training examples. In Malach (2024), the authors extend the PAC supervised learning
framework to a PAC auto-regressive framework, demonstrating that an auto-regressive learner can
learn linear threshold circuits when CoT steps are provided. Furthermore, Feng et al. (2024) shows
that with CoT, transformers can address problem classes solvable by dynamic programming, even
when problem sizes grow polynomially. Hu et al. (2024) examine CoT prompting through the
lens of statistical estimation, offering a detailed analysis of its sample complexity. Li et al. (2024)
theoretically analyze the effectiveness of CoT for decoder-only transformers, showing that it enhances
expressiveness by enabling inherently sequential computations, which are otherwise absent in shallow
transformers. Kim & Suzuki (2024) presents the first theoretical analysis of training transformers to
tackle complex problems by recursively generating intermediate states, akin to fine-tuning for CoT
reasoning. Although these works lay a theoretical foundation for CoT, they fall short of explaining
why reinforcement learning could enhance CoT capabilities in LLMs. Moreover, these studies
underscore the necessity of ample reasoning step examples in training data to develop strong CoT
abilities during inference. Uncovering the reasons behind CoT improvement through reinforcement
learning could suggest strategies to reduce labeling demands for CoT data in LLM pre-training.

A.2 ADDITIONAL EXPERIMENT

A.2.1 EXPERIMENT OF THE CONVERGENCE OF J(Pt) WITH ONE δ0,n = 0

In this experiment, we examine the convergence behavior of J(Pt) when one δ0,n = 0. We apply
the setting of (δ0,1, δ0,2, δ0,3) = (0, 0.2, 0.2). Except for the value of δ0,n, the other settings are the
same as described in the experimental part of Sec. 4.1.

0 2 4

0

0.5

1

t

J(Pt)

Pt,1(s1,m|s0,m)

Pt,2(s2,m|s1,m)

Pt,3(s3,m|s2,m)

Figure 2: Values of J(Pt) when (δ0,1, δ0,2, δ0,3) = (0, 0.2, 0.2).

Results: Fig. 2 presents the results. In this figure, only one δ0,n is zero, and J(Pt) converges to
nearly optimal value, roughly consistent with Theorem 3.2. Beside J(Pt), we show the probability of
pre-trained model Pt generating the correct transition (sn,m, sn−1,m) for each CoT step n, denoted by
Pt,n(sn,m|sn−1,m), across iterations t of RL-STaR. Notably, the probability of transition generated
by the pre-trained model P0,n(sn,m|sn−1,m) does not perfectly align with the distributions in the pre-
training dataset. For instance, P0,2(s2,m|s1,m) is lower than P0,3(s3,m|s2,m) even though δ0,2 and
δ0,3 share the same value in the pre-training dataset. Moreover, under the condition of Theorem 3.2(b),
the values of Pt,2(s2,m|s1,m) and Pt,3(s3,m|s2,m) should remain unchanged between t = 0 and t = 1.
In practice, however, they increase on the first iteration. These differences reflect the discrepancy
between the theoretical values and experiment values observed in the previous experiment.

A.3 NOTATIONS

Before presenting the additional theorems and proofs, we define the following notation for clarity:
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• T : The number of RL-STaR iterations.

• N : The number of CoT steps.

• M : The number of states at each CoT step.

• sn,m′ ̸=m: A state sn,m′ where m′ ̸= m for some m′ ∈ [M ].

• sn,m: The m-th state at the n-th CoT step.

• support(S): The support of a random variable S.

• [n]: The set {1, 2, . . . , n}.

• τ = (a, b, c): An ordered set containing elements a, b, c sequentially.

• (si, sk) ⋐ τ : Indicates that elements si and sk are both in the ordered set τ =
(si, sj , . . . , sk, sl), with si preceding sk in τ .

• (s)i: The i-th element of the vector s.

• ∥P∥∞: The maximum element in the matrix P .

• [P ]i,j : The element with index (i, j) in matrix P .

• {xi}∞i=0: An infinite sequence x0, x1, . . . , xi, . . . .

• a ∧ b : min(a, b).

• a ∨ b : max(a, b).

• ⌈x⌉+ : min({n|n ∈ N and n ≥ x}).

• ⌊x⌋+ : max({n|n ∈ N and n ≤ x}).

• I{a = b} : I{a = b} = 1 if a = b; otherwise I{a = b} = 0.

A.4 ADDITIONAL THEOREMS AND PROOFS FOR TOY EXAMPLE

A.4.1 ADDITIONAL THEOREMS FOR TOY EXAMPLES

Theorem A.1 (Convergence Speed of δt). Given the toy example defined in Sec. 3.1, if δt,1 = δt,2 >

0 for all t ≥ 1, we define δt = δt,1 = δt,2. Then, δt =
((

δ−1
0 +1

δ−1
0 −1

)2t
− 1

)/((
δ−1
0 +1

δ−1
0 −1

)2t
+ 1

)
.

Proof. Let f(x) = 2x
1+x2 . Using Taylor’s theorem to expand about x = 1, one has

f(δt)− 1 = f ′(1)(δt − 1) +
f ′′(1)

2!
(δt − 1)2 +

f (3)(ξt)

3!
(δt − 1)3,

for each t ≥ 0 and some ξt ∈ (δt, 1). It’s straightforward to see that f ′(1) = 0, f ′′(1) = −1 and

f (3)(x) = − 12(x4−6x2+1)
(x2+1)4

. Hence,

lim
t→∞

|δt+1 − 1|
|δt − 1|2

= 0.5,

which shows quadratic convergence.
To find its closed-form expression, put xt = δ−1

t and rewrite our recurrence as xt+1 = (1 + x2
t )/2xt.

Observe that

xt+1 + 1 =
(xt + 1)2

2xt
, and

xt+1 − 1 =
(xt − 1)2

2xt
.
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One now sees that
xt + 1

xt − 1
=

(
x0 + 1

x0 − 1

)2t

.

Directly solving for xt and δt, we obtain

xt =

(
x0+1
x0−1

)2t
+ 1(

x0+1
x0−1

)2t
− 1

and δt =

(
δ−1
0 +1

δ−1
0 −1

)2t
− 1(

δ−1
0 +1

δ−1
0 −1

)2t
+ 1

.

Corollary A.2 (Policy Improvement in the Toy Example). Given the toy example defined in
Sec. 3.1, let Pt be the transition model at iteration t of RL-STaR training. If δt,1 = δt,2 > 0 for all
t ≥ 1, we define δt = δt,1 = δt,2. Then,

J(Pt) > J(Pt−1).

Proof. From Eq. equation 2, the reward J(P0) is the probability that p(τ) satisfies (s0,m, s2,m) ⋐ τ .
Hence,

J(P0) =

(
1 + δ0,1

2

)(
1 + δ0,2

2

)
+

(
1− δ0,1

2

)(
1− δ0,2

2

)
=

1 + δ0,1 δ0,2
2

.

This expression remains valid for all t ≥ 0. Moreover, since δt = δt,1 = δt,2 when t ≥ 1, and it is
obvious that J(Pt) is an increasing function. Therefore,

J(Pt) =
1 + δ2t

2
>

1 + δ2t−1

2
= J(Pt−1), for all t ≥ 1,

which completes the proof.

Corollary A.3 (Convergence to Optimal Policy in the Toy Example). Given the toy example
defined in Sec. 3.1, If δt,1 = δt,2 > 0 for all t ≥ 1, we define δt = δt,1 = δt,2. Define P ⋆ as the
optimal estimated transition, which maximizes the reward J(P ⋆). This maximum is achieved when

J(P ⋆) = lim
δ→1

(
1 + δ2

2

)
= 1.

Proof. We need to show that, for any 0 < δt < 1, the limit of δt approaches 1 as t tends to infinity.
Since 0 < δt < 1, we have (δ−1

0 + 1)
/
(δ−1

0 − 1) > 1. It is straightforward that by applying
Corollary A.1, we have

lim
t→∞

δt =

(
δ−1
0 +1

δ−1
0 −1

)2t
− 1(

δ−1
0 +1

δ−1
0 −1

)2t
+ 1

= 1.

Corollary A.4 (Diminishing of Incorrect Reasoning Trajectories). Given the toy example defined
in Sec. 3.1, If δt,1 = δt,2 > 0 for all t ≥ 1, we define δt = δt,1 = δt,2. Denote τ ′ as the incorrect
reasoning trajectories included in the dataset Dt. There are two types of τ ′ in this toy example:

τ ′ = (s0,1, s1,2, s2,1), and τ ′ = (s0,2, s1,1, s2,2).

When t increases, the probability of τ ′ ∈ D diminishes. Specifically,

lim
t→∞

p(τ ′ ∈ Dt) = 0.

Proof. Note that δt = δt,1 = δt,2 when t ≥ 1. Apply Eq.equation 3 and we have

p(τ ′ ∈ Dt) =
(1− δt)

2

4(1 + δ2t )
if τ = (s0,1, s1,2, s2,1) or τ = (s0,2, s1,1, s2,2). (1)

We complete the proof by applying Corollary A.1.
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A.5 PROOF OF THEOREMS FOR TOY EXAMPLE

A.5.1 PROOF OF THEOREM 3.1

Proof. Without loss of generality, we prove the case when t = 1. This is the case of the first iteration
of RL-STaR Algorithm. First, we illustrate the transition probability of the pre-trained LLM P0,n as
follows

s0,1 s1,1 s2,1

s0,2 s1,2 s2,2.

P0,1(s1,1|s0,1)=
1+δ0,1

2

P0,1(s1,2|s0,1)=
1−δ0,1

2

P0,2(s2,1|s1,1)=
1+δ0,2

2

P0,2(s2,2|s1,1)=
1−δ0,2

2

P0,1(s1,1|s0,2)=
1−δ0,1

2

P0,1(s1,2|s0,2)=
1+δ0,1

2

P0,2(s2,1|s1,2)=
1−δ0,2

2

P0,2(s2,2|s1,2)=
1+δ0,2

2

To begin with, we have an equal probability of selecting either sample (s0,1, s2,1) or (s0,2, s2,2) from
D. Consequently, we obtain the trajectories τ from RL-CoT(s0,m, P0) for m ∈ {1, 2}, with the
following probabilities

p(τ) =



1
2

(
1+δ0,1

2

)(
1+δ0,2

2

)
if τ = (s0,1, s1,1, s2,1),

1
2

(
1+δ0,1

2

)(
1−δ0,2

2

)
if τ = (s0,1, s1,1, s2,2),

1
2

(
1−δ0,1

2

)(
1−δ0,2

2

)
if τ = (s0,1, s1,2, s2,1),

1
2

(
1−δ0,1

2

)(
1+δ0,2

2

)
if τ = (s0,1, s1,2, s2,2),

1
2

(
1−δ0,1

2

)(
1+δ0,2

2

)
if τ = (s0,2, s1,1, s2,1),

1
2

(
1−δ0,1

2

)(
1−δ0,2

2

)
if τ = (s0,2, s1,1, s2,2),

1
2

(
1+δ0,1

2

)(
1−δ0,2

2

)
if τ = (s0,2, s1,2, s2,1),

1
2

(
1+δ0,1

2

)(
1+δ0,2

2

)
if τ = (s0,2, s1,2, s2,2),

(2)

where m,n ∈ [2] and m ̸= m′. In the first iteration of the RL-STaR algorithm, the trajectories τ that
satisfy (s0,m, s2,m) ⋐ τ can be exclusively collected in the dataset D1. Therefore, the conditional
probability for τ such that τ ∈ D1 is

p(τ |τ ∈ D1) =



(1+δ0,1)(1+δ0,2)
4(1+δ0,1δ0,2)

if τ = (s0,1, s1,1, s2,1),
(1−δ0,1)(1−δ0,2)
4(1+δ0,1δ0,2)

if τ = (s0,1, s1,2, s2,1),
(1−δ0,1)(1−δ0,2)
4(1+δ0,1δ0,2)

if τ = (s0,2, s1,1, s2,2),
(1+δ0,1)(1+δ0,2)
4(1+δ0,1δ0,2)

if τ = (s0,2, s1,2, s2,2).

(3)

Based on this dataset, we assume that the LLMs can perfectly learn the conditional transition
P (Sn+1,m|sn,m) based on the probabilities of (sn,m, sn+1,m) ⋐ τ and (sn,m, sn+1,m′ ̸=m) ⋐ τ
from the τ ∼ p(τ |τ ∈ D1). For example, P (S1,1|s0,1) can be obtained from

P (s1,1|s0,1) =
p((s0,1, s1,1) ⋐ τ |τ ∈ D1)

p((s0,1, s1,1) ⋐ τ |τ ∈ D1) + p((s0,1, s1,2) ⋐ τ |τ ∈ D1)

=

(1+δ0,1)(1+δ0,2)
4(1+δ0,1δ0,2)

(1+δ0,1)(1+δ0,2)
4(1+δ0,1δ0,2)

+
(1−δ0,1)(1−δ0,2)
4(1+δ0,1δ0,2)

=
(1 + δ0,1)(1 + δ0,2)

2(1 + δ0,1δ0,2)
.

Hence, the transition P1 is

P1(Sn|Sn−1) =

{
(1+δ0,1)(1+δ0,2)
2(1+δ0,1δ0,2)

if Sn−1 = sn−1,m and Sn = sn,m for all n,m ∈ [2],
(1−δ0,1)(1−δ0,2)
2(1+δ0,1δ0,2)

if Sn−1 = sn−1,m and Sn = sn,m′ ̸=m for all n,m,m′ ∈ [2],
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which can be shown as

s0,1 s1,1 s2,1

s0,2 s1,2 s2,2.

P1(s1,1|s0,1)=
(1+δ0,1)(1+δ0,2)

2(1+δ0,1δ0,2)

P1(s1,2|s0,1)=
(1−δ0,1)(1−δ0,2)

2(1+δ0,1δ0,2)

P1(s2,1|s1,1)=
(1+δ0,1)(1+δ0,2)

2(1+δ0,1δ0,2)

P1(s2,2|s1,1)=
(1−δ0,1)(1−δ0,2)

2(1+δ0,1δ0,2)

P1(s1,2|s0,2)=
(1−δ0,1)(1−δ0,2)

2(1+δ0,1δ0,2)

P1(s1,1|s0,2)=
(1+δ0,1)(1+δ0,2)

2(1+δ0,1δ0,2)

P1(s2,2|s1,2)=
(1−δ0,1)(1−δ0,2)

2(1+δ0,1δ0,2)

P1(s2,1|s1,2)=
(1+δ0,1)(1+δ0,2)

2(1+δ0,1δ0,2)

If RL-STaR improves the transition probabilities in each iteration, then the probabilities of transitions
matching the ground-truth trajectories will increase. Specifically, we have P1(Sn = sn,m|Sn−1 =
sn−1,m) > P1(Sn = sn,m′ ̸=m|Sn−1 = sn−1,m). Now we need to prove that

δt−1,m < δt,m < 1.

We can get δ1,1 =
δ0,1+δ0,2
1+δ0,1δ0,2

by

(1 + δ0,1)(1 + δ0,2)

2(1 + δ0,1δ0,2)
=

(1 + δ0,1δ0,2) + ((1 + δ0,1)(1 + δ0,2)− (1 + δ0,1δ0,2))

2(1 + δ0,1δ0,2)

=
1

2
+

(1 + δ0,1)(1 + δ0,2)− (1 + δ0,1δ0,2)

2(1 + δ0,1δ0,2)

=
1

2
+

δ0,1 + δ0,2
2(1 + δ0,1δ0,2)

=
1

2
+

δ1,1
2

.

We can also show that δ1,1 < 1, since

δ1,1 − 1 =
δ0,1 + δ0,2
1 + δ0,1δ0,2

− 1 =
(δ0,1 + δ0,2)− (1 + δ0,1δ0,2)

1 + δ0,1δ0,2
=
−(δ0,1 − 1)(δ0,2 − 1)

1 + δ0,1δ0,2
< 0.

Besides, it is straightforward that the above analysis is true if we replace δ0,1 by δt−1,1, or replace
δt−1,1 by δt−1,2.

Now we consider the three conditions on the values of δ0,1 and δ0,2 as follows.

(a) If both δ0,1 > 0 and δ0,2 > 0, we claim δ1,1 − δ0,1 > 0. Indeed,

δ1,1 − δ0,1 =
δ0,1 + δ0,2
1 + δ0,1 δ0,2

− δ0,1

=
δ0,1 + δ0,2
1 + δ0,1 δ0,2

−
δ0,1
(
1 + δ0,1 δ0,2

)
1 + δ0,1 δ0,2

=
δ0,2

(
1− δ20,1

)
1 + δ0,1 δ0,2

> 0,

because δ0,1, δ0,2 > 0 and 1− δ20,1 > 0 (note that δ0,1 < 1). A similar argument holds for
δ1,2 − δ0,2, ensuring δ1,2 > δ0,2 whenever δ0,1 > 0 and δ0,2 > 0.

(b) If exactly one of δ0,1 or δ0,2 is zero, we write δ0,n′ > 0 and δ0,n = 0. Then,

δ1,1 = δ1,2 =
0 + δ0,n′

0 + 1
= δ0,n′ > 0.

Thus, starting from t = 1, both δ1,1 and δ1,2 are strictly positive, reducing this scenario to
the first case above for all subsequent iterations that δt,1 > 0 and δt,2 > 0.

(c) If both δ0,1 = 0 and δ0,2 = 0, then

δt,1 = δt,2 =
0 + 0

0 + 1
= 0,

for all t > 0. In other words, once both δ0,1 and δ0,2 are zero, they remain zero for every
iteration t.
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A.6 PROOF OF THEOREMS

A.6.1 PROPOSITIONS FOR PROVING THE MAIN THEOREM

Proposition A.5. Consider a non-homogeneous Markov sequence S = (Sn)
N
n=0 with state space

S = [M ], initial distribution µ, and transition matrices Pn ∈ RM×M . More specifically, for each
n ∈ [N ]

S0 ∼ µ, [Pn]i,j = P [Sn = j | Sn−1 = i] .

Denote T =
{
(sn)

N
n=0 ∈ SN+1 : s0 = sN

}
, µi = µ({i}), and

[
P̃n

]
i,j

= P [Sn = j | S ∈ T , Sn−1 = i] =

∑M
m=1 P [S0 = SN = m,Sn−1 = i, Sn = j]∑M

m=1 P [S0 = SN = m,Sn−1 = i]

=

∑M
m=1 µm

[∏n−1
k=1 Pk

]
m,i

[Pn]i,j

[∏N
k=n+1 Pk

]
j,m∑M

m=1 µm

[∏n−1
k=1 Pk

]
m,i

[∏N
k=n Pk

]
i,m

.

Suppose µ is uniform and that
[
Pn

]
i,j

= α (δn) I{i = j}+ β (δn) I{i ̸= j} with δn ∈ [0, 1] for each
n ∈ [N ], where

α(δ) =
1 + (M − 1)δ

M
, β(δ) =

1− δ

M
.

Then
[
P̃n

]
i,j

= α(δ̃n)I{i = j}+ β(δ̃n)I{i ̸= j} satisfies

ϵ̃n =
1−

∏
k ̸=n δk

1 + (M − 1)
∏N

k=1 δk
ϵn, (4)

where ϵ̃n = 1− δ̃n and ϵn = 1− δn.

Proof. Let {um}Mm=1 be an orthonormal basis of RM where u1 = 1√
M
1. Then

Pn = δnIM+
1− δn
M

11⊤ = δn

M∑
m=1

umu⊤
m+(1− δn)u1u

⊤
1 = u1u

⊤
1 +δn

M∑
m=2

umu⊤
m = UΛnU

⊤,

where U = [u1 · · ·uM ] and Λn = diag (1, δn, · · · , δn). Denote δk:l =
∏l

t=k δt and Λk:l =∏l
t=k Λt = δk:lIM + (1− δk:l) e1e

⊤
1 . One has

[
P̃n

]
i,j

= [Pn]i,j

∑M
m=1 µme⊤mUΛ1:n−1U

⊤eie
⊤
j UΛn+1:NU⊤em∑M

m=1 µme⊤mUΛ1:n−1U⊤eie⊤i UΛn:NU⊤em

= [Pn]i,j

∑M
m=1 e

⊤
m

(
δ1:n−1IM + (1− δ1:n−1)u1u

⊤
1

)
eie

⊤
j

(
δn+1:NIM + (1− δn+1:N )u1u

⊤
1

)
em∑M

m=1 e
⊤
m

(
δ1:n−1IM + (1− δ1:n−1)u1u⊤

1

)
eie⊤i

(
δn:NIM + (1− δn:N )u1u⊤

1

)
em

= [Pn]i,j

∑M
m=1

(
1−δ1:n−1

M + δ1:n−1e
⊤
mei

)(
1−δn+1:N

M + δn+1:Ne⊤j em

)
∑M

m=1

(
1−δ1:n−1

M + δ1:n−1e⊤mei

) (
1−δn:N

M + δn:Ne⊤i em
) .

(5)
Note that[
P̃n

]
i,j

= β (δn)
(M − 2)β (δ1:n−1)β (δn+1:N ) + β (δ1:n−1)α (δn+1:N ) + α (δ1:n−1)β (δn+1:N )

(M − 1)β (δ1:n−1)β (δn:N ) + α (δ1:n−1)α (δn,N )
,
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are identical for all i ̸= j. Hence there uniquely exists a δ̃n ∈ [0, 1] such that
[
P̃n

]
i,j

= β
(
δ̃n
)

and[
P̃n

]
i,i

= α
(
δ̃n
)

for all i ̸= j. Moreover, (cf. equation 5)

α
(
δ̃n
)
= α (δn)

(M − 1)β (δ1:n−1)β (δn+1:N ) + α (δ1:n−1)α (δn+1,N )

(M − 1)β (δ1:n−1)β (δn:N ) + α (δ1:n−1)α (δn,N )

= α (δn)
(1− α (δ1:n−1))β (δn+1:N ) + α (δ1:n−1)α (δn+1,N )

(1− α (δ1:n−1))β (δn:N ) + α (δ1:n−1)α (δn,N )

= α (δn)
β (δn+1:N ) + α (δ1:n−1) δn+1:N

β (δn:N ) + α (δ1:n−1) δn:N

= α (δn)
1 + (M − 1)δ1:n−1δn+1:N

1 + (M − 1)δ1:N
.

Hence,

(M − 1)β
(
δ̃n
)
= 1− (1− (M − 1)β (δn))

1 + (M − 1)δ1:n−1δn+1:N

1 + (M − 1)δ1:N

=
(M − 1) (δ1:N − δ1:n−1δn+1:N ) + (M − 1)β (δn) (1 + (M − 1)δ1:n−1δn+1:N )

1 + (M − 1)δ1:N

=
(M − 1) (−Mβ (δn) δ1:n−1δn+1:N ) + (M − 1)β (δn) (1 + (M − 1)δ1:n−1δn+1:N )

1 + (M − 1)δ1:N

= (M − 1)β (δn)
1− δ1:n−1δn+1:N

1 + (M − 1)δ1:N
.

Note that ϵn = Mβ (δn) and ϵ̃n = Mβ
(
δ̃n
)

yield Eq. equation 4.

Proposition A.6. Consider the scenario defined in Proposition A.5. Let (θt)
∞
t=0 , (ϑt)

∞
t=0 be two

non-negative non-increasing sequences satisfying ϑt ≤ θt, ϑ0 ∈ (0, 1), and

θt+1 ≤
ϑt

M − (M − 1)ϑt
θt.

We have the following:

(a) Denote θ =
∑N

k=1 1− δk and ϑ = 1−
∏N

k=1 δk. Then, ϑ ≤ θ.

(b) Following (a), if we further assume δn > 0 for all n, we have

N∑
k=1

ϵ̃k ≤
ϑθ

M − (M − 1)ϑ
.

(c) Denote γ = ϑ0

M−(M−1)ϑ0
∈ (0, 1). Then θt ≤ γtθ0. That is, for ε > 0, it holds that θt ≤ ε

whenever t ≥ log(θ0/ε)
log(1/γ) ∨ 0.

(d) If θ0 < M
M+1 , then

θt ≤
M (θ0)

2t

M (θ0)
2t

+ (M (1− θ0))
2t
.

Furthermore, for ε ∈
(
0, M

M+1

)
, it holds that

θt ≤ ε ∀t ≥ log2

(
logM + log 1−ε

ε

logM + log 1−θ0
θ0

)
∨ 0.
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(e) For ε ∈
(
0, M

M+1

)
, we have

θt ≤ ε ∀t ≥

⌈
log M+1

Mγ + log (θ0)

log(1/γ)

⌉
+

+

⌈
log2

(
logM + log 1−ε

ε

log (M+1)−Mγ
γ

)⌉
+

.

Proof.

(a) Because 0 ≤ δk ≤ 1 for all k ∈ [N ], we can use a probability space (Ω,F , µ) to show
ϑ ≤ θ. Let {E1, E2, . . . , EN} ⊂ F be events with µ(Ek) = δk. Then the complements Ec

k
satisfy µ(Ec

k) = 1− δk. We can define

ϑ = µ
( N⋃
k=1

Ec
k

)
and θ =

N∑
k=1

µ(Ec
k).

If Ec
1, E

c
2, . . . , E

c
N are disjoint, ϑ = θ by countable additivity. In general, Ec

k may overlap,
so

µ
( N⋃
k=1

Ec
k

)
<

N∑
k=1

µ(Ec
k),

implying ϑ < θ.

(b) From the proof of Proposition A.5, we can derive
N∑

k=1

ϵ̃k =
θ − δ1:N

∑N
k=1

ϵk
1−ϵk

1 + (M − 1)δ1:N
≤

θ − (1− ϑ) Nθ
N−θ

M − (M − 1)ϑ
= θ

(Nϑ− θ)/(N − θ)

M − (M − 1)ϑ
≤ ϑθ

M − (M − 1)ϑ
,

where the inequalities follow by noting that ϑ ≤ θ and

θ2 =

(
N∑

k=1

ϵk√
1− ϵk

·
√
1− ϵk

)2

≤

(
N∑

k=1

ϵ2k
1− ϵk

)(
N∑

k=1

(1− ϵk)

)
= (N − θ)

N∑
k=1

ϵ2k
1− ϵk

⇒
N∑

k=1

ϵk
1− ϵk

=

N∑
k=1

(
ϵk +

ϵ2k
1− ϵk

)
≥ θ +

θ2

N − θ
=

Nθ

N − θ
.

(c) Since ϑt ≤ ϑ0, it is clear that θt+1 ≤ γθt and the rest is trivial.

(d) Denote f : x ∈ [0, 1] 7→ x2

M−(M−1)x and g : x ∈ [0, 1) 7→
(
φ ◦ h ◦ φ−1

)
(x) where

φ : x ∈ [0,∞) 7→ Mx

Mx+ 1
, h : x ∈ [0,∞) 7→ x2, φ−1 : y ∈ [0, 1) 7→ y

M(1− y)
.

Note that

g(x) =
M
(

x
M(1−x)

)2
M
(

x
M(1−x)

)2
+ 1

=
x2

M − 2Mx+ (M + 1)x2
≥ x2

M − 2Mx+ (M + 1)x
= f(x),

for all x ∈ [0, 1). Since ϑt ≤ θt < 1, one has θt+1 ≤ f (θt) ≤ g (θt), which further implies
θt ≤ g(t) (θ0) due to g being monotonically increasing. Thus

θt ≤ g(t) (θ0) =
(
φ ◦ h(t) ◦ φ−1

)
(θ0) =

M
(

θ0
M(1−θ0)

)2t
M
(

θ0
M(1−θ0)

)2t
+ 1

.

We complete the proof by noting that (provided t ≥ 0)

g(t) (θ0) ≤ ε⇔
(
φ ◦ h(t) ◦ φ−1

)
(θ0) ≤ ε⇔

(
φ−1 (θ0)

)2t
=
(
h(t) ◦ φ−1

)
(θ0) ≤ φ−1(ε)

⇔ 2t log
(
1/φ−1 (θ0)

)
≥ log

(
1/φ−1(ε)

)
⇔ t ≥ log2

(
log
(
1/φ−1(ε)

)
log (1/φ−1 (θ0))

)
.
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(e) Take τ1 =

⌈
log M+1

Mγ +log(θ0)

log(1/γ)

⌉
+

and τ2 =

⌈
log2

(
logM+log 1−ε

ε

log M+1−Mγ
γ

)⌉
+

. Then (a) implies

θτ1 ≤
Mγ
M+1 , and (b) further implies θτ1+τ2 ≤ ε.

A.6.2 PROOF OF THEOREM 3.2

Proof. The proof of this theorem is based primarily on Proposition A.5. Without loss of generality,
we assume that s0,m = s1,m = · · · = sN,m = m for every m ∈ [M ] and only consider the first
iteration of RL-STaR (i.e., t = 1 and t − 1 = 0). We omit subscripts (0, n) and simply write
P0,n = Pn, δ0,n = δn, and S0,n = Sn, etc. Similarly, let P1,n = P̃n, δ1,n = δ̃n, ϵ̃n = 1 − δ1,n,
and ϵn = 1− δn, etc. Under this formulation, the scenario given in Theorem 3.2 can be seen as the
Markov process introduced in Proposition A.5. Applying Eq. equation 4, we have

δt,n =
(M − 2)

∏N
k=1 δt−1,k +

∏
k ̸=n δt−1,k + δt−1,n

1 + (M − 1)
∏N

k=1 δt−1,k

. (6)

We now examine the three cases with respect to the values of δt=1,n.

(a) If 0 < δ0,n < 1 for all n ∈ [N ], it is obvious that 0 < ϵ̃n < ϵn and hence
δ1,n < δ0,n < 1.

It is straightforward that this inequality will hold for every subsequent iteration t > 1.

(b) Suppose there exists a n ∈ [n] such that δ0,n = 0 and for any other n′ ̸= n, n′ ∈ [N ]

we have δ0,n > 0. Then,
∏N

k=1 δ0,k = 0,
∏

n′ ̸=n δ0,n′ > 0 and
∏

k ̸=n′ δ0,k = 0 for any
k ̸= n′, n′ ̸= n, k, n′ ∈ [N ]. One now sees that

δ1,n =
0 +

∏
n′ ̸=n δ0,n′ + 0

1 + 0
=
∏
n′ ̸=n

δ0,n′ > 0, and δ1,n′ =
0 + 0 + δ0,n′

1 + 0
= δ0,n′ > 0.

After the first iteration, apply the analysis in (a).

(c) Suppose there exist two (or more than two) steps n, n′ ∈ [N ] satisfying n′ ̸= n, δ0,n = 0

and δ0,n′ = 0. We have
∏N

k=1 δ0,k = 0, and
∏

k ̸=n δ0,k = 0 for any k ∈ [N ]. Then

δ1,n =
0 + 0 + δ0,n

1 + 0
= δ0,n for all n ∈ [N ].

It is obvious that above equation holds for every subsequent iteration t > 1.

A.6.3 PROOF OF THEOREM 3.3

Proof. For the case of δ0,n > 0 for all n ∈ [N ], we can apply Proposition A.6, where we set

γ =
ϑ0

M − (M − 1)ϑ0
=

1−
∏N

k=1 δ0,k

(M − 1)
∏N

k=1 δ0,k + 1
,

and let ε = ε′

N for ε′ ∈
(
0, M

M+1

)
. Therefore, we have

max
k

δt,k ≥
∑K

n=1 δt,k
N

≥ 1− ε′

N
∀t ≥

⌈
log M+1

Mγ + log (θ0)

log(1/γ)

⌉
+

+

⌈
log2

(
logM + log 1−ε′

ε′

log (M+1)−Mγ
γ

)⌉
+

.

On the other hand, if there exists only one n ∈ [N ] such that δ0,n = 0, an additional iteration t = 1
is needed to ensure δ1,n > 0. Once δ1,n becomes strictly positive for all n ∈ [N ], we set

γ =
1−

∏N
k=1 δ1,k

(M − 1)
∏N

k=1 δ1,k + 1
,

and then the argument proceeds as before, completing the proof.
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A.6.4 PROOF OF COROLLARY 3.4

Proof. By applying Proposition A.5 to the t-th iteration of RL-STaR, we abuse the notation of Pt,n

to denote the transition matrix in the t-th iteration of RL-STaR, at the n-th CoT step. Recall that

N∏
k=1

Pt,k = U

(
N∏

k=1

δt,kIM +
(
1−

N∏
k=1

δt,k
)
e1e

⊤
1

)
UT ,

where U = [u1, u2, . . . , uM ], and u1 = 1√
M
1. One sees that

[ N∏
k=1

Pt,k

]
i,i

=
[ N∏
k=1

P(t,k)

]
1,1

=

N∏
k=1

δt,k +
1−

∏N
k=1 δt,k
M

.

Since the initial state is chosen uniformly, J(Pt) =
∑M

m=1
1
M

[∏N
k=1 P(t,k)

]
m,m

= 1
M +

(M−1
M )

∏N
k=1 δt,k. Assuming Theorem 3.2 (a) or (b) hold, we conclude as δ1,n ≥ δ0,n and

δt,n > δt−1,n for all t > 1 and n ∈ [N ].

A.6.5 PROOF OF COROLLARY 3.5

Proof. Theorem 3.3 implies that

lim
t→∞

δt,n = 1 for all n ∈ [N ].

By Proposition A.5, we know that Pt,n has diagonal elements α(δt,n) and off-diagonal elements
β(δt,n) such that

lim
t→∞

α(δt,n) = lim
t→∞

1 + (M − 1)δt,n
M

= 1 and lim
t→∞

β(δt,n) = lim
t→∞

1− δt,n
M

= 0 for all n ∈ [N ].

Hence,
lim
t→∞

∥Pt,n − IM∥∞ = 0 for all n ∈ [N ].

A.6.6 PROOF OF COROLLARY 3.6

Proof. This is a simple consequence of convergence to the optimal policy. Since the incorrect
reasoning steps may appear in any CoT steps, we see that

p(τt,k) =
1

M
(β(δt,n1

) · · · (β(δt,nk
))
∏

j ̸=ni∀i

α(δt,j)

where 2 ≤ k ≤ N , for some subsequence n1 < n2 < · · · < nk. Using limt→∞ α(δt,n) = 1 and
limt→∞ β(δt,n) = 0 for each n, we have 0 ≤ p(τt,k)

t→∞−−−→ 0. Because |
⋃

k τt,k| <∞, we obtain
the desired result.
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