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Figure 1. Starting with a single image, a user can interactively generate connected 3D scenes with diverse elements. The user can specify scene
contents via text prompts and specify the layout by moving cameras (e.g., panorama-like camera paths as in the top row, or casual-walk camera
paths as in the bottom row). We recommend seeing the interactive generation process at https://kovenyu.com/WonderWorld/.

Abstract

We present WonderWorld, a novel framework for interac-
tive 3D scene generation that enables users to interactively
specify scene contents and layout and see the created scenes
in low latency. The major challenge lies in achieving fast

generation of 3D scenes. Existing scene generation ap-
proaches fall short of speed as they often require (1) pro-
gressively generating many views and depth maps, and (2)
time-consuming optimization of the scene geometry repre-
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sentations. We introduce the Fast LAyered Gaussian Surfels
(FLAGS) as our scene representation and an algorithm to
generate it from a single view. Our approach does not need
multiple views, and it leverages a geometry-based initializa-
tion that significantly reduces optimization time. Another
challenge is generating coherent geometry that allows all
scenes to be connected. We introduce the guided depth dif-
fusion that allows partial conditioning of depth estimation.
WonderWorld generates connected and diverse 3D scenes in
less than 10 seconds on a single A6000 GPU, enabling real-
time user interaction and exploration. We demonstrate the
potential of WonderWorld for user-driven content creation
and exploration in virtual environments. We will release
full code and software for reproducibility. Project website:
https://kovenyu.com/WonderWorld/.

1. Introduction
Recently, 3D scene generation has surged in popularity, with
many works successfully exploring strong generative im-
age priors and improvements in monocular depth estima-
tion [8, 50, 66, 67]. However, existing 3D scene generation
approaches are offline, where the user provides a single start-
ing image or text prompt, and then the system, after tens
of minutes to hours, returns a fixed 3D scene or a video
of the scene. While offline generation may work for small,
isolated scenes or videos, this setup is problematic for many
scene generation use cases. For example, in game develop-
ment, world designers want to iteratively build 3D worlds
step-by-step, having control over the generation process and
being able to see intermediate generation outcomes with low
latency. In VR and video games, users expect new content
that is larger and more diverse than the scenes currently gen-
erated. In the future, users may desire even more: a system
that allows them to freely explore and shape a dynamically
evolving, infinite virtual world. All of these motivate the
problem of interactive 3D scene generation, where the user
can control what and where to generate (or extrapolate) new
3D scenes and see the generated scenes in low latency.

The major bottleneck that prevents interactivity is the low
speed of generation. Each generated scene typically requires
tens of minutes on two main steps: (1) Progressively gen-
erating dense multi-view images and aligning depth maps
in order to cover occluded regions [8, 50, 66]. (2) Spend-
ing a considerable amount of time optimizing the 3D scene
representations to shape appropriate geometry and appear-
ances [17, 20, 70]. Besides speed, another challenge is that
the generated scenes have strong geometric distortion along
the scene boundary due to misalignment or inaccuracy of es-
timated depth maps, creating seams among generated scenes.

In this paper, we propose a framework named Wonder-
World for interactive scene generation. Our input is a single
image that depicts the starting scene, and our output is a set

of connected yet diverse 3D scenes. To address the speed
issue, our core technique includes a novel scene represen-
tation, Fast LAyered Gaussian Surfels (FLAGS), and the
algorithm to generate it from a single view. The acceleration
comes from two aspects: a single-view layer generation that
inpaints occluded regions without progressively generating
dense views, and a geometry-based initialization that lever-
ages estimated monocular normal and monocular depth for
fast optimization. This allows generating a scene in less
than 10 seconds on a single GPU. To mitigate the geometry
distortion problem, we introduce a guided depth diffusion
method to improve the alignment between the geometry of
the newly generated scenes and existing scenes.

WonderWorld unlocks the potential for interactive scene
generation, allowing users to extrapolate a single image
into vast and immersive 3D scenes. Our approach enables
new possibilities for applications in virtual reality, gaming,
and creative design, where users can quickly generate and
explore diverse 3D scenes. In summary, our contributions
are three-folded:
• We propose WonderWorld, the first approach that enables

interactive 3D scene generation where a user can interac-
tively create diverse, connected scenes with low latency.

• We introduce the FLAGS representation for fast scene
generation and the algorithm to generate it from a single
view. We further introduce the guided depth diffusion to
mitigate geometry distortion.

• We showcase and evaluate interactive generation on vari-
ous types of scenes, such as nature, city, and campus.

2. Related Work

Novel view generation. Many works on generating novel
views from a single image attempted to construct render-
able 3D scene representations, such as layered depth im-
ages [49, 56], radiance fields [52, 54, 65], multi-plane im-
ages [55, 72], and point features [42, 59]. Yet, they only
supported generating views within small viewpoint changes
w.r.t. the input image, as they only built single static scene
representations that do not go beyond the input image. Our
FLAGS representation integrates the technical ideas from
layered depth images [48] and radiance fields [28], yet we
incorporate a generative model to support creating many
connected scenes rather than a single one.

Later works explored perpetual view generation that al-
lowed much more significant viewpoint changes. Early ex-
amples of scene generation focused on extending a single
image into a perpetual video with a given camera trajec-
tory: Infinite Images [25] used image stitching, and Infinite
Nature [37] and its follow-up works [5, 6, 35] used image
generation models specialized to nature images. Since the
advent of generative diffusion models, subsequent work has
expanded the scope and domain of this work. BlockFu-
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sion [61] generates triplanes to represent expandable terrains.
SceneScape [15] generates perpetual scenes from a single
prompt. WonderJourney [66] instead uses an LLM to gener-
ate diverse content and a point cloud representation for the
scenes. WonderJourney is most relevant in that it also aims
to generate a sequence of diverse scenes, yet it runs offline
and requires tens of minutes to generate a single scene as it
requires synthesizing dense views in each scene.
Single 3D scene generation. Recently, scene generation
methods have focused primarily on a single scene, with
many explicitly focusing on indoor scenes [2, 10, 20, 21, 33]
and cities [36, 62, 63]. Recent methods [11, 43, 71] such as
Text2NeRF [70], LucidDreamer [8], and CAT3D [17] gener-
ate multi-view images of a scene, and RealmDreamer [50]
and DreamScene [34] distill multi-view image and depth to
generate a 3D scene. Another line of relevant work focuses
on single-image 3D scene reconstruction by explicit pose-
conditioning or training on scenes [7, 47, 53, 67]. While
these approaches demonstrate improvements in the quality
of 3D scene generation, they are offline processes generating
a fixed scene that is then provided to the user. Since the scene
is fixed, their methods do not allow user interaction, e.g., not
enabling the user to choose what and where they want to
see. We instead address the problem of interactive 3D scene
generation, which requires significant improvements with
respect to fast generation and extrapolation.
Video generation. Recent improvements in video gener-
ation [1, 3, 4, 31] have led to interest in whether these
models can also be used as scene generators. Several works
have attempted to add camera control, allowing a user to
“move” through the scene [18, 58]. While these techniques
are promising, they currently do not guarantee 3D consis-
tency and they remain too slow to be interactive.
Fast 3D scene representations. Substantial progress has
been made in the last several years regarding the quality and
speed of 3D representations; the seminal NeRF [40] paper
was followed by Plenoxels [16], InstantNGP [41], and finally
3D Gaussian Splatting (3DGS) [28] and InstantSplat [14].
In the context of 3DGS, researchers also revisited the tra-
ditional idea of surfels [44, 51] for high-quality geometry
reconstruction [9, 22]. While the main focus of these Gaus-
sian surfel methods is improving reconstruction quality, we
are the first to use surfels to speed up the scene representation
optimization by a principled geometry-based initialization.

3. Approach

Formulation. We target interactive 3D scene generation.
Our goal is to generate a set of diverse yet coherently con-
nected 3D scenes (Figure 1). To this end, we propose Won-
derWorld, a framework that allows real-time rendering and
fast scene generation and extrapolation.
Overview. We show an illustration of our WonderWorld

framework in Figure 2. We start by generating a 3D scene
from an input image. Then, the outer control loop keeps
iterating over two main steps: generating a scene image and
generating FLAGS from the scene image. A user can con-
trol where to generate the new scene by moving the camera
viewpoint, and control what scene to generate by providing
a text prompt. The new scene can be an extrapolation of ex-
isting scenes or a standalone scene to be connected later. We
summarize the control loop in Alg. 1 in the supplementary
material.

Challenges. The major technical challenge is that we need
fast scene generation to allow interactivity. Prior state-of-
the-art scene generation methods are slow because they need
to progressively generate dense views [8, 20, 50, 66, 70]
and spend a long time optimizing scene geometry (e.g.,
NeRF [17, 70], mesh [20], and 3DGS [8, 50]). We pro-
pose the Fast LAyered Gaussian Surfels (FLAGS) and an
algorithm to generate it from a single image. Our approach is
fast for two reasons: (1) It removes the need for progressive
dense view generation to inpaint occluded contents. Instead,
we generate geometric layers from a single view and inpaint
occluded contents at the layer level. (2) Our representation
design enables fast optimization. In particular, our geometry-
based initialization significantly reduces the optimization
time of a single layer to < 1 second. Thus, WonderWorld
allows fast scene generation within 10 seconds per scene and
real-time rendering, simultaneously on a single GPU.

Another challenge is the geometric distortion that creates
seams when connecting two scenes. To mitigate it, we pro-
pose to utilize guided depth diffusion to generate geometry.
Guided depth diffusion is robust and flexible, allowing the
specification of various geometric constraints.

3.1. Fast LAyered Gaussian Surfels (FLAGS)

Definition. We introduce the FLAGS to represent a gen-
erated 3D scene. Each scene E is a radiance field repre-
sented by three radiance field layers E = {Lfg,Lbg,Lsky},
where Lfg/Lbg/Lsky denotes a foreground/background/sky
layer. Each layer contains a set of surfels.1 For example,
the foreground layer Lfg = {pi,qi, si, oi, ci}

Nfg
i=1 consists

of Nfg surfels, where each surfel is parameterized by its 3D
spatial position pi, orientation quaternion qi, scales of the
x-axis and y-axis si = [si,x, si,y], the opacity oi, and the
view-independent RGB color ci. The Gaussian kernel of a
surfel is given by (omitting the index i):

G(x) = exp(−1

2
(x− p)TΣ−1(x− p)), (1)

where the covariance matrix Σ is constructed from the scales
and the rotation matrix Q that can be obtained from the

1In contrast to a traditional surfel that carries a solid piece of surface,
each surfel in FLAGS carries a small radiance field.
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Figure 2. The proposed WonderWorld: Our system takes a single image as input and generates connected diverse 3D scenes. Users can
specify where (by moving the real-time rendering camera) and what to generate (by typing text prompts) and see a generated scene in less
than 10 seconds. We summarize the outer control loop in Alg. 1 in the supplementary material.

quaternions q. The covariance matrix is

Σ = Qdiag
(
s2x , s

2
y , ϵ

2
)
QT, (2)

where ϵ≪ min(sx, sy) is a tiny number that allows a small
thickness for the surfel to increase representational expres-
siveness.

During generation, we generate each layer separately.
During rendering, we view the scene E as a union of all three
layers, i.e.,

E = Lfg∪Lbg∪Lsky = {pi,qi, si, oi, ci}
Nfg+Nbg+Nsky
i=1 , (3)

where Nfg/Nbg/Nsky denotes the number of surfels. Notice
that FLAGS can be seen as a variant of 3DGS, where every
Gaussian kernel’s z-axis shrunk to a tiny number, and it re-
moves view-dependent colors. Thus, we can utilize the same
differentiable rendering pipeline (i.e., 3D-to-2D projection
and alpha blending) as 3DGS [28] for rendering FLAGS.
Single-view layer generation. We generate FLAGS from a
single scene image Iscene. We leverage a text-guided diffu-
sion model to generate the scene image. To generate diverse
and rich contents [66], we utilize a Large Language Model
(LLM) gLLM to generate a structured scene description

T = {F ,B,S} = gLLM(J ,U), (4)

where F ,B,S denote the foreground object prompt, back-
ground prompt, and style prompt of the current scene, re-
spectively. U denotes a user text input to specify the scene to
generate, e.g., “university pathway”. J denotes the instruc-
tion prompt, which we detail in the supplementary material.

To uncover and inpaint the occluded regions in the gen-
erated scene image, we introduce a single-view layer gen-
eration method. Formally, given a scene image Iscene ∈

[0, 1]3×H×W , the goal here is to generate three layer im-
ages Ifg, Ibg, Isky ∈ [0, 1]3×H×W and their corresponding
binary masks to indicate valid pixels Mfg,Mbg,Msky ∈
{0, 1}H×W . The valid pixels in each layer will be used
to generate surfels in that layer. We show an example of
masked layer images in the top row of Figure 2.

We discover the foreground layer using depth edges and
object segmentation. Given an estimated depth map D, we
compute a significant depth edge mask E ∈ {0, 1}H×W

whose element Eh,w = 1 if ∥∇Dh,w∥2 > T where∇Dh,w

denotes the spatial gradient of an element of D and T de-
notes a threshold value, and Eh,w = 0 otherwise. Then we
generate a set of object masks {Ok |∈ {0, 1}H×W } with a
pretrained segmentation network [23]. The foreground mask
Mfg is given by the union of object masks that overlap the
significant depth edge mask:

Mfg =
⋃
k

Ok : ∥Ok ⊙E∥ > 0, (5)

where ⊙ denotes element-wise product, and
⋃

denotes
element-wise “or”. The foreground layer image is given
by Ifg = Iscene ⊙Mfg.

We define the background layer mask as Mbg = 1−Mvis,
where Mvis denotes a visible sky mask given by a pretrained
segmentation network [23]. Since the background layer
image is occluded by the foreground layer at Mfg, we gen-
erate it by Ibg = Mbg ⊙ Iinpaint(Iscene,Mfg, {B,S}), where
Iinpaint denotes a text-guided diffusion inpainting model that
inpaints the contents {B,S} at the region Mfg of the image
Iscene. As for the sky layer, since its geometry is an enclosing
dome, we set the valid mask Msky = 1 and we generate the
sky image Isky = Iinpaint(Iscene,1−Mvis, {“sky”,S}).
Geometry-based initialization. Optimizing 3D scene rep-
resentations to shape appropriate geometry and appearances
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Figure 3. Scale initialization of FLAGS: The sampling interval at a
surfel is given by TN = d/(f cos θ).

takes a long time in prior methods [8, 17, 20, 50, 70]. The
core idea of our fast optimization is that, instead of optimiz-
ing the scene geometry from scratch, most of our FLAGS
geometry parameters are well initialized, so that the opti-
mization is conceptually a “fine-tuning” stage that needs
much less time than previous methods.

Our geometry-based initialization is enabled by two key
design choices. The first design choice is the pixel-aligned
generation which allows leveraging pixel-aligned estimated
geometry. Formally, given a layer image, e.g., the foreground
layer image Ifg, we generate Lfg that has Nfg surfels to rep-
resent the underlying 3D scene layer. We assume that each
surfel in Lfg mainly corresponds to a valid pixel in Ifg, so
that the number of surfels equals the number of valid pixels
for that layer, i.e., Nfg = ∥Mfg∥F. Therefore, the color c of a
surfel is initialized as the RGB values of the pixel. A surfel’s
position p can be initialized by finding the corresponding
pixel’s 3D position:

p = R−1(d ·K−1[u, v, 1]T −T), (6)

where u, v denote the pixel coordinates, K denotes the intrin-
sic camera matrix, R denotes the rotation matrix, T denotes
the translation vector of the current camera, and d denotes
the estimated monocular depth of the pixel.

The other key design choice is the surfel representation,
which has a well-defined normal concept for initializing
orientations and scales. Specifically, the normal direction of
a surfel can be defined as the third column Qz of the surfel’s
rotation matrix Q = [Qx,Qy,Qz]. Thus, to initialize the
orientation of a surfel, we construct the rotation matrix Q
from an estimated pixel normal nc:

Qz = n, Qx =
u× n

∥u× n∥
, Qy =

n×Qx

∥n×Qx∥
, (7)

where u = [0, 1, 0]T denotes a unit up-vector, n = R−1ncam
denotes an estimated normal of the pixel in the world-frame,
and ncam denotes the camera-frame normal estimated from
the layer image Ifg.

For the scale s, our goal is to find an appropriate initializa-
tion that meets two requirements: (1) It should minimize ren-
dering aliasing, that is, it should not lead to high-frequency
aliases or holes when slightly changing viewpoints (e.g.,
moving closer to a scene). (2) It should avoid overly big
surfels that cause a lot of screen space overlapping to slow

down the optimization. Formally, let the spatial sampling
interval of an image (i.e., pixel size) be 1, then the sampling
interval at a surfel is TN = d/(f cos θ) where θ denotes
the angle between the surfel normal n and the image plane
normal nimg = [0, 0,−1]T, and f denotes the focal length
(Figure 3). According to the Nyquist sampling theorem, the
maximum signal frequency should be 1/(2TN). Setting the
signal frequency of a surfel to be inverse bandwidth of its
Gaussian kernel 1/(2ksx), we can solve for the initialization
of the scales:

sx = d/(kfx cos θx), sy = d/(kfy cos θy), (8)

where k =
√
2 denotes a hyperparameter that defines the

Gaussian bandwidth, cos θx denotes the cosine between n
and nimg after both being projected to the XoZ plane. In-
tuitively, the initialized surfels provide seamless coverage
of the visible surface without significant overlap. Yet, the
screen space overlaps still exist due to Gaussian tails. There-
fore, we initialize the surfel opacity o = 0.1 for sufficient
gradient to fine-tune the parameters.
Optimization. Our optimization of the layers goes from
back to front. That is, we first optimize the sky layer Lsky
with the masked photometric loss L = 0.8L1 + 0.2LD-SSIM
against the sky layer image Isky. Then, we optimize the
background layer Lbg on top of the frozen sky layer Lsky
against the background-sky composed image Mbg ⊙ Ibg +
Mvis ⊙ Isky. Finally, we optimize the foreground layer Lfg
on top of both the frozen background layer Lbg and the
frozen sky layer Lsky, against the scene image Iscene. We
optimize for the opacity, orientation, and scales, but not for
colors and spatial positions. Our optimization includes 100
iterations using Adam [29]. There is no densification [28].
We summarize our FLAGS generation algorithm in Alg. 2
in the supplementary material.

3.2. Guided Depth Diffusion

A fundamental challenge in generating connected 3D scenes
is the geometric distortion due to the inconsistency between
the estimated depth and the existing geometry. Formally, let
Dguide of size H×W be the depth map rendered from visible
existing contents at an outpainting camera viewpoint with
a binary mask Mguide ∈ {0, 1}H×W to indicate visible re-
gions, and let Dscene be the estimated depth for an outpainted
new image Iscene. Then, we generally observe a strong dis-
crepancy between Dguide ⊙Mguide and Dscene ⊙Mguide.

To mitigate this issue, we introduce a training-free guided
depth diffusion. Our guided depth diffusion leverages an
off-the-shelf latent depth diffusion model [27, 46]. In
short, a latent depth diffusion model samples a depth map
from an image-conditioned depth distribution p(Dscene |
Iscene) by gradually denoising a randomly initialized la-
tent depth map dT with a learned denoising U-Net, ϵt =
UNet(dt, Iscene, t), where ϵt denotes predicted noise and
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t denotes a time step. The generated depth is given by a
VAE decoder Dscene = Decoder(d0), where d0 is given
by recursive denoising dt−1 = Denoise(dt, t, ϵt). Here
Denoise denotes the denoising routine [26]. We show an
illustration in Figure 4 (a).

The main idea of our guided depth diffusion is to for-
mulate the depth estimation of an extrapolated scene as
sampling from a depth distribution conditioned on both
the scene image and the partially visible depth, p(Dscene |
Iscene,Dguide,Mguide). To this end, we inject the partially vis-
ible depth as guidance by modifying the denoiser as follows:

dt−1 = Denoise(dt, t, ϵ̂t), (9)
ϵ̂t = UNet(dt, Iscene, t)− stgt, (10)

gt = ∇dt
∥Dt−1 ⊙Mguide −Dguide ⊙Mguide∥2, (11)

where ϵ̂t denotes the guided denoiser, Dt−1 denotes the
pre-decoded depth map, and st denotes the guidance weight.
The guidance term gt encourages generating a depth map
that is consistent with visible existing depth Dguide, leading
to much smoother geometry extrapolation. We show an
illustration in Figure 4 (b).

In the supplementary material, we further describe our
accelerated depth guidance implementation, relation to other
guidance methods [12, 19, 39], and how we use guidance
for rectifying the ground plane depth.

4. Experiments

Baselines. As we are not aware of any prior method that
allows interactive 3D scene generation, we consider repre-
sentative methods in perpetual 3D scene generation (Wonder-
Journey [66]), general scene generation (LucidDreamer [8]),
and indoor scene generation (Text2Room [20]). These meth-
ods use different scene representations: WonderJourney uses
point clouds, LucidDreamer uses 3DGS, and Text2Room
uses meshes. We use these baselines’ official codes for com-
parison. We demonstrate examples of interactive 3D scene

Table 1. Time costs for generating a scene on an A6000 GPU.

WonderJourney [66] LucidDreamer [8] Text2Room [20] Ours

749.5 seconds 798.1 seconds 766.9 seconds 9.5 seconds

Table 2. Evaluation on novel view renderings. “CS” denotes CLIP
score, “CC” denotes CLIP consistency, “CIQA” denotes CLIP-
IQA+, “CA” denotes CLIP Aesthetic score.

CS↑ CC↑ CIQA↑ Q-Align↑ CA↑

WonderJourney [66] 27.34 0.9544 0.6443 2.7170 5.6007
LucidDreamer [8] 26.72 0.8972 0.5260 2.7355 5.2935
Text2Room [20] 24.50 0.9035 0.5620 2.6495 5.5244
WonderWorld (ours) 29.47 0.9948 0.6512 3.6411 5.9543

generation in our supplementary website and strongly en-
courage readers to view it first. We collect publicly available
real images and generate synthetic images as our testing ex-
amples, and we also use examples from WonderJourney [66]
and LucidDreamer [8].

Evaluation metrics. For qualitative comparison with the
baselines, we generate 7 scenes for each of 4 test examples,
forming 28 scenes in total. The test examples include both
real and synthetic images of city, campus, nature, and fantasy
scenes. We use a fixed panoramic camera path instead of
letting a user interactively move to automate the evaluation
and make consistent camera placement. We use the same
camera path for all methods. We slightly reduce camera dis-
tances for baseline methods as they display overwhelming
distortion when using the same distant camera placement as
ours. We use the same text prompts for all methods. For
generation speed, we measure the time cost of generating
a scene. For quality comparison, we adopt the following
evaluation metrics: (1) We collect 204 human study two-
alternative force choice (2AFC) results on bird-eye view
renderings (more details in the supplementary material); (2)
To evaluate novel view consistency, we render 9 sudoku-like
novel views around each generated scene, and compute two
metrics: CLIP [45] scores (CS) of the scene prompt versus
the rendered image, and CLIP consistency (CC) measured
by cosine similarity of the image CLIP embeddings between
each novel view and the central view; (3) We evaluate ren-
dered novel view image quality with CLIP-IQA+ [57] and
Q-Align [60] score; (4) We also measure the aesthetics of
novel views by the CLIP aesthetic score [45].

Implementation details. In our implementation, we use
the Stable Diffusion Inpaint model [46] as our outpainting
model. We also use it for inpainting the background layer
and sky layer, and for text-to-image generation. We use
OneFormer [23] to segment the sky and foreground objects.
We estimate normal using the Marigold Normal [27]. We use
Marigold Depth [27] as our depth diffusion model. We leave
more details in the supplementary material. We will release
full code and software upon publication for reproducibility.
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Table 3. Human 2AFC preference on bird-eye view rendering. The
number in each column is the rate of preference of WonderWorld
generated results over the compared method.

vs. WonderJourney [66] vs. LucidDreamer [8] vs. Text2Room [20]

98.5% 98.6% 98.0%

4.1. Results

Interactive 3D scene generation. Firstly, we showcase in-
teractive 3D scene generation results with different camera
placements in Figure 1, including a panoramic camera path
and two casual walking camera paths. We observe the di-
versity and coherence among the generated scenes in each
example. We show more video results of different camera
paths in our “generated virtual world” session, and interac-
tive viewing examples in the “interactive viewing” session
on our supplementary website. We show more panoramic
camera paths in Figure 10, 9, 11 in supplementary material.
From these examples, we validate that our WonderWorld
works with diverse scene types such as cities, nature, fantasy,
ancient towns, villages, and university campuses.

Generation speed. Since we focus on making 3D scene
generation interactive, we report the scene generation time
cost. We show the scene generation time for a single scene in
Table 1. From Table 1 we see that even the fastest previous
method, WonderJourney, takes more than 700 seconds to

generate a single scene, spending most of its time generating
multiple views to fill in the holes between the existing scene
and the newly generated scene. LucidDreamer generates a
slightly extended scene from the input image and spends
most of its time generating multiple views, aligning depth
for these views, and training a 3DGS to fit them. In general,
prior approaches need to generate or distill multiple views
and optimize their 3D scene representations for a significant
amount of time. We accelerate the scene generation by our
FLAGS. We show an analysis of our time cost in Table 5
in supplementary material. Since diffusion model inference
(outpainting, layer inpainting, depth, and normal estimation)
takes the most time, our method will benefit from future
advances in accelerating diffusion inference.

Qualitative comparison. We show a qualitative comparison
using the same input image, panoramic camera path, and
text prompts for our WonderWorld and the baseline methods
in Figure 5 and in supplementary material (Figure 14). We
observe that WonderWorld generates much higher-quality
scenes compared to the baselines. This is validated by the
human 2AFC results as shown in Table 3, where ours is
overwhelmingly preferred. Furthermore, in Table 2, Won-
derWorld also significantly outperforms other approaches in
terms of CLIP score and CLIP consistency, showing better
semantic alignment and novel view consistency.

From Figure 5, 14, we also observe that single 3D scene
generation methods like LucidDreamer [8] do not extrapolate
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Figure 6. Ablation study on geometry-based initialization. The two
images are rendered at a novel view of a generated scene.

out of predefined scenes and suffer from severe geometric
distortion at the boundaries of the generated scene. It might
be because simple depth post-processing heuristics, such
as alignment by computing a global shift and scale [8] or
fine-tuning the depth estimator to match the estimated depth
with the existing geometry [66], do not suffice, as they do not
reduce the inherent ambiguity in the estimation of the new
scene depth. While Text2Room [20] uses a depth inpainting
model trained on indoor scenes, it does not generalize to
outdoor scenes, likely due to the lack of training data in
general outdoor scenes. In contrast to baselines, our Wonder-
World mitigates geometric distortion and leads to a coherent
large-scale 3D scene.

Diverse contents and styles in a single example. Since
WonderWorld allows for the choice of different text prompts
to change the contents, the generated scenes and styles can be
diverse and different in each run. In supplementary material,
we show diverse generation results from the same input
image in Figure 12, and we show an example Figure 13 of
users specifying different styles in the same generated virtual
world, e.g., Minecraft, painting, and Lego styles.

4.2. Ablation study

We perform an ablation study, and evaluate them with the
same protocal as in the baseline comparison. We show the
quantitative results in Table 4.

Geometry-based initialization. We compare with a variant
(“w/o geometry”) that removes geometry-based initializa-
tion and the surfel design, and instead using 3DGS with
MipSplatting [69] with the same estimated depth. We in-
crease the optimization iteration such that it achieves the
same PSNR as ours at the generation view. However, this
variant fails to synthesize high-quality novel views partly
due to alias effects (see Figure 6).

Multiple layers. We compare with “w/o layers” which uses
only a single layer instead of three. Ours significantly outper-
forms it in both metrics and human preference, as the layered
design in our FLAGS fills occluded regions (Figure 7).

Depth guidance. We compare with “w/o guidance”. This
variant creates significant seams between generated scenes
(Figure 8). Our guided depth diffusion mitigates this issue.

Ours w/o layers Ours

Figure 7. Ablation study on the layered design. The two images
are rendered at a novel view of a generated scene.

Ours w/o depth guidance Ours

Figure 8. Ablation study on the guided depth diffusion. The two
images are rendered at a novel view of a generated scene.
Table 4. Ablation study results on novel view renderings. “CS”
denotes CLIP score, “CC” denotes CLIP consistency, “CIQA” de-
notes CLIP-IQA+, “CA” denotes CLIP Aesthetic score.

CS↑ CC↑ CIQA↑ Q-Align↑ CA↑

Ours w/o geometry 27.23 0.9836 0.6153 3.5236 5.7284
Ours w/o layers 27.32 0.9922 0.6298 3.5288 5.7139
Ours w/o guidance 26.89 0.9936 0.6327 3.6011 5.7854
WonderWorld (ours) 29.47 0.9948 0.6512 3.6411 5.9543

5. Conclusion

We introduce WonderWorld, the first system for interactive
3D scene generation, featuring fast generation of large, di-
verse scenes. WonderWorld allows users to interactively
generate and explore the parts of the scene they want with
the content they request.

Limitations. A main limitation of WonderWorld is that the
generated scenes only have frontal-facing surfaces so that the
view synthesis range is limited to an area around the camera,
e.g., we cannot move to the back of an object. Future work
might incorporate a 3D object generation module such as
GRM [64] to generate individual objects separately from the
scene background. A few latest works have demonstrated
some success [13, 34] following this pipeline. Another lim-
itation is the difficulty in handling detailed objects, such
as trees, leaving “holes” or “floaters” when the viewpoint
changes. Therefore, we see WonderWorld as an interactive
3D scene prototyping method, rather than a full end-to-end
solution. This invites an exciting future direction: using
WonderWorld to interactively prototype a coarse 3D world
structure, and then refine scene details, complete objects,
and remove floaters with slower but higher-fidelity models
such as video diffusion [68].
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WonderWorld: Interactive 3D Scene Generation from a Single Image

Supplementary Material
Table 5. Time analysis for WonderWorld in generating a single
scene on an A6000 GPU.

Outpainting Layer generation Depth Normal Optim.

2.1s 2.3s 2.5s 0.8s 1.9s

A. Additional Qualitative Results
We show additional baseline comparison results in Figure 14.
We show additional qualitative results in Figure 10, 9, 11.
To automate generation, we also use the panoramic camera
paths. We use the LLM to generate the scene names.

We show different scenes using the same input image in
Figure 12, and different styles in the same virtual world in
Figure 13. In Table 5, we show a time analysis of Wonder-
World.

B. Algorithms
We summarize the control loop of WonderWorld in Alg. 1
and the generation of FLAGS in Alg. 2 and Alg. 3.

C. Details on Guided Depth Diffusion

Accelerated depth guidance implementation. In our
guided depth diffusion, we empirically observe that we do
not need to use guidance in every denoising step. We set
the guidance weights st such that the norm of the guidance
signal is proportional to the norm of the predicted update.
We use the Euler scheduler [26] with 30 steps for our depth
diffusion, where we apply our guidance in only the last 8
steps. This significantly reduces runtime latency.
Relation to other guidance methods. The guidance tech-
nique has been used in sampling diffusion models with dif-
ferent guidance signals, such as text [19], features [12], and
decoded features [39]. Yet, their goal is to control the seman-
tic contents of generated images. Our guided depth diffusion
targets a problem different from controllable image genera-
tion; we aim to estimate consistent depth that aligns with the
existing depth geometry.
Tackling ground plane distortion. We note that our guided
depth diffusion formulation is highly flexible and allows
us to specify different depth constraints. For example, a
significant geometric distortion is that the ground plane is
often curved due to inaccurate camera intrinsic matrix and
depth estimation. Thus, we add depth guidance for the
ground plane by replacing the mask Mguide in Eq. 9 with a
ground mask Mgrd obtained from semantic segmentation,
and replacing the depth of visible content Dguide with an
analytically calculated flat ground depth Dgrd. To compute

Algorithm 1 WonderWorld control loop

Input: Initial scene image I0
Output: All generated scenes G = {E0, E1, . . .}
Runtime output: Real-time rendered image Irend
Runtime user control: Real-time rendering camera
pose Crend, generation camera pose Cgen, (optional) user
text prompt U

1: Crend ← 4x4 Identity matrix ▷ Initialize at origin
2: Cgen ← 4x4 Identity matrix ▷ Initialize at origin
3: Iscene ← I0
4: M← 1H×W ▷ Mask indicating which pixels are the

current new scene
5: T ← Captioning by VLM(Iscene) ▷ We use GPT4V
6: G ← Generate FLAGS(Iscene,M, T , ∅) ▷ Alg. 2
7: in parallel do
8: Thread 1: Main control loop ▷ Async with

generation
9: while true do

10: Irend ← Render(Crend,G)
11: Crend ← Update by user(Crend) ▷ User can

move, rotate, or stay static
12: end while
13: end parallel

14: in parallel do
15: Thread 2: Async generation signal (triggered event)
16: Cgen ← Crend
17: Ipartial ← Render(Cgen,G) ▷ Partial rendered image
18: M← Find empty pixels(Ipartial)
19: if U is empty then
20: U ← Propose by LLM() ▷ We use GPT4 to

propose a new scene name
21: T ← Generate by LLM(U) ▷ Eq. 4
22: else
23: T ← Generate by LLM(U) ▷ Eq. 4
24: end if
25: Iscene ← Outpaint(Ipartial,M,U)
26: G ← Generate FLAGS(Iscene,M, T ,G) ▷ Alg. 2
27: end parallel

depth, we assume the height difference Hcam between the
camera and the ground; then the depth of a ground pixel is
Hcamfy/(py − y), where fy is the focal length, y is the pixel
y-coordinate, py is the y-principal point.
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Figure 9. Qualitative examples. These examples are generated with scene contents automatically generated by the LLM.
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Figure 10. Qualitative examples. These examples are generated with scene contents automatically generated by the LLM.
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Figure 11. Qualitative examples. These examples are generated with scene contents automatically generated by the LLM.
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Figure 12. Diverse generation: Our WonderWorld allows generating different virtual worlds from the same input image.
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Figure 13. WonderWorld allows users to specify different styles in the same generated virtual world, e.g., Minecraft, painting, and Lego
styles.

D. Further Experiment Details

Further implementation details. In single-view layer gen-
eration, we use an LLM to generate a structured scene de-
scription (Eq. 4). We use GPT-4 for this purpose, and the
instruction prompt J is:

“You are an intelligent scene generator. Imagine you

are wandering through a scene or a sequence of scenes,
and there are 3 most significant common entities in each
scene. The next scene you would go to is U . Please generate
the corresponding 3 most common entities in this scene.
The scenes are sequentially interconnected, and the entities
within the scenes are adapted to match and fit with the scenes.
You must also generate a brief background prompt of about
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Figure 14. Baseline comparison. The inset with blur dashed bounding box is the input image.

Algorithm 2 Generate FLAGS

Input: Scene image Iscene, mask of new pixels M, full
text prompt T = {F ,B,S}, existing scenes G
Output: Extended scenes G

1: Ifg, Ibg, Isky,Mfg,Mbg,Msky ←
Generate layer images(Iscene, {F ,B,S}) ▷ Sec. 3.1

2: Minit ←M⊙Msky
3: Lsky ← Optimize layer(Isky,G,Minit) ▷ Alg. 3
4: G ← G ∪ Lsky ▷ Add Lsky to the frozen G
5: I′bg ←Mbg ⊙ Ibg + (1−Mbg)⊙ Isky
6: Minit ←M⊙Mbg
7: Lbg ← Optimize layer(I′bg,G,Minit) ▷ Alg. 3
8: G ← G ∪ Lbg
9: Minit ←M⊙Mfg

10: Lfg ← Optimize layer(Iscene,G,Minit) ▷ Alg. 3
11: G ← G ∪ Lfg

50 words describing the scene. You should not mention the
entities in the background prompt. If needed, you can make
reasonable guesses. Please use the format below (the output
should be JSON format): ’scene name’: [’scene name’],

’entities’: [’entity 1’, ’entity 2’, ’entity 3’], ’background’:
[’background prompt’]”,
where U is the user text input to specify the scene name. To
generate the text prompt T for the first scene for inpainting
the background layer and sky layer, we use a similar instruc-

Algorithm 3 Optimize a FLAGS layer

Input: Reference image Iref, existing scenes G, mask
Minit to indicate which pixels are used to spawn surfels
for this layer
Output: Layer L

1: Dguide,Mguide ← Render partial depth(Cgen,G)
2: Dscene ← Guided depth diffusion(Iref,Dguide,Mguide)

▷ Sec. 3.2
3: N← Estimate normal(Iref)
4: P,C← Unproject pixels(Iref,Dscene,Mguide) ▷ Eq. 6
5: S← Compute scales(Dscene,N,K) ▷ Eq. 8
6: L ← Initialize layer(P,N,C,S,Minit)
7: L ← Optimize layer(L,G, Iref) ▷ Sec. 3.1

tion to prompt the VLM (we use GPT-4V) to caption the
input image.

All generated scene images are 512 × 512 pixels. We
set the camera focal length to fx = fy = 960 pixels for all
scenes, while it is also possible to use off-the-shelf meth-
ods [24] for estimation. We post-process estimated depth
using an efficient SAM [30, 38], similar to WonderJour-
ney [66]. In practice, we generate the entire sky in the initial
scene using SyncDiffusion [32] offline. To render the guid-
ance mask Mguide, we first render the FLAGS into the screen
space, and accumulate the opacity. Then, we threshold the
accumulated opacity by 0.6 to find the visible mask Mguide.



We use the same method to find empty pixels in the partial
rendered image Ipartial.
Human study details. We use Prolific2 to recruit partici-
pants for the human preference evaluation. For each experi-
mental comparison, we recruit 204 participants from all over
the globe. We use Google forms to present the survey. The
survey is fully anonymized for both the participants and the
host. Participants are shown top-by-bottom bird-eye render-
ing images of the same layout as in Fig. 5 with randomized
top-bottom orders. For the ablation study, participants are
shown side-by-side images. Participants are instructed to se-
lect one from two options: “Top is more visually compelling”
or “Bottom is more visually compelling” The instruction
is: “Carefully compare the two images below. Which image
looks better (higher quality, fewer errors) to you?”
Depth estimation for baseline methods. For a fairer com-
parison, we also use Marigold for WonderJourney [66] in our
experiments. Yet, LucidDreamer [8] requires metric depth,
and Text2Room [20] requires depth inpainting, so we keep
their original depth models.

2https://www.prolific.com/

https://www.prolific.com/
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