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Abstract001

The integration of Knowledge Graphs (KGs)002
into the Retrieval Augmentation Generation003
(RAG) framework has attracted significant in-004
terest, with early studies showing promise in005
mitigating hallucinations and improving model006
accuracy. However, a systematic understanding007
and comparative analysis of the rapidly emerg-008
ing KG-RAG methods are still lacking. This009
paper seeks to lay the foundation for systemati-010
cally answering the question of when and how011
to use KG-RAG by analyzing their performance012
in various application scenarios associated with013
different technical configurations. After outlin-014
ing the mind map using KG-RAG framework015
and summarizing its popular pipeline, we con-016
duct a pilot empirical study of KG-RAG works017
to reimplement and evaluate 6 KG-RAG meth-018
ods across 7 datasets in diverse scenarios, ana-019
lyzing the impact of 9 KG-RAG configurations020
in combination with 17 LLMs. Our results021
underscore the critical role of appropriate appli-022
cation conditions and optimal configurations of023
KG-RAG components. The data and methods024
used, along with our reimplementation, are pub-025
licly available on https://anonymous.4open.026
science/r/Understanding-KG-RAG-EB54.027

1 Introduction028

Recently, Large Language Models (LLMs) have029

demonstrated remarkable capabilities in Natural030

Language Processing (NLP) tasks (Wei et al.,031

2022a; Brown et al., 2020). However, LLMs032

face critical challenges including hallucination (Sa-033

hoo et al., 2024a), limited incorporation with real-034

time knowledge (Mallen et al., 2023), and opaque035

reasoning processes (Zhou et al., 2024). Thus,036

Retrieval-Augmented Generation (RAG) (Guu037

et al., 2020) frameworks have emerged as a promis-038

ing solution by searching most relevant contents039

from external knowledge base using similarity040

methods (Fan et al., 2024). However, RAG typi-041

cally treats document contents as independent units,042

struggling to capture complex relational informa- 043

tion and hierarchical interconnections within the 044

data (Liu et al., 2024; Li et al., 2025c). 045

To address above limitations, graph-based 046

RAG (Edge et al., 2024), particularly those in- 047

corporating Knowledge Graphs (KGs) known 048

as KG-RAG, has emerged as a promising 049

paradigm (Zhang et al., 2022; Guan et al., 2024; 050

Kim et al., 2023; Saleh et al., 2024). KG-RAG 051

leverages semantic relationships between enti- 052

ties (Li et al., 2025a) to enable more sophisticated 053

reasoning capabilities (Sun et al., 2023; Wang et al., 054

2025) and enhance performance in domain-specific 055

applications (Wen et al., 2024). 056

However, due to the rapid proliferation of related 057

techniques, these KG-RAG works have emerged 058

in a disjointed manner, much like mushrooms af- 059

ter rain, with significant variations in their use of 060

scenarios, datasets, KG-RAG configurations, and 061

LLMs. They tend to focus on isolated technical 062

innovations across different pipeline stages, with- 063

out systematic comparison across varied scenarios. 064

Moreover, recent reviews (Pan et al., 2024; Zhang 065

et al., 2025; Peng et al., 2024; Zhao et al., 2024) pri- 066

marily focuses on qualitative analyses, with a lack 067

of quantitative assessments regarding the impact of 068

key configurations across different task scenarios. 069

To address this research gap, we aim to ex- 070

plore the key factors that answer the questions of 071

when and how to use KG-RAG, thereby laying 072

the foundation for a quantitative empirical study. 073

Specifically, we identify two critical gaps in cur- 074

rent KG-RAG research: its applicability across 075

diverse scenarios and the effectiveness of different 076

pipeline configurations. First, the applicability of 077

KG-RAG remains insufficiently explored across 078

several dimensions: task domains (ranging from 079

open-domain to domain-specific tasks), task dif- 080

ficulty levels (from single-hop to multi-hop ques- 081

tions) (Zhao et al., 2024), LLM capabilities (from 082

open-source to commercial models), and KG qual- 083
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ity (from specialized to general KGs). Second,084

the impact of different KG-RAG configurations085

lacks systematic understanding: (1) pre-retrieval086

query enhancement strategies (query expansion,087

decomposition, and understanding), (2) varying re-088

trieval forms (from facts to paths and subgraphs),089

and (3) post-retrieval prompting approaches (e.g.,090

Chain-of-Thought (Wei et al., 2022b) and Tree-091

of-Thought (Yao et al., 2023)). Through such a092

systematic investigation, we aim to provide prac-093

tical guidelines of KG-RAG for answering when094

and how to use KG-RAG effectively.095

In this paper, as a pilot empirical study of the KG-096

RAG methodology, we reimplement and evaluate 6097

KG-RAG methods across 7 datasets in diverse sce-098

narios, analyzing the impact of 9 KG-RAG config-099

urations in combination with 17 LLMs. Our results100

underscore the crucial role of selecting appropriate101

application conditions and optimizing the config-102

urations of KG-RAG components. Specifically,103

we systematically address how much the KG-RAG104

approach benefits open-source LLMs across differ-105

ent task domains and difficulty levels, and whether106

these enhancements offer a greater advantage com-107

pared to larger or commercial LLMs. Additionally,108

we examine the influence of various configurations109

on KG-RAG performance and identify several lim-110

itations in current KG-RAG research.111

2 Literature Review112

Recent surveys and systematic reviews have pro-113

vided comprehensive analyses of RAG frameworks114

and their integration with KGs (Pan et al., 2024;115

Zhao et al., 2024), establishing a solid founda-116

tion for understanding this rapidly evolving field.117

CRAG (Yang et al., 2024c) advances the field by118

introducing a comprehensive benchmark that evalu-119

ates RAG performance across multiple dimensions,120

including domain specificity, data dynamism, con-121

tent popularity, and question complexity. Com-122

plementary research on RAG optimization strate-123

gies (Li et al., 2025b) has investigated the impact124

of various factors on generation quality, such as125

model size, prompt design and knowledge base126

scale. While these studies primarily focus on un-127

structured text retrieval, their insights provide valu-128

able reference points for understanding structured129

knowledge retrieval systems like KG-RAG.130

The integration of KGs with RAG has attracted131

significant attention from the research commu-132

nity (Pan et al., 2024). Several comprehensive sur-133

veys have systematically documented the evolution, 134

technical frameworks, and key components of KG- 135

RAG (Zhang et al., 2025). These reviews provide 136

extensive coverage of retrieval methods, model ar- 137

chitectures, knowledge graph variants, and prac- 138

tical applications (Peng et al., 2024), along with 139

discussions of available open-source implementa- 140

tions and benchmark datasets (Zhao et al., 2024). 141

These surveys primarily focus on taxonomic classi- 142

fication and theoretical analysis, offering valuable 143

qualitative insights into the KG-RAG landscape. 144

Although existing works demonstrate breadth 145

in their coverage, these studies show deficiencies 146

in quantifying the advantages and disadvantages 147

of different KG-RAG approaches, analyzing their 148

inherent trade-offs, and providing comprehensive 149

experimental data, thus limiting systematic under- 150

standing of KG-RAG’s effectiveness and optimal 151

configurations across different task scenarios. 152

3 KG-RAG Scenario and Configuration 153

As outlined in Sec. 1 and 2, KG-RAG works have 154

emerged in a disjointed manner, with significant 155

variations in the use of scenarios, datasets, KG- 156

RAG configurations, and LLMs. However, current 157

reviews on KG-RAG primarily focuses on quali- 158

tative analyses, with a lack of quantitative assess- 159

ments regarding the impact of key configurations 160

across various task scenarios. To bridge this gap, 161

we explore the key factors that answer the ques- 162

tions of when and how to use KG-RAG, laying the 163

foundation for a quantitative empirical study. 164

3.1 When to Use KG-RAG for LLMs? 165

As discussed in Fig. 1, answering the question of 166

when to use KG-RAG requires considering several 167

factors: 1) whether the task scenario necessitates 168

KG-RAG assistance for the LLM, 2) whether the 169

capabilities of the given LLMs require external 170

knowledge to complete the task, and 3) whether 171

the quality of the KG is sufficient to support the 172

reasoning needs of the LLM. 173

Task Scenarios. To investigate the applicability of 174

KG-RAG, we categorize task scenarios from two 175

perspectives: task domain and task difficulty. 176

• Task Domain: Inspired by CRAG (Yang et al., 177

2024c), we roughly categorize tasks in existing 178

KG-RAG works into open-domain question an- 179

swering (QA), domain-specific QA and exam. 180

The open-domain QA require general world 181

knowledge, while domain-specific QA focus on 182
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Figure 1: The mind and pipeline flows of KG-RAG.

specialized fields requiring professional knowl-183

edge. Domain-specific exam is professional qual-184

ification examinations that test domain expertise.185

• Task Difficulty: There is currently no clear con-186

sensus on how to define task difficulty. After re-187

viewing KG-RAG datasests, we adopt a two-level188

classification (Zhao et al., 2024). The L1 diffi-189

culty involves questions that require straightfor-190

ward answers based on clear facts (single-hop).191

The L2 or higher difficulty represent questions192

that require reasoning and the integration of mul-193

tiple pieces of information (multi-hop).194

Based on the task domain and difficulty, We195

summarize five representative datasets of KG-RAG196

works in Table 1. CommonsenseQA (Talmor et al.,197

2019) is an open-domain QA dataset focusing on198

commonsense questions. GenMedGPT-5K (Li199

et al., 2023b) and CMCQA (Xia et al., 2022)200

are medical consultation datasets for Domain-201

specific QA, with CMCQA showing higher dif-202

ficulty through multi-round conversations (more203

L2 questions). CMB-Exam (Wang et al., 2024a)204

and ExplainCPE (Li et al., 2023a) are medical pro-205

fessional examination datasets containing both L1206

and L2 questions. More detailed information on207

these datasets can be found in Appx. A.208

Capability of LLMs. Beyond the task difficulty,209

the capability of LLMs is also a key factor in deter-210

mining the importance of KG-RAG. Considering211

practical issues such as economics, open-source212

availability, and data privacy, there is a general213

hope that open-source LLMs (especially those with214

low resource consumption) can outperform com-215

mercial ones in specialized tasks after incorporat-216

ing external knowledge. Thus, we include 17 com-217

monly used LLMs of varying scales and types:218

• Qwen1.5-7B (Team, 2024) and Llama2-7B (Tou- 219

vron et al., 2023) serve as the backbone open- 220

source LLMs (BOS-LLMs) for KG-RAG, as they 221

are fully open-source and share comparable ar- 222

chitectures (7B, decoder-only). 223

• Other open-source LLMs: Qwen2.5-7B (Yang 224

et al., 2024a), Qwen2-72B (Yang et al., 2024b), 225

Deepseek-v2-lite (Shao et al., 2024), ChatGLM4- 226

9B (GLM et al., 2024), and Yi-34B (Young 227

et al., 2024) for Chinese; Llama3.2-1B, Llama3- 228

8B (Dubey et al., 2024), Llama2-70B, Gemma2- 229

9B (Team et al., 2024), Mixtral-8*7B (Jiang et al., 230

2024a) for English; and a domain-specialized 231

model OpenBioLLM-70B (Ankit Pal, 2024). 232

• Commercial LLMs: Claude3.5-Sonnet, Gem- 233

ini1.5 - Pro, GPT4o, o1-mini. 234

Knowledge Graphs. Once the task scenario and 235

LLMs’ capabilities are clearly outlined, KG qual- 236

ity will become another decisive factor. Following 237

Wen et al. (2024), we utilize EMCKG and CM- 238

CKG as the KGs for GenMedGPT-5 and CMCQA, 239

respectively. Besides, we construct the correspond- 240

ing KGs for the remaining datasets (detailed in 241

Appx. B). Furthermore, to examine the impact of 242

KG quality (Sui and Hooi, 2024) on KG-RAG, we 243

conducted experiments on the ExplainCPE dataset 244

using spKG (specialized KG) and CMCKG (only 245

partially covers the required knowledge) in Tab. 6. 246

3.2 How to Use KG-RAG Techniques? 247

As shown in Fig. 2, to answer the question of 248

how to use KG-RAG, we review five existing 249

KG-RAG works (KGRAG (Soman et al., 2023), 250

ToG (Sun et al., 2023), MindMap (Wen et al., 251

2024), RoK (Wang et al., 2024b), KGGPT (Kim 252
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Table 1: The statistics of datasets adopted in this paper.

Task Scenario Dataset Concrete Task # Question Language # L1 # L2
Open-domain QA CommonsenseQA Commonsense QA 700 English 100% -

Domain-specific QA GenMedGPT-5K Diagnosis 700 English 25.7% 74.3%
CMCQA Diagnosis 500 Chinese - 100%

Domain-specific Exam CMB-Exam Multi-choice 3,000 Chinese 74.4% 25.6%
ExplainCPE Multi-choice 507 Chinese 49.3% 50.7%

et al., 2023)) and summarize three main modules253

based on the retrieval stage: Pre-Retrieval, Re-254

trieval, and Post-Retrieval. Additionally, to facil-255

itate subsequent ablation experiments for validat-256

ing modules, we supplement a experimental Pilot257

method, as proposed in this paper.258

Query Enhancement in Pre-retrieval. The Pre-259

Retrieval phase focuses on determining “what to260

retrieve” by aligning queries with knowledge base261

content (Jiang et al., 2024b). We examine three262

distinct approaches to query enhancement:263

• Query Expansion: RoK (Wang et al., 2024b)264

leverages Chain-of-Thought (Wei et al., 2022b)265

to extract key entities through step-by-step rea-266

soning first, enabling the discovery of more rele-267

vant entities during retrieval by aligning LLMs’268

pre-trained knowledge with knowledge in KGs.269

• Query Decomposition: KGGPT (Kim et al.,270

2023) addresses multi-hop reasoning by breaking271

down complex queries into simpler clauses, mak-272

ing it easier to construct evidence graphs through273

separate retrievals for each clause.274

• Query Understanding: We further integrate query275

understanding into Pilot, which extracts main276

ideas from queries using LLMs. It ensures re-277

trieved content aligns with both query and topic,278

addressing cases where query similarity alone279

may lead to irrelevant matches (Gan et al., 2024).280

Retrieval Forms After Retrieval. In the retrieval281

phase, KG-RAG organizes retrieved graph context282

that can be input to LLMs as reference information.283

Due to differences in specific retrieval mechanisms,284

the graph context may ultimately be organized into285

three forms with increasing information granular-286

ity: fact, path, and subgraph.287

• Fact is the most basic knowledge unit in triplet288

form (Subject,Predicate,Object), provid-289

ing discrete, structured knowledge points (So-290

man et al., 2023). The facts, while precise and291

processable, lack contextual connections.292

• Path consist of connected triplet sequences, offer-293

ing richer context through interconnected knowl-294

edge. ToG (Sun et al., 2023) demonstrates how295
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Figure 2: Configurations of KG-RAG

path-based retrieval supports multi-hop reason- 296

ing by guiding LLMs to explore multiple reason- 297

ing paths. Paths can balance information density 298

with structural clarity but may miss broader rela- 299

tionships outside the path. 300

• Subgraph combines both paths and neighboring 301

entity information, can capture more compre- 302

hensive relationships and patterns, enabling KG- 303

RAG to understand content more thoroughly and 304

in greater detail. MindMap (Wen et al., 2024) em- 305

ploys both path-based and neighbor-based explo- 306

ration, ultimately combining path and neighbor 307

information to form an evidence subgraph. 308

Post-Retrieval: Prompt design. In the Post- 309

Retrieval phase, while some works focus on fil- 310

tering (Li et al., 2024) or reranking (Glass et al., 311

2022) retrieved results, we primarily investigate 312

how different prompt designs guide LLMs’ reason- 313

ing process with retrieved knowledge (Sahoo et al., 314

2024b; Tonmoy et al., 2024; Chen et al., 2023). We 315

mainly examine three following prompt patterns: 316

• Chain-of-Thought (CoT) introduces step-by-step 317

reasoning (Wei et al., 2022b), breaking complex 318

problems into sequential intermediate steps. 319

• Tree-of-Thought (ToT) (Yao et al., 2023) ex- 320

tends this concept by enabling multi-branch ex- 321

ploration, allowing LLMs to simultaneously con- 322

sider and compare multiple reasoning paths. 323

• MindMap (Wen et al., 2024) enhances reasoning 324

interpretability by guiding LLMs to construct 325

structured mind maps that integrate retrieved 326

knowledge while maintaining reasoning traces. 327

4



Table 2: CommonsenseQA (Self-Construted KG)

Type Method Correct Wrong Fail

LLM only

Llama3.2-1B 52.93 47.07 0.00
Llama2-7B 39.06 60.37 0.57
Llama3-8B 73.82 26.04 0.14
Llama2-70B 68.1 30.62 1.29
Mixtral-8*7B 68.53 30.76 0.72
Gemma-9B 78.83 21.03 0.14

GPT4o 84.55 15.45 0.00
o1-mini 81.40 18.45 0.14

Claude3.5-S 82.55 17.45 0.00
Gemini1.5-P 83.83 16.17 0.00

KG-RAG
(Llama2-7B)

KGRAG 42.49 56.94 0.57
ToG 42.06 57.37 0.57

MindMap 51.07 47.50 1.43
RoK 42.86 57.14 0.00

KGGPT 48.11 51.73 0.15
Pilot 51.50 48.50 0.00

4 Empirical Study328

4.1 Research Questions329

As discussed in Sec. 2, past reviews primarily pro-330

vide a macroscopic and qualitative comparison of331

the differences and similarities among existing KG-332

RAG works. Therefore, this paper seeks to answer333

the following research questions (RQs) by con-334

ducting a quantitative analysis of various KG-RAG335

methods and LLMs across different task scenarios:336

• RQ1 (Sec. 4.3.1): How much do the KG-RAG337

methods benefit the backbone open-source LLMs338

(BOS-LLMs) across different task scenarios?339

• RQ2 (Sec. 4.3.2): Do BOS-LLMs enhanced with340

KG-RAG offer advantages over larger or com-341

mercial LLMs across different task scenarios?342

• RQ3 (Sec. 4.3.3): How effective are different343

configurations of BOS-LLMs with KG-RAG344

across different task scenarios?345

4.2 Experimental Setup346

As discussed in Sec. 3, this paper adopts 7 datasets347

under different task scenarios to compare 17 raw348

LLMs and 2 backbone LLMs driven by 6 exist-349

ing KG-RAG methods (KGRAG, ToG, MindMap,350

RoK, KGGPT, and Pilot). Qwen1.5-7B and351

Llama2-7B are employed as the backbone open-352

source LLMs (BOS-LLMs) to ensure reproducibil-353

ity and transparency. Note that two KBQA datasets354

and resutlts are attached in Appx. A.2.355

As for the evaluation metrics, we adopt a vari-356

ety of different metrics. Correct, Wrong, Fail are357

used for those with ground truth (e.g., Common-358

senseQA, CMB-Exam, ExplainCPE), where “Fail”359

indicates the model fails to generate any answer.360

As the ExplainCPE also includes explanations, we361

Table 3: GenMedGPT-5K (EMCKG)

Type Method Prec. Rec. F1 R-1 R-L

LLM
only

Llama3.2-1B 57.32 63.81 60.25 19.37 11.36
Llama2-7B 58.79 67.89 62.96 21.02 12.21
Llama3-8B 57.21 63.09 59.87 20.17 11.60

Llama2-70B 59.35 68.32 63.46 21.32 12.69
OBLLM-70B 60.54 68.04 64.02 24.28 13.72
Mixtral-8*7B 59.33 65.53 62.21 24.38 12.79

GPT4o 56.76 66.08 61.01 23.32 12.62
o1-mini 58.42 57.47 57.50 17.32 10.59

Claude3.5-S 57.01 68.35 61.29 22.37 12.01
Gemini1.5-P 54.49 66.50 59.87 19.07 10.24

KG-RAG
(Llama2

-7B)

KGRAG 56.29 67.09 61.17 16.59 10.03
ToG 56.50 67.80 61.59 16.93 10.06

MindMap 64.61 62.72 63.58 27.20 17.33
RoK 59.41 71.10 64.68 23.57 14.09

KGGPT 56.87 68.07 61.92 18.50 10.93
Pilot 65.84 64.49 65.09 28.49 17.85

Table 4: CMCQA (CMCKG)

Type Method Prec. Rec. F1 R-1 R-L

LLM
only

Qwen1.5-7B 67.61 70.57 69.00 16.75 8.91
Qwen2.5-7B 67.66 70.32 68.91 14.49 7.88
Qwen2-72B 67.50 70.35 68.84 14.94 8.17

Deepseek-v2l 67.72 70.19 68.88 15.34 8.57
ChatGLM-9B 67.53 70.36 68.86 13.95 7.63

Yi-34B 67.66 70.40 68.94 15.21 8.34
OBLLM-70B 67.07 69.35 68.14 3.56 3.46

GPT4o 66.91 70.79 68.74 15.11 7.88
o1-mini 66.24 69.07 67.55 11.03 6.08

Claude3.5-S 68.24 72.38 70.18 18.90 10.48
Gemini1.5-P 67.08 70.86 68.86 12.69 6.53

KG-RAG
(Qwen1.5

-7B)

KGRAG 65.65 70.01 67.71 16.45 10.58
ToG 65.52 69.64 67.47 13.89 7.30

MindMap 64.93 66.14 65.46 13.51 7.83
RoK 66.19 69.73 67.85 15.29 8.00

KGGPT 66.77 70.40 68.48 15.13 7.87
Pilot 66.12 70.48 68.17 13.90 7.33

further use Precision, Recall, F1 to evaluate the 362

quality of generated answers. Besides, we employ 363

BERTScore, ROUGEScore, and G-Eval (Liu et al., 364

2023) to assess the semantic similarity and overall 365

quality of the answer. 366

4.3 Main Empirical Analysis 367

4.3.1 Can KG-RAG improve BOS-LLMs? 368

In this subsection, we compare the performance 369

of BOS-LLMs with KG-RAG methods to that of 370

BOS-LLMs in Tab. 2, 3, 4, 5, 6, and 13. 371

Regarding Task Domain. In Tab. 2, 3, 5, 6 and 372

13, we can observe that KG-RAG methods de- 373

liver significant performance improvements across 374

various tasks, including Open-domain QA (Com- 375

monsenseQA), Domain-specific QA (GenMedGPT- 376

5K), and Domain-specific Exams (CMB-Exam, Ex- 377

plainCPE). This demonstrates the effectiveness of 378

KG-RAG in enhancing BOS-LLMs. The only ex- 379

ception is CMCQA in Tab. 4, suggesting that the 380

potential of KG-RAG in clinical scenarios requires 381

further exploration. 382
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Table 5: CMB under Medical Practitioner, Medical Technology, Nursing, and Pharmacy (Self-Construted KG)

CMB
Medical Practitioner Medical Technology Nursing Pharmacy

Type Method Correct Wrong Fail Correct Wrong Fail Correct Wrong Fail Correct Wrong Fail

LLM
only

Qwen1.5-7B 64.06 34.94 1.00 56.71 43.09 0.20 75.55 23.65 0.80 63.93 36.07 0.00
Qwen2.5-7B 71.74 28.06 0.20 66.93 33.07 0.00 80.96 18.84 0.20 77.56 22.24 0.20
Qwen2-72B 84.57 15.43 0.00 83.97 15.83 0.20 89.78 10.22 0.00 90.18 9.82 0.00

Deepseek-v2l 49.30 49.90 0.80 42.89 55.31 1.80 56.83 42.17 1.00 51.00 47.79 1.20
ChatGLM-9B 67.54 32.46 0.00 61.92 38.08 0.00 78.31 21.69 0.00 65.66 34.34 0.00

Yi-34B 72.55 27.45 0.00 67.54 32.46 0.00 83.17 16.83 0.00 78.36 21.44 0.20
OBLLM-70B 55.71 43.89 0.40 58.72 41.08 0.20 66.27 33.53 0.20 53.82 45.58 0.60

GPT4o 78.96 20.84 0.20 77.35 22.44 0.20 83.13 16.87 0.00 72.89 26.91 0.20
o1-mini 65.93 34.07 0.00 71.94 27.86 0.20 74.50 25.50 0.00 60.44 39.56 0.00

Claude3.5-S 72.34 27.66 0.00 71.74 28.26 0.00 75.90 24.10 0.00 65.86 34.14 0.00
Gemini1.5-P 74.15 25.85 0.00 70.74 29.26 0.00 80.72 19.28 0.00 70.68 29.32 0.00

KG-RAG
(Qwen1.5

-7B)

KGRAG 75.16 23.19 1.66 71.31 27.44 1.25 84.82 14.35 0.83 76.53 21.84 1.63
ToG 68.74 31.26 0.00 63.73 35.07 1.20 75.75 23.85 0.40 71.14 28.26 0.60

MindMap 72.55 27.45 0.00 70.54 28.66 0.80 82.57 17.23 0.20 76.75 22.65 0.60
RoK 74.67 25.33 0.00 71.67 28.33 0.00 85.21 14.79 0.00 77.78 22.22 0.00

KGGPT 64.40 35.60 0.00 58.63 41.37 0.00 75.60 24.40 0.00 68.40 31.60 0.00
Pilot 75.35 24.45 0.20 72.95 26.05 1.00 85.37 14.43 0.20 77.35 22.04 0.60

Regarding Task Difficulty: After comparing the383

performance of BOS-LLMs with KG-RAG in384

Tab. 2, 3, 5, and 13 with those in Tab. 4 and 6, we385

can observe that KG-RAG achieve greater improve-386

ments in Tab. 2, 3, 5, and 13. BOS-LLMs+KG-387

RAG even slightly degrade BOS-LLMs in CM-388

CQA. We primarily attribute this to the stronger389

effectiveness of KG-RAG in lower-difficulty tasks.390

Compared with CMCQA (Tab. 4) and ExplainCPE391

(Tab. 6), CommonsenseQA (Tab. 2), GenMedGPT-392

5K (Tab. 3), and CMB-Exam (Tab. 5 and 13) are393

relatively easy tasks in each domain because they394

have a smaller number of L2 questions (see Tab. 1).395

Thus, the current KG-RAG methods may be able to396

help BOS-LLMs better utilize external knowledge397

for easier tasks, but fail to handle hard tasks.398

We further delve deeper into this conclusion399

from KG quality and KBQA tasks. First, the un-400

expected performance of KG-RAG methods may401

be caused by the insufficient quality of KGs. In402

Tab. 6, we replaced the original KG of ExplainCPE403

(CMCKG) with a specialized self-constructed KG404

(spKG). The performance using high-quality spKG405

significantly outperforms that of CMCKG. Sec-406

ond, we exploy KBQA datasets WebQSP (tau Yih407

et al., 2016) and CWQ (Talmor and Berant, 2018)408

in Appx. A.2 and reveal that KG-RAG shows out-409

standing performance on CWQ.410

4.3.2 Can BOS-LLMs with KG-RAG are411

better than commercial LLMs?412

In this subsection, we compare the performance413

of BOS-LLMs with KG-RAG methods to that of414

commercial LLMs in Tab. 2, 3, 4, 5, 6, and 13.415

Regarding Task Domain. For open-domain416

Table 6: ExplainCPE (BOS-LLM is Qwen1.5-7B)

ExplainCPE
Type Method Correct Wrong Fail F1

LLM
only

Qwen1.5-7B 60.08 39.92 0.00 73.75
Qwen2.5-7B 69.76 30.24 0.00 75.30
Qwen2-72B 81.82 18.18 0.00 75.75

Deepseek-v2l 54.94 45.06 0.00 73.64
ChatGLM-9B 68.77 31.23 0.00 75.06

Yi-34B 72.33 27.67 0.00 74.80
OBLLM-70B 62.85 37.15 0.00 73.07

GPT4 79.64 20.16 0.20 74.58
o1-mini 75.10 24.31 0.59 74.19

Claude3.5-S 76.88 23.12 0.00 75.07
Gemini1.5-P 69.37 20.75 9.88 67.45

KG-RAG
(CMCKG)

KGRAG 58.22 39.60 2.18 74.06
ToG 61.07 38.74 0.20 74.36

MindMap 56.92 43.08 0.00 72.01
RoK 58.29 41.71 0.00 74.99

KGGPT 53.00 47.00 0.00 74.28
Pilot 55.93 44.07 0.00 72.53

KG-RAG
(spKG)

KGRAG 69.88 29.51 0.61 74.29
ToG 68.58 31.42 0.00 74.45

MindMap 70.68 29.32 0.00 72.28
RoK 74.63 25.37 0.00 74.39

KGGPT 63.69 36.31 0.00 74.14
Pilot 73.26 26.74 0.00 73.37

QA, commercial LLMs significantly outperform 417

BOS-LLMs with KG-RAG methods in Common- 418

senseQA (Tab. 2), as commercial LLMs may 419

have already internalized sufficient commonsense 420

knowledge. In domain-specific tasks, BOS-LLMs 421

with KG-RAG methods can match or even surpass 422

some commercial LLMs as shown in Tab. 3, 4, 5, 423

13, and 6. Experimental results show that, given the 424

economic advantages of BOS-LLMs over commer- 425

cial LLMs, BOS-LLMs enhanced with KG-RAG 426

play a more significant role and remain valuable. 427

Regarding Task Difficulty. In relatively low- 428

difficulty domain-specific tasks (Tab. 3, 5, and 429

13), BOS-LLMs with KG-RAG can achieve per- 430
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Table 7: Pre-Retrieval Query enhancement results

Datasets Methods Acc BERT Score ROUGE Score
Precision Recall F1 ROUGE-1 ROUGE-L

GenMedGPT-5K

w/o Enhancement - 0.6499 0.6402 0.6443 0.2901 0.1802
Understand (Pilot) - 0.6584 0.6449 0.6509 0.2849 0.1785
Expanse (RoK) - 0.5941 0.7110 0.6468 0.2357 0.1409
Decompose (KGGPT) - 0.5687 0.6807 0.6192 0.1850 0.1093

CMCQA

w/o Enhancement - 0.6660 0.6985 0.6805 0.1370 0.0728
Understand (Pilot) - 0.6612 0.7048 0.6817 0.1390 0.0733
Expanse (RoK) - 0.6619 0.6973 0.6785 0.1529 0.0800
Decompose (KGGPT) - 0.6677 0.7040 0.6848 0.1513 0.0787

ExplainCPE

w/o Enhancement 66.80 0.7279 0.7537 0.7354 0.3020 0.1963
Understand (Pilot) 73.26 0.7281 0.7515 0.7337 0.3000 0.1950
Expanse (RoK) 74.63 0.7242 0.7670 0.7439 0.2961 0.1973
Decompose (KGGPT) 63.69 0.7223 0.7638 0.7414 0.3169 0.2103

Table 8: Configurations comparison on GenMedGPT-5K

Config BERT Score ROUGE Score G-Eval
Prec. Rec. F1 R-1 R-2 R-L CR Comp Corr Emp

Facts_w/o Prompt 56.62 67.74 61.64 17.16 3.44 10.31 99.95 97.83 99.24 79.29
Facts+CoT 58.51 59.53 59.00 25.32 4.91 14.70 99.77 87.44 97.36 78.22
Facts+ToT 64.42 63.43 63.91 28.54 5.86 17.53 79.30 62.11 69.86 55.07
Facts+MindMap 65.10 63.78 64.37 28.70 6.02 17.82 99.49 82.10 96.62 77.64
Path_w/o Prompt 56.85 68.00 61.89 18.32 3.77 10.89 100.00 97.93 99.29 79.44
Path+CoT 58.02 59.01 58.50 25.05 4.82 14.53 99.91 87.09 98.83 79.28
Path+ToT 63.85 62.92 63.41 28.42 5.75 17.43 83.00 65.60 77.00 60.00
Path+MindMap 65.84 64.49 65.09 28.49 6.07 17.85 99.54 81.33 97.56 78.10
Subgraph_w/o Prompt 56.40 67.01 61.21 16.84 3.26 10.30 98.43 94.39 97.93 78.08
Subgraph+CoT 58.49 61.43 59.85 25.21 4.72 14.47 99.47 88.67 96.76 77.77
Subgraph+ToT 57.83 59.92 58.94 25.38 4.96 14.92 75.32 57.91 65.27 51.24
Subgraph+MindMap 59.29 58.01 58.60 26.16 5.57 16.13 97.13 79.21 92.42 74.44

formance comparable to or even surpass that of431

commercial LLMs. This suggests that KG-RAG432

effectively mitigates the knowledge limitations of433

BOS-LLMs, Enable them to be competitive in eas-434

ier tasks. However, in Tab. 4 and 6 with more L2435

questions, BOS-LLMs still lag behind commercial436

LLMs overall, even if KG-RAGs are able to narrow437

the performance gap. In hard tasks, commercial438

LLMs likely benefit not only from their extensive439

knowledge but also from stronger reasoning and440

generalization abilities, which could further inspire441

the future development of KG-RAG.442

4.3.3 How effective are different KG-RAG443

configurations?444

In this subsection, we compare the performance of445

differnt KG-RAG configurations in Tab. 7, 8, 9, 10446

on GenMedGPT-5K, CMCQA, ExplainCPE.447

Impact of Query Enhancement. In Tab. 7, we448

compare the impact of different query enhancement449

methods, including query understanding (Pilot),450

query expansion (RoK), and query decomposition451

(KGGPT). Given no single method shows absolute452

superiority, we may analyze the reustls from the453

perspective of the length of questions.454

For datasets with shorter question lengths455

(GenMedGPT-5K, ExplainCPE): understanding 456

and expansion methods are relatively effective, 457

while decomposition one performs poorly, possi- 458

bly because single-sentence questions do not re- 459

quire further decomposition. For longer medical 460

dialogue questions (CMCQA), decomposition ap- 461

pears to be slightly advantageous with the high- 462

est F1 score. Overall, query understanding shows 463

robustness, but with limited improvement effects. 464

Query expansion may be more suitable for short 465

questions, while query decomposition may be more 466

suitable for long questions. 467

Impact of Retrieval Forms. In Tab. 8, 9, and 10, 468

we compare the impact of different retrieval forms 469

in KG-RAG, including fact, path, and subgraph. 470

On GenMedGPT-5K (Tab. 8), using facts and 471

paths as retrieval forms typically outperforms sub- 472

graphs in terms of BERT and ROUGE Scores. Sim- 473

ilarly, using facts as retrieval forms shows better 474

performance on ExplainCPE (Tab. 10). This sug- 475

gests that for short questions, providing retrieval 476

forms of fact or path might be more conducive to 477

generating answers with better semantic similarity, 478

while subgraphs might introduce redundant noises. 479

As for G-Eval metrics, the differences between 480

various retrieval forms are minor. This suggests 481
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Table 9: Configurations comparison on CMCQA

Config BERT Score ROUGE Score G-Eval
Prec. Rec. F1 R-1 R-2 R-L CR Comp Corr Emp

facts_w/o Prompt 66.05 70.48 68.12 14.00 1.33 7.39 100.0 100.0 100.0 100.0
facts+CoT 65.46 69.37 67.30 13.43 1.05 7.63 98.69 95.08 97.70 96.72
facts+ToT 64.13 68.80 66.32 12.71 0.94 7.40 97.70 94.10 96.39 96.07
facts+MindMap 64.20 68.17 66.11 12.49 0.95 7.29 96.07 92.13 93.77 92.79
path_w/o Prompt 66.12 70.48 68.17 13.90 1.22 7.33 100.0 100.0 99.67 100.0
path+CoT 65.40 69.46 67.30 13.14 1.10 7.40 96.07 90.49 93.44 93.77
path+ToT 64.16 68.89 66.38 12.57 0.99 7.22 97.38 92.79 95.74 93.77
path+MindMap 64.13 68.06 65.98 12.33 0.95 7.31 92.79 87.87 89.84 89.18
Subgraph_w/o Prompt 66.11 70.45 68.15 13.91 1.31 7.35 99.34 99.34 99.02 99.34
Subgraph+CoT 65.42 69.62 67.39 13.90 1.18 7.82 96.39 94.75 95.08 95.74
Subgraph+ToT 64.12 68.83 66.33 12.71 1.06 7.35 98.03 95.74 97.05 96.39
Subgraph+MindMap 64.17 67.96 65.96 12.45 0.97 7.25 91.48 87.54 90.16 88.85

Table 10: Configurations comparison on ExplainCPE

Config Acc BERT Score ROUGE Score G-Eval
Prec. Rec. F1 R-1 R-2 R-L CR Comp Corr Emp

Facts_w/o Prompt 73.26 72.81 75.15 73.37 30.00 9.47 19.50 95.83 90.87 92.27 86.28
Facts+CoT 69.83 71.20 78.33 74.52 22.35 7.30 14.74 79.80 79.94 79.74 80.30
Facts+ToT 65.91 68.92 77.71 72.98 16.56 5.31 10.89 79.50 79.86 80.06 79.94
Facts+MindMap 59.50 67.12 75.22 70.85 15.43 5.09 10.30 79.59 79.51 80.01 79.53
Path_w/o Prompt 63.22 72.96 69.83 69.43 26.50 8.11 17.21 94.02 84.45 91.09 82.68
Path+CoT 58.68 76.11 77.46 74.12 21.14 7.00 14.40 79.75 79.89 79.95 79.94
Path+ToT 56.20 76.11 77.10 73.89 20.57 6.99 14.22 79.82 79.59 79.75 79.83
Path+MindMap 55.37 67.07 75.24 70.84 14.97 4.80 9.97 80.08 80.04 80.34 79.64
Subgraph_w/o Prompt 66.74 71.06 63.91 65.14 15.62 6.01 11.96 94.97 84.00 91.79 82.56
Subgraph+CoT 63.22 71.06 78.32 74.44 21.87 7.11 14.47 80.30 80.27 80.06 80.53
Subgraph+ToT 61.16 68.89 77.70 72.97 16.46 5.27 10.88 80.06 79.72 79.93 80.16
Subgraph+MindMap 56.20 67.14 75.18 70.84 15.36 4.96 10.21 80.50 80.38 79.79 80.23

that G-Eval, as a LLM-based measurement, might482

be influenced by the quality of answers rather than483

subtle differences in retrieval forms. Different from484

Tab. 8 and 10, different retrieval forms perform very485

similarly on CMCQA (Tab 9). This indicates that486

for the long dialogue diagnosis task retrieval form487

may not be a key factor affecting performance.488

Impact of Prompt Strategy. In Tab. 8, 9, and489

10, we compare the impact of prompt strategies in490

KG-RAG, including CoT, ToT, and MindMap.491

On GenMedGPT-5K (Tab. 8), w/o prompt sig-492

nificantly outperforms prompt strategies in G-Eval493

metrics. However, prompts strategies (especially494

MindMap) perform better in BERT and ROUGE495

Scores compared to w/o prompt. Similar obsver-496

ations are also found in ExplainCPE (Tab. 10),497

where removing prompt strategies significantly out-498

performs strategies using prompts in Acc and G-499

Eval metrics. These observations suggest that for500

domain-specific tasks like GenMedGPT-5K and501

ExplainCPE, not using prompt strategies still bet-502

ter aligns with overall answer quality assessment503

(Acc & G-Eval), while using prompts might im-504

prove language quality but at the cost of overall505

answer quality. On CMCQA (Tab. 9), removing506

prompt strategy significantly outperforms strategies507

using prompts across all metrics (BERT, ROUGE, 508

G-Eval). This indicates that for long dialogue diag- 509

nosis, prompt strategies not only provide no benefit 510

but actually degrade performance. 511

5 Conclusion 512

This study systematically explores the applicability 513

and configuration strategies of KG-RAG across dif- 514

ferent task scenarios. Experimental results indicate 515

that KG-RAG can significantly enhance the per- 516

formance of BOS-LLMs in domain-specific tasks. 517

However, KG-RAG’s benefits are relatively limited 518

in open domains. Furthermore, we observe that 519

as difficulty increases, improvement magnitude be- 520

comes constrained. Through detailed analysis of 521

KG-RAG configurations, we find that there is no 522

universally optimal query enhancement method, 523

with the best strategy depending on task properties. 524

The retrieval forms do not have a deterministic im- 525

pact on performance, though path and facts may 526

hold slight advantages. Notably, in domain-specific 527

tasks, removing prompts typically performs best 528

on G-Eval metric, suggests that generating answers 529

directly from retrieved knowledge may better meet 530

practical requirements. 531
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6 Limitations532

This study primarily focuses on the small-scale533

LLMs, future works could explore the performance534

of larger-scale LLMs within KG-RAG methods.535

KG-RAG’s configurable space is vast, future works536

could delve deeper into exploring KG-RAG con-537

figurations across more dimensions. This study538

preliminarily examines the impact of KG quality539

on ExplainCPE dataset. Future works could do a540

more systematic investigation of the quantitative541

impact of KG quality on KG-RAG performance.542
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A Complementary Experiments887

A.1 Datasets888

The detailed descriptions of the adopted KG-RAG889

datasets are summarized as follows:890

• CommonsenseQA (Talmor et al., 2019) is a891

multiple-choice QA dataset specifically designed892

to evaluate commonsense reasoning capabilities.893

Each question is accompanied by five candidate894

answers, only one of which is correct.895

• GenMedGPT-5K (Li et al., 2023b) is a medi-896

cal dialogue dataset, covers patient-doctor sin-897

gle round dialogues. Generated through interac-898

tions between GPT-3.5 and the iCliniq disease899

database, this dataset contains clinical conver-900

sations covering patient symptoms, diagnoses,901

recommended treatments, and diagnostic tests.902

• CMCQA (Xia et al., 2022) is a comprehensive903

medical conversational QA dataset derived from904

professional Chinese medical consultation plat-905

form. The dataset encompasses multi-round clin-906

ical dialogues across 45 medical specialties, in-907

cluding andrology, stomatology, and obstetrics-908

gynecology, representing diverse clinical interac-909

tions between healthcare providers and patients.910

• CMB-Exam (Wang et al., 2024a) covers 280,839911

questions from six major medical professional912

qualification examinations, including physicians,913

nurses, medical technologists and pharmacists, as914

Table 11: Experimental Results on KBQA Datasets

Type Method WebQSP CWQ

KG-RAG MindMap (Llama2-7B) 30.82 30.51
ToG (ChatGPT) (Sun et al., 2023) 75.80 58.90

LLM only

Llama3.2-1B 37.45 15.21
Llama2-7B 43.29 21.91
Llama3-8B 55.41 28.09
Llama2-70B 53.68 28.87
Mixtral-8*7B 58.01 33.25
ChatGPT 63.30 37.60

well as Undergraduate Disciplines Examinations 915

and Graduate Entrance Examination in the med- 916

ical field at China. Given the extensive scale of 917

CMB-Exam, we sample a subset of CMB-Exam 918

that comprise 3,000 questions, where 500 ques- 919

tions are randomly sampled from each category. 920

• ExplainCPE (Li et al., 2023a) is a Chinese med- 921

ical benchmark dataset containing over 7K in- 922

stances from the National Licensed Pharmacist 923

Examination. This dataset is distinctive in pro- 924

viding both multiple-choice answers and their 925

corresponding explanations. 926

Additionally, we incorporated two representa- 927

tive KBQA datasets, WebQSP (tau Yih et al., 2016) 928

and Complex Web Questions (CWQ) (Talmor and 929

Berant, 2018), discussing KBQA as a special case. 930

WebQSP consists of natural language questions em- 931

phasizing single-hop factoid queries, while CWQ 932

features more complex multi-hop questions re- 933

quiring compositional reasoning over knowledge 934

graphs. 935

A.2 KBQA experimental results 936

We conducted experiments on two KBQA datasets 937

and the results are shown in Tab. 11. 938

A.3 The remaining results of CMB-Exam 939

Due to space constraints, the remaining experimen- 940

tal results of the CMB-Exam are shown in Tab 13. 941

A.4 Other experimental settings 942

Our KG-RAG framework is built on LangChain1. 943

The local open-source LLMs are deployed based 944

on the llama.cpp2 project. Except for the context 945

window size, which is adjusted according to the 946

dataset, all other parameters use default configura- 947

tions, such as temperature is 0.8. Both LangChain 948

and llama.cpp are open-source projects, providing 949

good transparency and reproducibility. 950

1https://www.langchain.com/
2https://github.com/ggml-org/llama.cpp
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Table 12: Prompt Example for Knowledge Graph Construction

prompt = f"""As a professional knowledge extraction assistant, your task is to extract knowledge triples from the given question.
1. Carefully read the question description, all options, and the correct answer.
2. Focus on the core concept "{question_concept}" in the question.
3. Extract commonsense knowledge triples related to the question.
4. Each triple should be in the format: subject\tpredicate\tobject
5. Focus on the following types of relationships:
- Conceptual relations
- Object properties
- Object functions
- Spatial relations
- Temporal relations
- Causal relations

6. Each triple must be concrete and valuable commonsense knowledge.
7. Avoid subjective or controversial knowledge.
8. Ensure triples are logically sound and align with common sense.
Please extract knowledge triples from this multiple-choice question:
Question: {question}
Core Concept: {question_concept}
Correct Answer: {correct_answer}
Please output knowledge triples directly, one per line, in the format: subject\tpredicate\tobject. """

For the evaluation, we employed Bert Score951

metrics using “bert-base-uncased (Devlin et al.,952

2018)” and “bert-base-chinese3” models to evalu-953

ate English and Chinese results respectively, while954

ROUGE Score version 0.1.2 was utilized. Due to955

resource constraints, G-Eval assessments were con-956

ducted using locally deployed LLMs, with Llama2-957

70B for English tasks and Qwen2-72B for Chinese958

tasks.959

B Knowledge Graph Construction960

Apart from EMCKG for GenMedGPT-5K and CM-961

CKG for CMCQA (Wen et al., 2024), we em-962

ployed a consistent KG construction method for963

other datasets, utilizing LLMs to extract knowl-964

edge triples from the datasets to build specialized965

KGs. The prompt example is shown in Tab. 12.966

For the KBQA task, we referenced ToG (Sun967

et al., 2023) and deployed Freebase using the Vir-968

tuoso4 graph database. All other KGs used in the969

datasets were deployed using Neo4j5.970

C Ethics Statement971

We are committed to responsible AI development972

by focusing on improving model accuracy through973

knowledge graph integration while maintaining974

transparency in our research methodology. This975

research utilized publicly available datasets for ex-976

perimental evaluation of KG-RAG. While these977

datasets are commonly used benchmarks, we ac-978

knowledge their potential inherent biases, particu-979

larly in medical domain datasets where healthcare980

disparities and demographic representation must be981

3https://huggingface.co/google-bert/bert-base-chinese
4http://virtuoso.openlinksw.com/
5https://neo4j.com/

Table 13: CMB under Postgraduate and Professional
(Self-Constructed KG), BOS-LLM is Qwen1.5-7B

CMB
Postgraduate Professional

Type Method Correct Wrong Fail Correct Wrong Fail

LLM only

Qwen1.5-7B 61.04 36.14 2.81 64.13 35.07 0.80
Qwen2.5-7B 80.36 19.64 0.00 74.15 25.85 0.00
Qwen2-72B 87.78 12.02 0.20 83.97 16.03 0.00

Deepseek-v2l 52.71 45.29 2.00 49.70 47.70 2.61
ChatGLM-9B 71.74 28.26 0.00 68.94 31.06 0.00

Yi-34B 75.55 24.45 0.00 74.75 25.25 0.00
OBLLM-70B 60.32 37.88 1.80 64.73 34.47 0.80

GPT4o 76.95 22.44 0.60 78.96 21.04 0.00
o1-mini 63.13 36.27 0.60 73.55 26.45 0.00

Claude3.5-S 69.54 30.46 0.00 73.75 26.25 0.00
Gemini1.5-P 75.95 24.05 0.00 77.56 22.44 0.00

KG-RAG

KG-RAG 76.05 21.64 2.31 74.84 23.04 2.11
ToG 72.75 27.05 0.20 67.74 32.06 0.20

MindMap 78.11 21.49 0.40 74.55 25.05 0.40
RoK 72.73 27.27 0.00 73.63 26.27 0.00

KGGPT 70.99 29.01 0.00 66.33 33.67 0.00
Pilot 80.16 19.44 0.40 76.91 23.09 0.00

considered. Our study aims to improve KG-RAG 982

methodologies for academic purposes, and we em- 983

phasize that any real-world applications, especially 984

in healthcare, would require additional validation 985

and ethical review. 986
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