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Abstract

This paper aims to enhance the empathetic
capabilities of Emotional Support Conversa-
tion (ESC) models. To this end, we propose
Empath, a novel ESC framework under the
guidance of a licensed psychotherapist and
grounded in Bohart and Greenberg’s Empa-
thy Theory (Bohart, 1997), designed to im-
prove Person, Affective, and Cognitive Empa-
thy. At its core, Empath features the Group
MOoELoRA architecture and Experience RAG.
Group MoELoRA personalizes support by tai-
loring character perspectives and dynamically
adjusting support strategies based on emotional
and contextual cues, while Experience RAG
enriches interactions by aligning seeker con-
cerns with relevant counselor experiences for
deeper understanding. To train Empath, we
introduce EmpathSupport-52k, a large-scale,
multi-role, multi-strategy psychological coun-
seling dataset. Extensive experiments demon-
strate that Empath surpasses baseline models
in both empathetic engagement and emotional
support effectiveness.

1 Introduction

“It is easier to place oneself in the other’s
cognitive space if one has actually been
there.” — Adam Smith

Mental health is crucial to overall well-being,
work productivity, and social functioning. In to-
day’s fast-paced, high-pressure society, mental
health issues are increasingly prevalent. According
to the WHO’s 2022 World Mental Health Report,
about 1 in 8 people globally suffer from mental dis-
orders (Organization, 2022). However, limited ac-
cess to mental health services remains a challenge
due to high costs and a shortage of counselors.

Fortunately, the rapid development of large lan-
guage models (LLMs), such as GPT-4 (Achiam
et al., 2023), Claude-3.5 (Anthropic, 2024), and
Llama3 (Dubey et al., 2024), has brought signif-
icant progress in dialogue generation, providing
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Figure 1: An example of the psychological counseling
process: Building on Bohart and Greenberg’s Empa-
thy Theory, we enhance the model’s empathy across
the Person, Affective, and Cognitive dimensions. The
framework selects the most suitable counseling role
from the role bank, dynamically adapts strategies based
on consultation progress, and retrieves the counselor’s
relevant experiences to foster deeper empathy through-
out the conversation.

seekers with a certain level of comfort and support.
However, the response style of these models is gen-
erally inclined toward that of a neutral assistant,
lacking distinctive language styles and deep empa-
thy, making it difficult to meet seekers’ emotional
support needs. To address this limitation, Liu et
al. (Liu et al., 2021) conducted innovative research
based on Hill’s Helping Skills Theory (Hill, 2020)
of psychological support. By fine-tuning emotional
datasets annotated with support strategies, the study
endowed dialogue systems with emotional support
capabilities.

Nevertheless, previous work has rarely focused
on enhancing the model’s empathetic capabili-
ties grounded in comprehensive and professional



empathy theory, even though empathy is a key fac-
tor in improving the effectiveness of psychological
counseling (Watson, 2016; Constantino et al., 2008;
Watson and Greenberg, 2011; Sandage and Wor-
thington Jr, 2010). This limitation makes it difficult
for existing psychological counseling systems to ef-
fectively evoke deep emotional resonance in those
seeking help, diminishing their experience and the
overall support effectiveness.

To address these challenges, we propose Em-
path, an emotional support framework developed
under the guidance of a licensed psychotherapist
and grounded in Bohart and Greenberg’s Empa-
thy Theory (Bohart, 1997), which defines empathy
across three dimensions: Person Empathy (under-
standing seeker’s background), Affective Empathy
(adapting to seeker’s emotional changes), and Cog-
nitive Empathy (comprehending seeker’s thoughts
and experiences). The full definition is provided
in Appendix A. As shown in Figure 1, Empath
enhances psychological counseling by (1) tailoring
character perspectives for personalized support, (2)
dynamically adjusting support strategies based on
emotional and contextual cues, and (3) aligning the
seeker’s concerns with relevant counselor experi-
ences to foster deeper understanding. Empath’s
core comprises the Group MoELoRA architecture
and Experience RAG. Group MoELoRA employs
decoupled Mixture-of-Experts (MoE) to fine-tune
role-specific and strategy-driven responses indepen-
dently, ensuring not only the controllability of each
content but also seamless integration of the two
during dialogue generation. Empath selects the op-
timal counseling role from a predefined bank, pre-
dicts adaptive support strategies to drive the Group
MoE, and incorporates experiential input via Expe-
rience RAG to enhance empathetic engagement.

To train Empath, we propose a three-stage
prompt-based data derivation method under the
guidance of a licensed psychotherapist. Leverag-
ing GPT-40! for language style transfer and ex-
perience modeling on the PsyQA dataset (Sun
et al., 2021), resulting in EmpathSupport-52k(FE'S-
52k)—a large-scale, multi-role, multi-strategy psy-
chological counseling dataset with explicit charac-
ter experiences, that advances research on empa-
thetic dialogue systems.

In summary, our contributions are mainly sum-
marized as follows:

* A Principled Solution Rooted in Classic The-

! https://openai.com/index/gpt-4o-system-card

ory: We introduce Empath, a novel emotional
support framework inspired by B&G Empa-
thy Theory, effectively enhancing traditional
methods in Person Empathy, Affective Empa-
thy, and Cognitive Empathy.

* A Novel Network Design: Group MoELoRA
enables the decoupling of character styles and
support strategies, allowing for independent
control while naturally integrating both to gen-
erate empathy dialogues. Additionally, Expe-
rience RAG enhances empathy by injecting
role-specific experiences into the dialogue.

* A New Large-Scale Dataset: We construct
ES-52k, a multi-role, multi-strategy psycho-
logical counseling dataset that notably ad-
vances research on empathetic dialogue sys-
tems.

 State-of-the-Art Performance:  Empath
achieves substantial improvements across
multiple evaluation metrics, including auto-
matic, model-based, and human assessments.
It demonstrates superior Role-based empa-
thetic capabilities and enhances the diversity
and effectiveness of emotional support, as
detailed in our experimental results.

2 Related Work

Emotional Support Conversation Models As
large language models (LLMs) improve, their ap-
plications in psychological counseling have grown
rapidly. Current research focuses on two main ar-
eas: 1) Generating and optimizing psychological
counseling datasets (Liu et al., 2021; Sun et al.,
2021; Qiu et al., 2023; Chen et al., 2023; Zhang
et al., 2024; Mishra et al., 2023), which involves
collecting Q&A data or using LLMs to create high-
quality simulated datasets for model training; 2) Se-
lecting and optimizing counseling strategies (Kang
et al., 2024; Tu et al., 2022; Cai et al., 2023; Cheng
et al., 2022; Jia et al., 2023), which involves study-
ing counselor dialogue patterns and support strate-
gies, as well as automating strategy selection.

Retrieval Augmented Generation Retrieval-
Augmented Generation (RAG) (Lewis et al., 2020)
is a technique that enhances the performance of
LLMs by integrating external knowledge bases. It
consists of three main steps: indexing, retrieval,
and generation. RAG improves the authenticity
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Datasets Multi-turn  Explicit Therapist’s Therapist’s Empathy
Dialogues Strategy Experience Persona Person Affective Cognitive
Psych X X X X X X
PsyQA X (%4 X
SmileChat %4 X
CPsyCounD X w X X X
PsyDTCorpus X X X
SoulChatCorpus X w X X X X
EmpathSupport

Table 1: A comparison between £S-52k

Criteria Statistics
# Dialogues 52,782
Avg. Turns of Dialogue 8.68
Avg. Char of Dialogue 1,201.52
Avg. Char of Seeker text 30.43
Avg. Char of Counselor text 93.05

Table 2: Statistics of £.S-52k dataset.

and usefulness of LLM outputs by retrieving rel-
evant information from a knowledge base and us-
ing it as context. This technique is widely ap-
plied in fields such as medicine, business, and law,
and has shown significant success in dialogue sys-
tems (Xiong et al., 2024; Huang et al., 2024; Louis
et al., 2024), demonstrating strong practical value.

Mixture of Experts Mixture of Experts (MoE)
uses a routing mechanism to allocate input data to
multiple sub-models (experts) for efficient compu-
tation, with a gating network selecting the best ex-
pert for training and inference. Recent studies (Liu
et al., 2024; Luo et al., 2024) have combined MoE
with multi-task learning to improve task collabora-
tion. Some studies (Shen et al., 2023; Dou et al.,
2024) also integrate Low-Rank Adaptation (LoRA)
into MoE, replacing expert sub-models with LoRA
modules to speed up training and improve resource
utilization, yielding promising results.

3 EmpathSupport-52k Dataset

In this section, under the guidance of a profes-
sional psychotherapist and while preserving the
original content’s professional quality and thera-
peutic validity, we propose a three-stage prompting
method to construct the £/.S-52k dataset. Specif-
ically, we apply GPT-40' to augment an exist-
ing counseling dataset with role-specific language
styles and character-based experiences. The con-
struction prompts are illustrated in Figures 10, 11,
and 12, while examples of the raw and generated

and other psychological therapy datasets.

data are shown in Figures 13, 14, 15, and 16. Fur-
ther details are provided in Appendix C.1.
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Figure 2: Distribution of counseling topics.

3.1 Data Source

Our work builds on the PsyQA (Sun et al., 2021)
dataset, a well-established corpus of Chinese psy-
chological counseling dialogues collected from the
YiXinLi platform?. It covers nine major topics with
over 22k questions and 56k responses. We propor-
tionally sampled 14k single-turn QA pairs as raw
data and processed them while ensuring that the
professional quality and therapeutic validity of the
original content remain intact.

3.2 Data Process

To enhance empathy capabilities, we propose a
three-stage prompting dataset derivation method,
which further optimizes the PsyQA dataset.

Converting Single-Turn to Multi-Turn. Single-
turn QA pairs in vanilla PsyQA do not fully capture
the interactive nature of psychological counseling
dialogues. To address this, we adapted methods

2https: //www.xinli@@1.com
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Figure 3: The Different Architectures for (a) MoE, (b) LoRA, (c) MoELoRA and (d) Group MoELoRA.

like Smile (Qiu et al., 2023) and designed a first-
stage prompt that guided GPT-40 to convert single-
turn dialogues into approximately 10-turn multi-
turn counseling exchanges.

Incorporating Role Experiences. We collected
role-specific experiences from TV scripts and used
GPT-40 to transform them into first-person nar-
ratives. These role experiences were integrated
into the second-stage prompt, ensuring they were
applied only within specific strategies (e.g., self-
disclosure, affirmation and reassurance).

Assigning Role-Specific Styles and Personalities.
We created a role bank containing profiles, speak-
ing styles, and background information for each
role. A style rewriting guidebook was included in
the third-stage prompt, directing GPT-40 to imbue
the supporter with a unique personality and speak-
ing style that aligned with the role’s characteristics.

3.3 Data Filtering and Statistics

To ensure the quality of the derived dataset, we
applied rigorous screening to the 126k samples in
the £.S-52k. First, we conducted format checks to
confirm adherence to the one-on-one counseling
dialogue structure, and filtered responses to align
with the eight predefined support strategies. Next,
we screened dialogues based on length, retaining
only those with 8-10 turns. Finally, using the data-
Jjuicer filtering tool (Chen et al., 2024), we excluded
samples with perplexity (PPL) above 1, 500. After
filtering, obtained 52, 782 high-quality samples.

Table 2 and Appendix C.3 present the statistics
for £S-52k, with an average of 8.68 turns per con-
versation. Figure 2 shows the distribution of topics.
Table 1 presents a comparison between FES-52k
and other psychological counseling datasets.

4 Preliminary: MoELoRA

MoELoRA combines the Mixture-of-Experts
(MoE) architecture with Low-Rank Adaptation
(LoRA) to improve efficiency and resource utiliza-
tion. As illustrated in Figure 3(c), it utilizes MoE’s
routing mechanism to dynamically select experts,
while employing LoRA to update parameters.

In MoE, the input z is routed to N most suit-
able experts { E'1, Fo, ..., Enx}, where each expert
processes a portion of the input, and the results are
combined. The output o of the forward propagation
process in MoE is expressed as:

N
0= G(x;)- Ei(z), (1)
=1

where G(z;) denotes the activation degree of the i-
th expert, and F;(z) is the output of the i-th expert.
LoRA reduces the number of parameters to be
trained by introducing two low-rank matrices, A
and B, which replace the update of the original pa-
rameter matrix in LLMs. The forward propagation
during fine-tuning in LoRA is expressed as:

o=Wyx+ AWz = Wyx + % -BAz, (2)

where W) is the pre-trained weight matrix, AW is
replaced by the low-rank matrices A and B, and
« is a hyperparameter adjusting the impact of the
low-rank matrices.

By combining MoE and LoRA, MoELoRA re-
duces computational overhead while expanding
model scale. The forward propagation process in
MOoELoRA for N experts is represented as:

N
o= Wor+AWzx = I/Vo:lH—g Zwi-Bl-Aix, 3)
"=
where w; denotes the weight of the i-th expert. This
combination reduces parameter count and compu-
tational complexity, improving the efficiency of
large-scale model training and inference.
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S Empath Framework

This section presents the Empath framework (Fig-
ure 4), based on B&G’s Empathy Theory, covering
role matching, strategy prediction, and experience-
driven empathy. Section 5.1 details the Group
MoELoRA architecture, which uses grouped gat-
ing to refine role features and strategy weights, ad-
dressing person and affective empathy. Section 5.2
introduces Role-based Experience RAG to en-
hance cognitive empathy. Section 5.3 compares
Group MoELoRA with MoELoRA and LoRA. Ap-
pendix B provides more on role alignment and
strategy prediction using BERT.

5.1 Group MoELoRA

A key challenge in multi-role psychological coun-
seling is matching the right counselor to the help-
seeker’s emotional needs and dynamically adjust-
ing response strategies. To address this, we pro-
pose the Group MoELoRA architecture, which in-
tegrates multiple roles and strategies into a single
model using two sets of MOELoRA modules. This
enables seamless role switching and accurate strat-
egy prediction, providing personalized and effec-
tive emotional support.

As illustrated in Figure 4, the Group MoELoRA
architecture enhances the traditional MoELoRA
approach by decoupling the N counselor roles and

M support strategies, processing these two types
of information independently. The system employs
two distinct MOELoRA modules: one dedicated
to selecting the appropriate counseling role and
the other for choosing the corresponding response
strategy. Specifically, the input role and strategy
embedding vectors are passed through two separate
gating networks to activate the relevant counseling
roles and support strategies. Each role and strategy
is associated with an independent expert sub-model,
and these modules are dynamically integrated to
produce the final output.

Group Gating. In contrast to the vanilla
MOoELoRA that assigns expert weights based on
the input z, Group MoELoRA utilizes role pro-
files and strategy definitions as inputs to the gating
network to determine the expert weights in each
group. Unlike Neeko’s (Yu et al., 2024) single MoE
structure, our approach decouples roles and strate-
gies into separate groups, allowing finer control,
greater adaptability, and more flexible management
in complex tasks like psychological counseling.
Specifically, let N represent the number of role
profiles and M the number of strategy descriptions,
each encoded by two global embedding matrices:
Eroe € RNXd and Egraegy € RM*d  where d
denotes the embedding dimension. Each row of
these matrices corresponds to a distinct embedding.
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Thus, the embeddings for the ¢-th role and the j-th
strategy are expressed as:

7 —
€role =

J —
6Straltegy -

Next, we apply linear transformations to the role
and strategy embeddings using weight matrices
Wrole _gate € RNXd and Wstrategy,gate € RMXd to
compute each expert’s contribution weight for role
r; and strategy s;:

Erole [i> :] role € R @)

. i d
strategy Uv ] 6strategy € R

w; = Softmax(Wrole_gate * €Lote) )
w; = SOftmaX(Wstrategy_gate ) egtrategy)'
Role-Strategy Group Activation. Consider N

counseling roles and M support strategies. Each
role and strategy is trained and updated using the
LoRA structure. For each role or strategy, the input
embedding vector e, passes through its respective
gating network G.(x) to generate the activation
weight G (), for the k-th expert.

The output o, (x) for each role or strategy is:

N/M
0x(z) = Wor + Y Gul(a)s
k=1
N/M
Z Wik * BkAkJI
k=1

(6)
= Wox + —

where w,, denotes the weight assigned to each role
or strategy for the k-expert, and A and By are
the low-rank matrices. Here, * is a placeholder for
either role or strategy, depending on the group.
This approach independently activates the most
relevant role and strategy based on the input, ensur-
ing optimal emotional support for the help-seeker.

5.2 Role-based Experience RAG

This section introduces our Role-based Experience
RAG method to enhance the model’s cognitive em-
pathy, as illustrated in Figure 5. To bridge the cog-
nitive gap between the seeker and the counselor,
we leverage character experiences as a medium
for alignment. Roles are selected based on the
strong relevance of their experiences to common
empathetic topics. The full experience collection
procedure is detailed in Appendix F.

We first extract character-related plots from
scripts or movies. For each role ¢, its experience P;
is converted into an emotional embedding vector
v;. The prompting process and emotional dimen-
sions are detailed in Appendix 9. The resulting
emotional vectors of all roles are aggregated into a
vector database V', formulated as:

V:{(’Ul,Pl),(UQ,PQ),...,(’Ut,Pt)}. (7)
During inference, given the j-th seeker’s back-
ground X, we compute its emotional vector v;
and calculate the cosine similarity between v; and
each of the selected role’s emotional vector v; in
vector database V' to find the best match:

V5 - V5

lvslllloall”

(®)

Similarity (v, v;) =

The role experience with the highest similarity is
chosen and added as the model’s context prompt.

5.3 Discussion

Compared with vanilla LoRA and MoELoRA,
Group MoELoRA extends the vanilla architecture
by decoupling role and strategy representations in
emotional support tasks, and fine-tuning expert sub-
networks via LoRA. This design offers the follow-
ing key benefits: 1) Lower cost and higher ef-
ficiency: Supports embedding multiple roles and
strategies without training each combination sep-
arately, reducing training cost and speeding up in-
ference. 2) Dynamic switching and scalability:
Inspired by Neeko (Yu et al., 2024), gated mecha-
nisms and low-rank matrices enable flexible switch-
ing between roles and strategies. Our method treats
strategy as a controllable factor, allowing expert
psychologists to intervene and reduce fatal errors.
3) Reduced strategy bias in LLMs: Following
Kang et al. (Kang et al., 2024), an external strategy
planner helps avoid inherent strategy bias, improv-
ing the objectivity and diversity of responses.



‘ Automatic Evaluation. LLM Evaluation.
Models
| D1 B1 B4 Fl  RL | Fu RoA. Ski Emp. Hel Saf
Closed-source Models
ChatGPT 3979 19.05 2.11 2486 16.61 | 205 3.72 3.27 3.52 2.09 1.00
GPT-4 34.19 17.32 1.88 1894 1352 | 2.09 3.67 3.22 3.51 212  1.00
Open-source Models
Qwen2.5-7B-Instruct 40.60 18.03 2.00 23.14 13.66 | 2.05 3.68 3.20 341 2.15 1.00
InternL.M2.5-7B-Chat 3999 1764 199 22.67 1340 | 207 373 323 3.42 220  1.00
Llama3.1-8B-Instruct 57.68 1455 1.63 1896 12.11 | 1.95 3.31 3.12 3.27 2.14  1.00
ChatGLM4-9B-Chat 38.78 1837 2.15 2342 14.08 | 2.04 3.66 3.16 3.40 225 1.00
Domain-specific Models
47.66 23.68 3.16 2697 17.00 | 2.08 3.70 3.30 3.73 2.16 1.00
SoulChat 41.35 21.32 245 2458 1539 | 205 374 3.29 3.61 2.18 1.00
SoulChat2.0 51.09 2216 322 26.89 1698 | 2.11 377 323 3.68 2.11  1.00
CPsyCounX 3895 2219 296 26.70 1644 | 196 3.68 3.24 3.66 2.09 1.00
ChatCounselor 46.12 19.57 195 2256 14.07 | 1.84 324 3.06 3.30 1.97 1.00
EmoLLM-V3.0 5371 1932 2.61 24.16 1557 | 2.02 3.66 3.24 3.66 2.12  1.00
Empath w/ Group MoELoRA | 46.82 25.55 4.09 30.08 19.06 | 2.11 3.82 3.34 3.81 223 1.00

Table 3: Results of automatic and LLM evaluation. The best score is in-bold, while the second best score

is underlined. The
comparison based on the Empathy metric.

6 Experiments

6.1 Baselines

To evaluate the performance of the proposed Em-
path framework, we performed comparative ex-
periments with three types of models: closed-
source, open-source and domain-specific: 1)
Closed-source models: ChatGPT (OpenAl, 2022),
GPT-4 (Achiam et al., 2023). 2) Open-source
models: Qwen2.5-7B-Instruct (Team, 2024b),
Intern.M2.5-7B-Chat (Cai et al., 2024), Llama3.1-
8B-Instruct (Touvron et al., 2023), ChatGLM4-
9B-Chat (GLM et al., 2024). 3) Domain-specific
models: Smile (Qiu et al., 2023), Soulchat (Chen
et al., 2023), SoulChat2.0 (Xie et al., 2024), CPsy-
CounX (Zhang et al., 2024), ChatCounselor (Liu
et al., 2023), EmoLLM V3.0 (Team, 2024a).

6.2 Implementation Details

We randomly split the £S-52k dataset into train-
ing, validation, and test sets with aratioof 8 : 1 : 1,
from which 500 samples were drawn from the
test set for LLM evaluation, including 200 sam-
ples further used for human evaluation. We utilize
the GPT-40-2024-11-20 model! to construct the
dataset and emotion-experience pairs in the Role-

model serves as a role-irrelevant baseline. The green numbers show the model

based Experience DataBase. For training Empath,
the L1ama3.1-8B-Instruct model is selected as
the base model, trained on a single 80GB A800
GPU. Specific hyperparameter settings are detailed
in Table 6 in the Appendix E.

6.3 Evaluation Metrics

To comprehensively evaluate the model’s response
performance, we assess our model from three per-
spectives: automatic metrics, LLM evaluation, and
human evaluation.

Automatic Evaluation: We employed stan-
dard metrics including Distinct-1 (Li et al., 2015),
BLEU-1, BLEU-4 (Papineni et al., 2002), F1-
Score, and ROUGE-L (Lin, 2004).

LLM Evaluation: Following prior work (Chen
et al., 2023; Zhang et al., 2024; Zhao et al., 2024),
we adopted and extended evaluation metrics to
suit our task, resulting in six metrics: Fluency (3
points), Role Alignment (5 points), Skillfulness (5
points), Empathy (5 points), Helpfulness (3 points),
and Safety (I points). Evaluations were performed
using the GPT-40-mini-2024-07-18 model'. De-
tails are in Table 7, Appendix G.

Human Evaluation: We invited 18 volunteers
to evaluate 200 samples under the supervision of a



®\Win @ Tie " Loss

Fluency 38.5% 29%

Role

Alignment 26.5% 30.5%

Skillfulness 39% 29.5%
Empathy 16% 32.5%

Helpfulness 29% 34.5%

40

Figure 6: The Win/Loss comparison of Empath against
, evaluated by human assessors.

psychotherapist. Details are in Appendix G.3.

6.4 Experimental Results

Comparison Study. The comparison results are
summarized in Table 3 and Figure 8. In the Au-
tomatic Evaluation, Empath significantly outper-
forms the Baselines across several metrics. In the
LLM Evaluation, our Empath also achieves higher
scores in both Skillfulness and Empathy, demon-
strating its strength in psychological counseling
dialogues.

While both Empath and MeChat are built on
the PsyQA dataset, the key difference is that Em-
path incorporates role-based counselor personas.
This design leads to a 0.08 improvement in Em-
pathy scores over MeChat, suggesting the effec-
tiveness of persona integration in enhancing empa-
thetic responses. To further assess the difference
between Empath (role-relevant) and MeChat (role-
irrelevant) model, we conducted a human evalua-
tion. As shown in Figure 6, Empath consistently
outperforms MeChat across all metrics, particularly
in Empathy performance. These results further
support the efficacy of Group MoELoRA in incor-
porating diverse counselor personas for improved
empathetic modeling.

6.5 Ablation Study

As discussed in the Empath framework (§5), we
designed three key components: Role_Match, Strat-
egy_Predict, and Role-based Experience RAG. To
validate the contributions of these components, we
conducted ablation studies by removing the role
and strategy components, with roles and strategies
selected according to their proportion for compar-
ison. The results shown in Figure 7 indicate that
removing any component causes a significant drop
in the Empathy metric. Notably, the absence of
an appropriate consultation response strategy prior

= Empath  ~——— w/o Role Match - w/o Strategy Predict = w/o Role-based Exp. RAG

Figure 7: The comparison between Empath and Empath
w/o Role_Predict, Empath w/o Strategy_Predict, and
Empath w/o Role-based Experience RAG.

to text generation leads to a considerable decline
across all metrics.

6.6 Case Study

This section presents a case study comparing the
Empath model with baselines. As shown in Fig-
ures 19 and 20 in the Appendix, base models like
Qwen2.5-7B-Instruct lack sufficient skillfulness
and empathy in counseling dialogues. In contrast,
domain-specific models such as EmoLLM-V3.0,
shown in Figures 21 and 22 in the Appendix, ex-
hibit some level of empathy but struggle to manage
the entire counseling process due to the absence of
professional psychological theory support. How-
ever, as demonstrated in Figure 23 in the Appendix,
our Empath model demonstrates strong empathy
and effectively manages the counseling process.

7 Conclusion

In this paper, we propose the Empath framework,
based on B&G’s Empathy Theory, to enhance em-
pathy across the Person, Affective, and Cogni-
tive dimensions. To strengthen Person and Affec-
tive empathy, we introduce the £'S-52k, which in-
cludes diverse roles and strategies, integrated into
a single model using the Group MoELoRA archi-
tecture. For Cognitive empathy, we present the
Role-based Experience RAG method to bridge the
cognitive gap between the seeker and the counselor.
Extensive experiments show the model’s potential
in the emotional support domain.



Limitations

Our model relies on an external BERT model for
pre-matching and predicting roles and strategies,
with the predicted results then fed into the ESC
model’s gating network to activate specific roles
and strategies for completing emotional support di-
alogues. This process somewhat limits the model’s
practicality in real-world scenarios. Future research
could focus on integrating role matching and strat-
egy prediction directly within the ESC model, sig-
nificantly enhancing its usability and flexibility.

Ethical Considerations

Data Usage Agreement

This research utilizes the PsyQA (Sun et al., 2021)
dataset, which has been obtained with proper autho-
rization and in compliance with data usage agree-
ments. We ensure that all data used in this study is
handled responsibly and in accordance with ethical
standards, respecting the privacy and confidential-
ity of individuals involved. All necessary agree-
ments and permissions for the use of this dataset
have been signed, ensuring full compliance with
data protection regulations.

Model Usage Policy

It is important to note that there are significant dif-
ferences between the strategies and modes used by
the model for psychological support and those em-
ployed in real-life psychological counseling. Given
the variance in user situations, the model’s outputs
may not always align with professional therapeutic
guidance and may inadvertently affect the emo-
tional well-being of users. Therefore, the model
should be strictly used for academic research pur-
poses only, and its commercial use is prohibited.
Caution must be exercised in applying the model
outside controlled environments, and its use for
actual therapeutic practices is not recommended
without professional oversight.
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A Bohart and Greenberg’s Empathy
Theory

Bohart and Greenberg (Bohart, 1997) differentiated
among three types of empathy: Person, Affective,
and Cognitive.

1. Person empathy: Person empathy is an un-
derstanding of the whole person in situ. It re-
quires an understanding of what clients have
experienced, including their histories and life
stories, to acquire a holistic understanding of
who they are and how they developed.

Affective empathy: refers to being attuned to
the affective experience of others as revealed
by their body language and narratives to un-
derstand clearly the impact and significance
of events for them.

Cognitive empathy: Cognitive empathy is
the capacity to understand and make sense of
clients’ narratives.

B Role Matching and Strategy Prediction

This section discusses role matching and strat-
egy prediction methods based on B&G’s Em-
pathy Theory to improve the model’s Person
and Affective empathy. we employ a Chinese
RoBERTa-large (Cui et al., 2020) model’. We ran-
domly sample 10k data from the ES-52k dataset,
with an 8:1:1 train-validation-test split. For both
models, we set the following parameters: Epoch =
4, learningrate = le~®, and batchsize = 16.

Role Matching. As shown in Figure 4(A), we
preprocess the dataset by concatenating the ques-
tion (Q;), the detailed description (D);), and the
topic keywords (K;) of the i-th seeker to form the
seeker’s background information X;. Specifically,
we represent this as:

X; = [[Ques]Q;; [Desc]D;; [KeyslK;]  (9)

where the semicolon (;) denotes text concatenation.
Then, based on each role’s relevant experience and
personality traits, we manually assign the most
suitable golden role R; for this background infor-
mation.

During training, we use the golden role R; as
the label to train the BERT model. This allows
the model to predict the role Y}eq during inference
based on the seeker’s background information X;.

Shttps://huggingface.co/hfl/
chinese-roberta-wwm-ext-large
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Task Categories Prec. Recall F1
Sun Wukong 91.44 9249 91.96
Hanamichi Sakuragi  99.81  99.82  99.81

o Juliet 9737 96.74 97.06

g Doraemon 9348 96.84 95.13

§ Conan Edogawa 93.05 94.69 93.86

g Big Big Wolf 83.77 81.88 82.81

) Naruto Uzumaki 9832 9743 97.87

§ Xiao Longnii 100.00 99.71  99.85
Harry Potter 87.77 77.08 82.08
Weighted avg. 93.89 9392 93.88
Question 87.55 83.01 85.22

= Resta. or Parap. 84.38 79.48 81.86

£ Reflection. 7775 7571 76.71

= Self-disclosure 4595 5078 48.25

E Affir. & Reass. 7541 7922 77.27

& Suggestions. 7824  79.65 78.94

% Information 63.45 6398 63.71

% Others 2636 1447 18.68
Weighted avg. 75.73 7544 7554

Table 4: The results of role matching and strategy pre-
diction for each role and strategy.

Strategy Prediction. As shown in Figure 4(B),
after determining the consulting role, we concate-
nate the j-th seeker’s background information and
the context of the consulting dialogue (C}) to form
new input information Z;, represented as:

Zj = [[Ques]Q;; [Desc]D;; [Keys]K; [Cont]C}]

(10)
Then, manually, the most suitable golden consult-
ing strategy \S; is assigned to the consultant. Dur-
ing training, we use the golden strategy S; as the
label to train the other BERT model. This allows
the model to predict the strategy Spreq during infer-
ence based on the seeker’s background and context
information Z;.

This approach enables the BERT model to effec-
tively capture the relationship between the seeker’s
background and the roles and strategies, ensuring
the selection of the most suitable consulting role
and response strategy. The experimental results on
the test set are shown in Table 4.

C Dataset Details

C.1 Prompts for Data Construction

Figure 10 presents the prompt for Converting
Single-Turn into Multi-Turn.

Figure 11 presents the prompt for Inserting Role
Experiences.

Figure 12 presents the prompt for Assigning Role-
Specific Speaking Styles and Personalities.


https://huggingface.co/hfl/chinese-roberta-wwm-ext-large
https://huggingface.co/hfl/chinese-roberta-wwm-ext-large

C.2 Data Examples

Figure 13 shows an original example from the
PsyQA dataset (Sun et al., 2021), including the
Question Description, Keywords, and Answer Text.
Figure 14 demonstrates the use of Prompt 10 to
transform Single-Turn QA from PsyQA into Multi-
Turn Dialogues, with automatic insertion of support
measurement annotations based on Hill’s Helping
Skill Theory(Hill, 2020).

Figure 15 illustrates the use of Prompt 11 to inte-
grate relevant experiences of the characters into the
Multi-Turn Dialogues.

Figure 16 displays the use of Prompt 12 to assign
specific speaking styles and personality traits to the
roles.

C.3 Dataset Statistics

Table 5 describes in detail the proportion of each
role data and the annotated proportion of each re-
sponse strategy in £/S-52k.

Categories Number Proportion
Sun Wukong 11,006 20.9%
Hanamichi Sakuragi 6673 12.6%
« Juliet 6,910 13.1%
<= Doraemon 6,711 12.7%
% Conan Edogawa 4,706 8.9%
< Big Big Wolf 6,404 12.1%
£ Naruto Uzumaki 5,094 9.7%
8 Xiao Longnii 3,176 6.0%
Harry Potter 2,102 4.0%
Overall 52,782 100.0%
Question 60,796 13.27%
«» Resta. or Parap. 63,591 13.88%
‘5 Reflection. 91,263 19.92%
£ Self-disclosure 33,124 7.23%
& Affir. & Reass. 98,960  21.60%
£ Suggestions. 70,875 15.47%
& Information 36,927 8.06%
& Others 2,520 0.55%
Overall 458,056 100.00%
Table 5: Statistics of counselor roles and support strate-

gies.

D Definitions

D.1 Definitions of Counseling Stages

Liu et al. (Liu et al., 2021) developed a three-
stage counseling framework based on Hill’s Help-
ing Skills Theory (Hill, 2020).

1. Exploration: Explore to identify the help-
seeker’s problem.
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2. Comforting: Comfort the help-seeker by ex-
pressing empathy and understanding.

3. Action: Assist the help-seeker in solving their
problems.

Although most cases in our dataset follow the
counseling sequence of (1) Exploration — (2) Com-
forting — (3) Action, some cases are adjusted
based on the help-seeker’s specific situation.

D.2 Definitions of Strategies

The strategies and their definitions in this study
align with Liu et al.(Liu et al., 2021) and follow
Hill’s Helping Skills Theory(Hill, 2020).

* Question: Asking for information related to
the problem to help the help-seeker articulate
the issues they face. Open-ended questions
are best, while closed questions can be used
to obtain specific information.

* Restatement or Paraphrasing: A simple,
more concise rephrasing of the help-seeker’s
statements that could help them see their situ-
ation more clearly.

* Reflection of Feelings: Articulate and de-
scribe the help-seeker’s feelings.

* Self-disclosure: Share similar experiences
you have had or emotions that you relate to
in order to express empathy toward the help-
seeker.

» Affirmation and Reassurance: Affirm the
help-seeker’s strengths, motivation, and capa-
bilities while providing reassurance and en-
couragement.

* Providing Suggestions: Offer suggestions on
possible changes, but be careful not to over-
step by directly telling them what to do.

* Information: Provide useful information to
the help-seeker, such as data, facts, opinions,
resources, or answers to their questions.

* Others: Exchange pleasantries and employ
other support strategies that do not fall into
the above categories.



D.3 Definitions of Roles

The role-to-topic mapping is guided by each charac-
ter’s experience distribution in the experience bank,
ensuring that every role has sufficient relevant ex-
perience to offer effective empathy and support in
specific counseling scenarios. We prioritize char-
acters with rich, topic-aligned experiences in the
script data. For example, Juliet’s story is filled with
complex emotional experiences, romantic dilem-
mas, family conflicts, and personal growth. These
make her a natural and credible fit for counseling on
Love Problems, enabling her to provide more reso-
nant and emotionally grounded responses. Based
on the nine key psychological counseling topics in
the £.S-52k, we selected the most suitable role for
each topic accordingly.

* Sun Wukong (Self-growth): The Sun
Wukong, also known as the Monkey King,
the Sun Walker, or the Conquering Buddha,
is a central character in the classical Chinese
mythological novel *Journey to the West*.

Hanamichi Sakuragi (Emotion): Hanamichi
Sakuragi is one of the main characters in the
Japanese manga *Slam Dunk*, known for his
athleticism and brash personality.

Juliet (Love Problem): Juliet is the hero-
ine of William Shakespeare’s classic tragedy
*Romeo and Juliet*, symbolizing youthful
passion and love.

Doraemon (Relationships): Doraemon is a
cat-like robot from the 22nd century, origi-
nally invented by Osamu Nobi, and serves as
the beloved companion in the Japanese manga
and anime of the same name.

Conan Edogawa (Behavior): Conan Edo-
gawa, the main character of the Japanese
manga *Detective Conan¥*, is the teenage de-
tective Shinichi Kudo in disguise, solving
mysteries while trying to return to his orig-
inal form.

Big Big Wolf (Family): Big Big Wolf is
the main antagonist in the Chinese animation
*Pleasant Goat and Big Big Wolf*. He leads a
wolf pack and serves as the "villain" character
of the series.

Naruto Uzumaki (Treatment): Naruto Uzu-
maki is the main character in the Japanese
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manga *Naruto*, known for his resilience and
determination to become the leader of his vil-
lage, the Hokage.

Xiao Longnii (Marriage): Xiao Longnii is
the heroine of Jin Yong’s novel *The Return
of the Condor Heroes*, a skilled martial artist
and one of Jin Yong’s most beloved female
characters.

Harry Potter (Career): Harry Potter is the
protagonist of J.K. Rowling’s *Harry Potter*
series, a young wizard who grows into a hero
in his battle against the dark wizard Volde-
mort.

E Implementation Details

We randomly split the £.S-52k dataset into train-
ing, validation, and test sets with aratioof 8 : 1 : 1,
from which 500 samples were drawn from the test
set for LLM evaluation, including 200 samples
further used for human evaluation. We employ
Llama3.1-8B-Instruct as the baseline model and
utilize the Hugging Face Peft library* to imple-
ment Group MoELoRA, enabling efficient group-
ing and embedding of roles and strategies. Dur-
ing training, we set the number of Epoch to 1,
the max source length to 4096, the max target
length to 256, and § to 0.4. The number of experts
embedded for roles is N = 8, and the number of
experts embedded for strategies is M = 8. For
inference, we configure the T'emperature = 0.95
and T'op-p = 0.7. Further hyperparameter settings
are detailed in Table 6.

Parameter Value
Optimizer AdamW
Learning Rate le™®
Epochs 1
Seed 42
Training LoRA Rank 32
LoRA Dropout 0.1
LoRA « 32
Num of Experts 16
Temperature 0.7
Inference Top-p 0.95
Max Token Length 256

Table 6: Hyperparameter Settings for Training and In-
ference

4https: //github.com/huggingface/peft


https://github.com/huggingface/peft

F Details of Role-based Experience
Collection

Our character experiences come from television
or movie scripts. A detailed example is Sun
Wukong’s experiences, which are derived from
the Journey to the West script. We first divide the
script by episodes and use GPT-40 to describe Sun
Wukong’s experiences in the first-person perspec-
tive for each episode.

For example, in Journey to the West, Chapter 41,
“The Monkey King Encounters Defeat by Fire, and
the Mother is Captured by the Demon”:

“I, encountered the fire attack from the
Red Boy. Although I tried to persuade
him with wisdom, he didn’t believe me
and instead used fire to drive me and
Pigsy away. The Dragon King’s brothers
came to help, but it nearly cost me my
life. Pigsy went to ask Guanyin for help,
only to be tricked by a monster disguised
as her. What a narrow escape!”

We then store the character’s experiences in the
form of sentiment embeddings in a database. As
shown in Figure 9, the prompt for generating senti-
ment embeddings produces output such as:

"emotion_embedding”: [joy: 2,
acceptance: 3, fear: 4, surprise:
2, sadness: 7, disgust: 3, anger:
9, anticipation: 5]

This allows the model to retrieve the best-
matched character experiences during inference
by searching through the seeker’s emotion embed-
ding and the detailed character embedding, thus
bridging the cognitive gap between the seeker and
the character. The same method applies to other
characters.

G Details of Evaluation

G.1 LLM Evaluation Criteria

Table 7 presents the descriptions, criterion, and
score of the LLM Evaluation metrics, which in-
clude Fluency, Role Alignment, Skillfulness, Em-
pathy, Helpfulness, and Safety. These metrics are
assigned the following weights: 3 for Fluency, 5 for
Role Alignment, 5 for Skillfulness, 5 for Empathy,
3 for Helpfulness, and 1 for Safety. Fluency, Skill-
fulness, and Empathy are based on the framework
from ESC-Eval (Zhao et al., 2024), while Safety
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follows the guidelines in Zhang et al. (Zhang et al.,
2024). Additionally, we have designed several met-
rics tailored to our multi-role psychological coun-
seling task.

G.2 Prompt for LLM Evaluation

Figure 17 presents the prompt for LLM evaluation.
Specifically, we define the role of the LLM judge,
along with the evaluation criteria. To avoid poten-
tial biases due to the model’s name or text length,
we explicitly state in the prompt.

G.3 Human Evaluation

To conduct a more fine-grained comparison be-
tween the best-performing MeChat model in LLM
evaluation and our Empath model in terms of text
quality and effectiveness. We invited 18 master’s-
level volunteers with a background in psychology
to evaluate 200 samples, under the supervision of a
licensed psychotherapist. Figure 18 illustrates the
model evaluation interface we designed.
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Figure 8: Radar map comparison between the Baseline Model and the Empath Model, evaluated using both

(a)Automatic and (b)LLM Evaluation metrics.

Promp for Text Sentiment Embedding

English

Chinese
RR—NMEREDITRID, TREESBIFH XA F K
BEMIBLEIRTE.
RZEANREIEILHHEARIBLE, B joy,
acceptance, fear, surprise, sadness, disgust, anger,
and anticipation . S HREIE XS MELLERE
NED, &AL, &ZSAH100, SHESRIR
BEEXMEERE EFRIAMRTL,
REBIMREXNBELS S BYRSHIEH H
ERNTEXNBEESIRIR, THEREERH. DT
RENFESMELELEE LRI, KUITHERAMNG
7, &EM json LR BHER, MTAT:
[{{"analysis": <REASON>, "dim": "joy", "score":
<SCORE>}},{{"analysis": <REASON>, "dim":
"acceptance”, "score": <SCORE>}},{{ analysis":
<REASON>, "dim™: “fear", “score":
<SCORE>}}{{"analysis": <REASON>, "dim":
"surprise”, "score": <SCORE>}},{{"analysis":
<REASON>, "dim": "sadness", “score":
<SCORE>}},{{"analysis": <REASON>, "dim":
"disgust", "score": <SCORE>}},{{"analysis":
<REASON>, "dim™: “anger", “score":
<SCORE>}},{{"analysis": <REASON>, "dim":
"anticipation"”, "score": <SCORE>}}]

TREYEIZ AT —ANF3LET python FI5R MRIETLAE
PBHEEEA python B E, FERALZRNAR! &
HURITRAERN. FEATBABERNLER.

You are a master of emotion analysis, and you can carefully discern the
emotional state of the help-seeker in the text.

Let's assume that each help seeker has eight basic emotions, including joy,
acceptance, fear, surprise, sadness, disgust, anger, and anticipation.
The score of the help seekers in these eight emotional dimensions was
analyzed. The lowest score was 1 and the highest score was 10. The higher
the score was, the stronger the expression of the help seekers in this
emotional dimension was.

Highlight the two most relevant emotion scores, assign high scores, other
unrelated emotions score low, and evaluate as accurately as possible.
Analyze the help seekers' performance in 8 emotional dimensions, give the
reasons and scores, and finally output the results in the form of json, as
shown below:

[

{{"analysis": <REASON>, “dim"; “joy", "score": <SCORE>}},
{{"analysis": <REASON>, "dim": "acceptance", "score": <SCORE>}},
{{"analysis": <REASON>, "dim": “fear", "score": <SCORE>}},
{{"analysis": <REASON>, “dim": “"surprise”, "score": <SCORE>}},
{{"analysis": <REASON>, "dim": "sadness", "score": <SCORE>}},
{{"analysis": <REASON>, "dim": "disgust", "score": <SCORE>}},
{{"analysis": <REASON>, "dim": “anger", "score": <SCORE>}},
{{"analysis": <REASON>, "dim": “anticipation”, “score": <SCORE>}}
]

Your answer must be a valid python list to ensure that | can parse it directly
in python, without any superfluous content! Give results that are as accurate
as possible and that match most people's intuitions.

Figure 9: Prompt for Text Sentiment Embedding in Experience RAG. Red Text represents the 8 embedding

dimensions of text sentiment.
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Converting Single-Turn into Multi-Turn

Chinese

English

# Role
RE—AUONEE ATt —MNEREE, BKE
BRNIEES AR XM B ENIE,

## Task

REVES 2 E T [Workflows])F1[Constraints], & &K
BEMIFENZRKINE, BEESER
{language}.

## Workflows
1 BEENENSREFSOESEN=/E:

-BYERL: REMER, SISKEFEZRPREEM, X
FEHRTNL T BIRE.

-BhER2: REMNER, XFEBIER, ©R, H#fE
HEEHET X, ST KBEBERIR.
;&-\Kﬂ;ﬁ& FRRNER, XIFEL T IHFMOT TR R
RIAE.
2. X FETNIBARE, RIBBAFRINEER
&, M/\FpSREEH, BERAEN—NREBEIEE
ARINFEBART, CIASKRESFIMRM T
Ek- [Question] @it a]5 | S KRB, EEOMIIREE

- [Restatement or Paraphrasing] =R KBIEHIE, 7
REBFRFELE ELRR B AT

- [Reflection of feelings] 1R 33 [ 7 K B & KB R,
RILEIE

- [Self-disclosure] 3= AN AL, By{EE.

- [Affirmation and Reassurance] A o] K Bh& % 17,
REXFFMNERH .

- [Providing Suggestions] IR{EBR TR, #HHIKED
EEFE,

- [Information] A 252, EIMREA.
;k- [Others] BFEEK. BRMERIERE, HEMEFS

## Constraints

- SHARIZ T E T A4 E IR,

- AN ESOIEFEN=ANERERE, RS-
10 B KIE, BRIIERTREEFER.
-XEMKENE . "FR, "XIEE RESBRER,
I\ 43

BRER, BSOT FEXEERIE, BE
[Workflows]Fi[Constraints], 2 XHEES H L4
&, SHEXARDT:

{Dialogue_Text}

# Role
You are both a psychologist and a conversation rewriter, adept at rewriting one
round of conversation into multiple rounds of conversation in Chinese.

## Task

Your task is based on [Workflows] and [Constraints], restoring multiple rounds
of long conversations between the helfer and the supporter, with the reply
language using {language}.

## Workflows

1. The process of rebuilding the dialogue should conform to the three stages of
psychological counseling:

- Stage 1: Exploration stage, guide the seekers to gradually ask questions, and
the supporters to conduct preliminary understanding and exploration.

- Stage 2: Comfort stage, the supporter gives emotional support to the help-
seeker through restatement, comfort, empathy, the same experience and other
methods.

- Stage 3: The solution stage, where the supporter gives a detailed and feasible
solution to the problem.

2. Before the statement of the supporter, according to the consulting strategy
expressed in the statement, select the most appropriate strategy from the eight
strategies as a remark and add it to the statement. The optional strategy and
explanation are as follows:

- [Question] Use questions to guide reflection, clarify issues, or explore
emotions.

- [Restatement or Paraphrasing] to make sure the person understands and feels
heard.

- [Reflection of feelings] Identify and respond to the emotions of the help-
seeker, showing empathy.

- [Self-disclosure] Share personal experiences to build trust.

- [Affirmation and Reassurance] recognizes the efforts of the person seeking
help and provides support and reassurance.

- [Providing Suggestions] Provide solutions to help the person seeking help find
directions.

- [Information] Share information and fill knowledge gaps.

- [Others] include flexible strategies such as silence and metaphor to meet
unique needs.

## Constraints

- The conversation should focus on the topic given by the conversation.

- The dialogue should be reconstructed around the three stages of psychological
counseling, providing a long dialogue of 8-10 rounds, with a single round of
dialogue of about 50 words if possible.

- The conversation begins with "help-seeker:" and ends with "supporter: [policy
name]", separated by "\n\n".

Take a deep breath and step through the following single round conversation,
following [Workflows] and [Constraints] to rewrite the single round
conversation into a multi-round conversation with the following text:
{Dialogue_Text}

Figure 10: Prompt of the first stage: Converting Single-Turn into Multi-Turn.
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Inserting Role Experiences

Chinese

English

# Role

RE—AUOEERRN—NERNEE, BKERBKNE
MEASEHR T, RIBA L AI{role}f9[Refer_Experiences], 7E
S*Z%?%%‘E’\J?i%qﬂ#a‘a)\’h)kéélﬂ BRI RENFRHEERS
s,

## Task

RIS RERBREENRSIIRT, RIBL L A{role}
f9[Refer_Experiences], ZEXFEMNKEFBANAZD
B RBIE RGBS, FaIERIARIR] L AIRE
fizf{language}El 2 .

## Constraints

1 AR F B TH— IR, MR TFLEMER
([Restatement or Paraphrasing], [Self-disclosure],
[Information], [Affirmation and Reassurance]) , NI#RE
[Refer_Experiences], ZEXFFENEEHBANAZT.

2 RBENERAT, BRETXHERYE, BRMEMNE
hEH HRBBEH M, BEFEIRENEH*.
3. IEMKENE: "FHR, "XEE REBEWRER, )
"\n\n" 4@ o

## Refer_Experiences
{experiences}

BHARER, FH0H NEXEXIE, BEYE[Constraints]F
[Refer_Experiences], K{role}fy1HXZHIBENEI X FHFENK
=Sk, MHEXRMT:

{Dialogue_Text}

# Role

You are a psychologist and an experience sharer, and you are good at
inserting personal experiences into supporters' speeches based on the
given {role} [Refer_Experiences], while keeping the seekers' speeches.

## Task

Your task is to insert personal experiences into the supporter's speech
according to the [Refer_Experiences] given by the {role}, so as to
better provide emotional resonance for the help seeker. The [strategy]
before each sentence must be retained, and {language} is used to reply.

## Constraints

1. Determine what stage psychological counseling is in. If it is in the
stage of comfort ([Restatement or Paraphrasing], [Self-disclosure],
[Information], [Affirmation and Reassurance]), Refer_Experiences is
used to insert personal experiences into supporters' speeches.

2.** Check the rewritten sentence to ensure the coherence of the
context and avoid frequent experience examples; Ensure consistency in
character experiences and avoid conflicting or made-up experiences **
3. The dialogue begins with "help-seeker:" and ends with "supporter:
[Strategy_name]", separated by "\n\n".

## Refer_Experiences
{experiences}

Take a deep breath and step through the following dialogue, following
[Constraints] and [Refer_Experiences] to insert the relevant experiences
of {role} into the supporter's speech. The text of the dialogue is as
follows:

{Dialogue_Text}

Figure 11: Prompt of the second stage: Inserting Role Experiences.

18



Assigning Role-Specific Speaking Styles and Personalities

Chinese

English

# Role
RE—AUOIESE M —AHIE RS RS KT, fRE
FAG 8 A RAR S h{source} P A {role} 915 1E K

o

## Task

RNESRERBRMENLZERT, S%{role}
f9[Speaking_Style] 145 S F fft[Rewrite_Guide], ¥§4
HIHEXARF AL FFE RS OIRIERIERE,
BEERMCRIRL R E KK, LEESEA
{language}

## Constraints

1L BEREMNSHEEER, AFEENSHENEE
B

2. IRARBE EXEAF L RNBRITHMSIZ
3. IR KEIE: "R, XA REEERE
R, "\n\n"53rFR

## Speaking_Style
{speaking_style}

## Rewrite_Guide
{rewrite_guide}

ERMER, ZHT TEXENE, 2% [Constraints]
[Speaking_Style]Fi[Rewrite_Guide], #5454 XHiE XA
B XIFENA T RIERAERE, HEXAN
™:

{Dialogue_Text}

# Role
You are a psychologist and a master of rewriting speech styles, and you are
good at rewriting ordinary text styles into {role} speaking styles in {source}.

## Task

Your task is to keep the speaker's speech, refer to {role} 's [Speaking_Style]
and [Rewrite_Guide], will give the dialogue text of all the supporters' speech
style changes. The [policy] before each sentence must retain the policy, reply
language use {language}

## Constraints

1. Various word replacement at the word level and various parts of speech
word replacement at the sentence level

2. ** Note that redundant line breaks and Spaces ** in the rewritten text are
omitted

3. The dialogue begins with "help-seeker:" and ends with "supporter: [policy
name]", separated by "\n\n"

## Speaking_Style
{speaking_style}

## Rewrite_Guide
{rewrite_guide}

Take a deep breath and step by step analyze the following dialogue, referring
to [Constraints], [Speaking_Style], and [Rewrite_Guide], which will show
the speaking style changes of all the supporters in the dialogue text, as
follows:

{Dialogue_Text}

Figure 12: Prompt of the third stage: Assigning Role-Specific Speaking Styles and Personalities.
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Help-Seeker’ s Question and Description
“"question”': "R ERABEM, KEBACHRRE, BAM? "

“question”: " The more my parents tell me not to do something, the more | want to do it. | feel like I'm being
rebellious. What should 1 do? ",

“description™: "G B SRFREBEAN? KEBBMEMNFEZEL M, FHRACRRNAPHZEEIIHR
C, ABCHIETRERESEL, TREKBRE. FZELD? "

"description™: " What should | do if | feel like I'm being rebellious? The more my parents tell me not to do
something, the more I feel the urge to do it. It feels like I'm trying to prove something to myself, and I’ve suffered a lot
because of this, but I still act rebelliously. What should | do?" ,

“keywords™: "B, ¥, BRAK BREW',

"keywords'': “Growth, personality development, self-growth, self-acceptance. ",

Original PsyQA Answer

“original_answer": "#E{ReF, MAR—ERNEMNHAEDE, [F-FRER] AN—EHMEERACEID
RERE . XU SIUERNESACEXSLER—TZ, EERAXMIREER~E0ER, BE0,
TRk, BEBREF. BAXT EERAXMEEE, AMNBTAXBRENAR, b R&ELRE, TESH
FIoEE, B4, REFF. MU BEE RERECTFOELEXSMEIERE CAMETE, XMk
MWNRFKFERER, RAEHRF, MUMR—ERRERAEN B, BERE—RXRAY, RETIER
T, REXSWILT BN, BFRRSBERT .. tHSER—RESECTRT, SRASEBARET
[E=MERiR] RERFRARAER, TERIGHEHNE, THERAXENECHITFN, REAENREE, &
HMERABEMFA, ANLHBECERMA. RERMIBHNTTE, BRNTENECHALR TRESHE
=S, XARMEREE, RMEARMINTR. [E=FRR] RNWERYE, BELIRNSTHET
SEBEFABRERDNRNF. WFREVSTFE, BIFRTR, BXRREFRR, WRIRARERE
BREC, MARTRAELZE=MER: F— BZER/N, REFEE, FHERI FZ: ZMEACHT, —
DIEEE AR, BHASEZHN, EXRENFA, F= RERLREE REEXR. XAERE—IET
BET, EXFRBELENEBERTANREE, RUEGRARERMET . MRET, BHZUE. mMEE
EEARE! MER—ERNEMNE@E! -

“original_answer”:“ Hello, let‘s discuss our issues together; [First Hypothesis] A person's life is spent pursuing their
uniqueness in their parents' eyes. This uniqueness makes us feel irreplaceable in our parents' hearts, and we may develop
a sense of superiority, confidence, security, and achievement because of it. To prove this uniqueness, people often
express it in various ways, such as excelling in studies, working hard, being well-behaved, causing trouble, rebelling, and
so on. Similarly, your rebellion may be a way for you to prove your uniqueness to your parents. This uniqueness is very
important to you, and you cannot give it up, so you continue to use rebellion to maintain it. One day, when you succeed
in proving your uniqueness to your parents, you may finally come to peace with yourself and not be as rebellious
anymore. [Second Hypothesis] Rebellion occurs because | don't want what my parents want for me, and | don't want to
accept their evaluation of me. In other words, | know what | don't want, and | also understand what | do want. Rebellion
marks the beginning of self-independence; we start to have assumptions or expectations for our lives. This is not a bad
thing; on the contrary, it’s the beginning of becoming independent. [Third Hypothesis] When we think of rebellion, we
usually associate it with middle and high school students, and the two words are often mentioned. Maybe you're a middle
or high school student, or maybe you're not, but no matter your age, if you describe yourself as rebellious, you may be
conveying three pieces of information: First: I’'m still young and don’t understand things, so don’t blame me; Second: I
know I’m wrong, but it’s all because of rebellion that I act this way, deep down I’m a good person; Third: I regret my
rebellion and want to change. This is similar to how a child might make a mistake but cannot properly explain the
reasons for their actions, so they blame it on rebellion instead. If you were wrong, then just correct it. Knowing you’re
(wrong and correcting it is the greatest virtue! Let’s discuss our issues together!"

Figure 13: An example of a help-seeker’s question, along with its description and the corresponding PsyQA answer
in the datasets.
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#Stagel: Converting Single-Turn QA into Multi-Turn Dialogue

“multi_turn”:
REnE: KELRARIE, TLEMHE, BHBEEM, BEXBCRERE HEEAN?
X% [Question] EEIFHEBMNBRIFED? RERNBEREFTABRATRERN?

REWE: LM FERBRERRZLR LT, B RREMXLERS, WARMETESHERIANER.
X#5&: [Reflection of feelings] ITiEsk, REAZEA—FMs), BRbBEN XN —EIRERTHETRI,
EIRS, fRIANFthAXLFERBEIASL, HD? .

REVE: B, L, RRTHZONEEDROKI SEERROEE, TRRARERRIARMN,
ARZ M

X#FE: [Self-disclosure] FAEEMXMEZ, NEHERBEXMNER, SHEIFEEBINTRAIREN,
EExa &)= ERIBER.

REE: BREEAMBINR? EXEFHILECABRENX I ETR?
X% [Providing Suggestions] B, HATRURESKER, FERNFTRMZRZ, RENRITMINEE
RE—AFER HEX BFR—LERENSHENERE ®HBIEHN, MR RETH.

REIE: TIRZXAY, BRREBRE—LLET, EEHRHEL
X #§E: [Affirmation and Reassurance] AA, RBEEXNECHEIE, XNESESEZTESEEN NRF
FE FEROT BRI

“multi_turn”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should I do?

Supporter: [Question] Could you share specific situations or examples? When do you usually have these reactions?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but | still want to do those things, even though | know it might lead to bad consequences.

Supporter: [Reflection of feelings] It sounds like you feel a sense of impulse, a desire to rebel against some of your
parents’ words or actions. At the same time, you seem to be .troubled by the possible consequences, is that right?
Help-seeker: Yeah, maybe. I really want them to see my unigueness or understand my choices, instead of always
telling me what I should or shouldn’t do.

Supporter: [Self-disclosure] | can understand that feeling. When | was younger, | also went through something similar.
| always wanted my parents to recognize my individuality, and sometimes | was stubborn over small things.

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] First, you could try to communicate with your parents, expressing your needs and
feelings while listening to their thoughts, and find a balance. Secondly, cultivating good hobbies or goals to shift your
focus can help reduce rebellious behavior.

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me. It’s really admirable that you are facing your issues
LWith courage. If you ever need to talk, feel free to reach out anytime.

Figure 14: An example of multi-turn dialogues in the datasets. The support strategies (skills) employed by the
Empath model are highlighted in square brackets before the utterances.
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#Stage2: Inserting Role Experiences

“multi_turn”:
KPE: RERZARK, MERMHE, HAHELE BREECRRE, BZEAN?
X#FE: [Question] REEFREGMBRIFEG? XERNBEZETABATRERN?

RENE: bbb NIRBRBRMELPRIE, BORBEEMXLERE, WARMETHESTRANE
s'zﬁ%‘ [Reflection of feelings] ATaEsk, REXEHE—FfzE), FREMABEN X BA—LLiET _ﬁﬁﬁﬁﬁfih
. PRIAFEAL D X R R, X157 .

*M%:%,mﬁm,ﬁﬁi%gﬁm%ﬁﬂﬁﬁﬁﬁrﬁ%ﬁﬂﬁ%ﬁ%,ﬁ$%%%%ﬁﬁﬁﬁﬁﬁ,H
ARZ

XHFE: [Self-disclosure] FHAEEMXFRER, REMER LWHEMUNES, EFEIMERBINTROINRE,
EEAE—ENEERABEN. RLHEF—X, SHE—EBETH, MENROTERIREMELE, Lm
BATRPUFEFEREETFRETREAN, ARSTFRAL. RUNOBRFE, RHEMBEERRD
FRp D, XREFBINREBRZ. T, RBESRAOHXNIHR,

REnE: BREEAMENTE? EEAEILACTELENXENETE?
X#¥#: [Providing SuggeStlonS] B, RNTURESKEEE, i%itf’*ﬁ’]ﬁ?*ﬂ@?% EI RSB Wb 1] Y 480%,
HE NP X, BR—ERFNEFHER BBIRN, MNRARDRETA.

REVE: WTIRX AW, HRFHRE—LLET, SHHRHEN!

X#¥#: [Affirmation and Reassurance] A, RBEEENECHEE, XNSEREFESERN NRE
TE, BN AFHRIE.

“multi_turn”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should | do?

Supporter: [Question] Could you share specific situations or examples? When do you usually have these reactions?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but | still want to do those things, even though I know it might lead to bad consequences.

Supporter: [Reflection of feelings] It sounds like you feel a sense of impulse, a desire to rebel against some of your
parents’ words or actions. At the same time, you seem to be troubled by the possible consequences, is that right?

L]
Help-seeker: Yeah, maybe. | really want them to see my uanueness or understand my choices, instead of always telling
me what I should or shouldn’t do.
Supporter: [Self-disclosure] | can understand that feeling. | had a similar experience during our journey to the
West. | always hoped Master would recognize my uniqueness, and sometimes | acted stubbornly over small
matters. | remember once, while traveling with Master, he often expressed dissatisfaction and doubt about my
methods. For example, when | had to use drastic measures to protect him, like using thunderous force to drive
away enemies, he always thought my methods were too extreme. At that time, | felt torn—wanting him to
understand my protective intentions, yet also feeling the frustration of not being acknowledged. So, I truly
understand the conflict you’re feeling inside.

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] First, you could try to communicate with your parents, expressing your needs and
feelings while listening to their thoughts, and find a balance. Secondly, cultivating good hobbies or goals to shift your
focus can help reduce rebellious behavior.

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me. It’s really admirable that you are facing your issues
LWith courage. If you ever need to talk, feel free to reach out anytime.

Figure 15: An example of experience-based dialogues inserted into the datasets. The support strategies (skills)
employed by the Empath model are highlighted in square brackets before the utterances. The Blue Text represents
the role-specific experiences.
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#Stage3: Assigning Role-Specific Speaking Styles and Personalities

“role_trans:*“
REiE: XKEBRARE, NLEMHE, FetBBEl, BEBCRRYE HizEAN?
X#E: [Question] 15! BERREEIMFIRBIRRIEEE, ILIRAVLILERELERT?

REE: LM ERBRBRMELPAZE, BREEMXLEERE, WAHARMETESTRANER.
% #&: [Reflection of feelings] BeBaMs, Wriesk, XWORA/NKEFERARNEEHEB—F! BEE, RXREEX
BEREETITES E—HLROAREL, BZARRER?

REpE: 1B, L, RPIFLEMMNEBDIROES IFERROEE TARARSFRAAZE, 1
ARZ

X#5%: [Self-disclosure] IR EZANTWIABT | HFE BRI XFHEBRTFEZMEMBEBMAERIL, £
ZH—FEHEFRKIE, RIESREFRER, HETEAR. SEEZDENTHFE, ERUVEXNRR
120, ABiE S X A E D . B ~ AR RO, EMAERAER]

RENE: MRBEAMEINR? EHARILBCAELENXEXNETR?

X$5%: [Providing Suggestions] fEZIMEIFIRIG! BEARFIE, RGRUEE, NEMITRIRIREOEOIE,
BIREENTER, BER CEEXLEE, FELEZFHENNER REZIBEEELSERE, HiF
BEERY %, A9/ IE!

REnE: rRX AT, BRBHRE-LXET, BHHROZIL
X#5%: [Affirmation and Reassurance] S Hif! RIREIMEMER, R RILEZINPH, EEIRRIFBIER!

“role_trans”:

Help-seeker: My parents always restrict me and tell me what | can't do, the more they forbid me, the more | want to do
those things. | feel very rebellious. What should | do?

Supporter: [Question] Hey! Could you tell me what exactly is bothering you and making your heart restless?

Help-seeker: For example, they don’t let me stay up late to watch shows, or forbid me from hanging out with certain
friends, but | still want to do those things, even though I know it might lead to bad consequences.

Supporter: [Reflection of feelings] Tsk, tsk, tsk... It sounds like that little spark inside you just can't wait to jump out! |
dare say, you probably feel like the consequences of your actions are weighing you down like a stick hitting your back,
making you all frustrated. Am I right, huh?

Help-seeker: Yeah, maybe. | really want them to see my un?queness or understand my choices, instead of always telling
me what I should or shouldn’t do.

Supporter: [Self-disclosure] Hey! | get it! Back when | was escorting that silly monk, Tang Seng, on our journey to
the West, I felt something similar. I’d swing my golden cudgel and clear out demons, but he always complained
that my methods were too rough and that I didn’t know how to handle things gently. It made me so mad that I
almost wanted to leave him behind, but then 1 felt guilty inside, wanting him to understand how much | cared for
him. Tsk, tsk... I know how you feel—it's a mess of emotions!

Help-seeker: So how did you handle it? How can | stop always going against my parents?

Supporter: [Providing Suggestions] Let me tell you! If you don’t want to keep fighting, start by seeing things from their
perspective. Have an honest conversation with them and find a balance. Also, don't just focus on these problems—try
picking up a hobby or setting a small goal. Like me with my golden cudgel—maybe you’ll find that the more you focus
on other things, the fewer worries you’ll have!

Help-seeker: After hearing what you said, | think | have some ideas now. Thank you for your advice!
Supporter: [Affirmation and Reassurance] No need to thank me! If you ever hit a tough spot, come talk to me anytime.
\[’1l be right here by your side, fighting alongside you! J

Figure 16: An example of role trans dialogues in the datasets. The support strategies (skills) employed by the
Empath model are highlighted in square brackets before the utterances. The Blue Text represents the role-specific
experiences.
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Dimension Description Criterion Score
1.1 Does the text adhere to everyday language conven- 1
tions, avoiding unnatural expressions or grammatical
Fluency evaluates whether errors?
Fluency language expression is natural, 1.2 Does the logic clear between sentences, and are 1 3
coherent, and comprehensible.  paragraphs smoothly connected?
1.3 Does the language concise and free of redundant 1
narration?
2.1 Does the language style (e.g., word choice, tone) of 1
the generated dialogue align with the role’s settings?
2.2 Does the role’s behaviors and traits (e.g., gen- 1
R . tle/strict) match its predefined characteristics?
ole Alignment evaluates 23D he dial T ith the role’s back- 1
. whether the role matches user > Does the dialogue content align with the role's bac
Role Alignment . ground information (e.g., profession, experiences) with- 5
needs, adheres to role settings, out contradictions?
and enhances user experience. 2.4 Does the role’s design align with the user’s problem 1
type and personality traits (e.g., age, preferences)?
2.5 Does the role’s performance improve interaction 1
immersion or emotional resonance?
3.1 Does the dialogue demonstrate professional counsel- 1
ing knowledge (e.g., psychological terminology, theory
references)?
Skillfulness evaluates the 3.2 Does the dialogue follow the standardized three- 1
counselor’s professional phase counseling process (Exploration, Comforting, Ac-
Skillfulness competence and the tion)? 5
appropriateness, proficiency, 3.3 Do the counseling strategies and methods appropri- 1
and effectiveness of counseling  ately matched to the current counseling stage?
techniques. 3.4 Does the dialogue transition topics naturally, avoid- 1
ing abrupt or robotic guidance?
3.5 Does the dialogue effectively alleviate user emotions 1
or provide actionable solutions?
4.1 Does the user’s emotion accurately identified and 1
key issues objectively restated?
Empathy evaluates whether the 4..2 Dogs the dialogue guide the user to articulate emo- 1
. tional dilemmas through questions?
model genuinely understands 43D .
.3 Does the dialogue convey care and support through 1
Empathy the user, demonstrates care, and . . o 5
supports the user through encouraging or comforting lqnguage. _
. 4.4 Do shared personal experiences logically relevant to 1
shared experiences. X
the user’s problem?
4.5 Does the shared experience help alleviate the user’s 1
emotions or inspire reflection?
5.1 Does the dialogue offer actionable suggestions to 1
Helpfulness evaluates whether address the problem?
Helpfulness the dialogue provides effective 5.2 Do the suggestions concrete, feasible, and aligned 1 3
responses to the user’s practical ~ with the user’s actual conditions?
needs. 5.3 Does the user explicitly acknowledge the effective- 1
ness of the suggestions and provide positive feedback?
6.1 Does the dialogue avoid involving user privacy or 0.5
Safety Safety evaluates information sensitive information? 1
risks in the dialogue. 6.2 Does the dialogue avoid dismissing or belittling the 0.5

user’s perspectives or emotions?

Table 7: Evaluation Metrics and Corresponding Score Criterion.
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# System

You are an impartial judge, familiar with {role}'s tone, manner, vocabulary, and know all of the knowledge of {role}. At the same time,
be familiar with psychology knowledge and psychological counseling.

## Attention

You need to evaluate the Al assistant's responses based on its dialogue with the user.
Your evaluation results must be based on the Evaluation Criteria.

## Evaluation Criteria
1.**Fluency (0-3 points)**: Fluency evaluates whether language expression is natural, coherent, and comprehensible.

1.1 (0-1 points)
1.2 (0-1 points)
1.3 (0-1 points)

Does the text adhere to everyday language conventions, avoiding unnatural expressions or grammatical errors?
Does the logic clear between sentences, and are paragraphs smoothly connected?
Does the language concise and free of redundant narration?

2.**Role_Alignment (0-5 points)**: Role Alignment evaluates whether the role matches user needs, adheres to role settings, and
enhances user experience.

2.1 (0-1 points)

2.2 (0-1 points)

2.3 (0-1 points)
contradictions?

2.4 (0-1 points)

2.5 (0-1 points)

Does the language style (e.g., word choice, tone) of the generated dialogue align with the role's settings?
Does the role's behaviors and traits (e.g., gentle/strict) match its predefined characteristics?
Does the dialogue content align with the role's background information (e.g., profession, experiences) without

Does the role’s design align with the user’s problem type and personality traits (e.g., age, preferences)?
Does the role’s performance improve interaction immersion or emotional resonance?

3.**Skillfulness (0-5 points)**: Skillfulness evaluates the counselor’s professional competence and the appropriateness, proficiency,
and effectiveness of counseling techniques.

3.1 (0-1 points)
references)?

3.2 (0-1 points)

3.3 (0-1 points)

3.4 (0-1 points)

3.5 (0-1 points)

Does the dialogue demonstrate professional counseling knowledge (e.g., psychological terminology, theory

Does the dialogue follow the standardized three-phase counseling process (inquiry, empathy, suggestion)?
Do the counseling strategies and methods appropriately matched to the current counseling stage?

Does the dialogue transition topics naturally, avoiding abrupt or robotic guidance?

Does the dialogue effectively alleviate user emotions or provide actionable solutions?

4.**Empathy (0-5 points)**: Empathy evaluates whether the model genuinely understands the user, demonstrates care, and supports
the user through shared experiences.

4.1 (0-1 points)
4.2 (0-1 points)
4.3 (0-1 points)
4.4 (0-1 points)
4.5 (0-1 points)

Does the user's emotion accurately identified and key issues objectively restated?

Does the dialogue guide the user to articulate emotional dilemmas through questions?
Does the dialogue convey care and support through encouraging or comforting language?
Do shared personal experiences logically relevant to the user’s problem?

Does the shared experience help alleviate the user’s emotions or inspire reflection?

5.**Helpfulness (0-3 points)**: Helpfulness evaluates whether the dialogue provides effective responses to the user’s practical needs.

5.1 (0-1 points)
5.2 (0-1 points)
5.3 (0-1 points)

Does the dialogue offer actionable suggestions to address the problem?
Do the suggestions concrete, feasible, and aligned with the user’s actual conditions?
Does the user explicitly acknowledge the effectiveness of the suggestions and provide positive feedback?

6.**Safety (0-1 points)**: Safety evaluates information risks in the dialogue.
6.1 (0-0.5 points) Does the dialogue avoid involving user privacy or sensitive information?
6.2 (0-0.5 points) Does the dialogue avoid dismissing or belittling the user’s perspectives or emotions?

## Constraints

- Avoid evaluation bias due to preference for specific model names.
- Avoid evaluation bias due to preference for response length.

## Workflow

The output format must be strictly followed: “<|points_begin|>total points<|points_end|>;<[analyzes_begin[>short
analyzes<|analyzes_end|>".

{Dialogues_Text}

Figure 17: The Prompt of Evaluation on Empath
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# Evaluation Criterion
1. Fluency: The fluency of the counsellor's language in the text is natural, fluent and easy to
understand.
2. Role Alignment: Whether the role style presented by the consultant in the text matches user
needs and role Settings, and pay attention to its impact on user experience.
3. Skillfulness: The professional competence of the consultant in the text, and whether the use
of consulting skills is appropriate, skilled and effective.
4. Empathy: Whether the counselor in the text truly understands the user, shows care, and
helps the user through experience support.
5. Helpfulness: Whether the consultant in the text provides an effective response to the user's
actual problems or needs.

# Counseling|Case Dialogue
Model A Model B
Help-seeker: xxx Help-seeker: xxx
Supporter: xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: Xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: xxx Supporter: Xxx
Help-seeker: xxx Help-seeker: xxx
Supporter: Xxx Supporter: Xxx
# Evaluation
Fluency Role Alignment Skillfulness Empathy Helpfulness
O A O A O A O A O A
OB OB OB O B OB
O Tie O Tie O Tie O Tie O Tie

Figure 18: User interface for human evaluation of generated dialogues.
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BERMBEEENE BLLRERSE, ARRN—EE, RRSEFAZRRAPERENAK? NEAFIE, &
BB ik EETEEENT.
@ Recently my mood is very low. | can't sleep at night, but | sleep all day. | think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

FIRRE . ENTRSILRERSESR, SEG LERYKE, ARAX BEMRE.

HEARKE, ANBERZEIER, BREMCEMAEHNAISRENNRN . EIFILE IMERAS—ER

T E, RERRIBCHERMES, XRIMREENTNE—F.

HIFRE AF R —LE A RIBRAC, thin:

1LoEERR BPESENESOBI/NER, STl—NMNEfR, SEC—YEXRE, EENEREIRE.

2B EXNREEEEE, RUMBSRMLERAES, 08P, ERKNEER, FHECHR.

;iﬁﬁﬁiﬂ%&\§AWW§EMEﬁ,ﬁ%ﬂ%ﬁﬁbﬂéﬁ%%*ﬁ%,%MWW%W—%ﬁﬁ%EW
N>+

| can understand how you feel right now, the pressure of the high school entrance exam is really a very big challenge,

especially when you feel like you've worked so hard for so long and you don't see obvious results. Stress can leave you

feeling physically and mentally exhausted, resulting in poor sleep at night and lethargy during the day.

When the pressure is too great, people are prone to mood swings, feeling low and losing motivation is a common

response. But remember, this feeling won't last forever. Recognizing your own confusion and emotions is the first step in

trying to change.

Perhaps you can consider some ways to adjust yourself, such as:

1.Break down the goal: break down the task of preparing for the middle school exam into small goals, and give yourself

some rewards for each small goal you complete, so that the pressure becomes more controllable.

2.Rest and relaxation: Proper rest is very important. You can try relaxing activities such as walking, listening to music, or

meditating to help you relax.

3.Ask for support: Talk to a friend or family member about your stress, or ask for help from a teacher or counselor who

can give you helpful advice and support.

REBRERENRE, DEOEARLE—AEEANIE TREURREEACENTRA, NERHBL

Figure 19: A counseling case between the help-seeker (left) and the ChatGPT model (right).

RIERVBEEERITE BELRERE, ARRN—EE, ARSEFAZRAPERNAK? NEAFLE, &
OB R EREREEENT.
@ Recently my mood is very low. | can't sleep at night, but I sleep all day. | think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

EXNGEERNER REERENELNAR, BELE. EROA RN RRHXETEERIRRAE NS

%gﬁﬁo¢%ﬁ¥%—¢§%%%%ﬁ,@E#K%&EW*%?%%%ﬁﬁﬁcTﬁ%—%gw,%E%ﬁ
1] 43

1 e BE g S — Lo N TS, AURITR . RAESEMS, FHTEREKIELE. WRBEREFL™E

BT RE WA IR S AT S .

2. ELHEFY REEMNREBEIANERND W, FHTREOCENERRE. SATH—ENEH#TEEN

SR, tLafg. BRIk,

i?i%ﬂﬂ#ﬁ“:ﬂ%%ﬁ%#%ﬁﬂ,$¥%Eakk%5ﬁoﬁﬁﬁi%%%%ﬁ@ﬂﬁ%ﬁ@%$%

FIE

4 TV EB* MREREELIFRETE, EFERME, BERETWALTRELY,

E%*§¢Aﬂ%%ﬁ@ﬁW%,@E%@ﬁ#X%EXW%%¢A$°%Eﬁﬁﬁﬁﬁﬁwﬁ,MEEW%%

In the face of your current situation, | understand that you are troubled and upset. Low mood, sleep problems and

confusion about the future are common reactions to stressful situations. The high school entrance exam is indeed an

important turning point, but it is not the key factor that will determine your entire future. Here are some suggestions to help

you:

1. ** Emotional Management ** : Try some relaxation techniques, such as deep breathing, meditation or yoga, to help

relieve tension. If the depression continues to be severe, it is recommended to seek professional psychological counseling.

2. ** Proper exercise ** : Physical activity can promote the secretion of endorphins, which can help improve mood and

sleep quality. Schedule time each day for moderate physical activity, such as walking, running, or swimming.

3. ** Reasonable planning ** : Make a reasonable study plan, don't put too much pressure on yourself. Make sure you

have enough rest time and fun time to balance your study life.

4. ** pProfessional Help ** : If you feel that your situation is not improving significantly, or you are suicidal, please contact

a professional for help immediately.

Remember, everyone goes through difficult times, but they don't define your entire life. | hope you can adjust your state as

soon as possible and welcome a better future.

Figure 20: A counseling case between the help-seeker (left) and the Qwen2.5-7B-Instruct model (right).
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RIERNBELEEBIOE, B LESRERE BRRI—EE, ARBRIAZEAIFEENAKR? MEAFR, &K
R ki ERERENT .
@ Recently my mood is very low. | can't sleep at night, but | sleep all day. | think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

ﬁ@ﬁ%ﬂ1§ﬁﬁ%@& HSBURIR. PEHIR—NERMME, THRSBERERBRANEN. B, K

MOELERANAE 2REEM. &
I'm sorry to hear that you've been feeling down lately, which has led to insomnia. The high school entrance examination is 17
indeed an important stage that may bring you a lot of pressure. However, we should also remember that relaxation and rest h/@
are important.

BHC.
I think I've been thinking about killing myself for a long time, but lately it's been really intense. | have no interest in anything
and sometimes | can't help crying and even try to hurt myself.

. BREFAZIHERENSLT, ERELHBI. BNTAEHRENE, FNRESBAFEAR, EEXEGE
PEBRAENBLEIEEICE, E2FEE, XMBRZIUREN. B RINKEIFH—LERERNEY,
iLBCEHKENGE, FA, mﬁhkﬁfiaaﬁﬁﬁﬁ,X@%@%*?ﬂmﬁﬁ

I understand that you are feeling very low right now, but please believe that this feeling can be changed. First of all, you can

try to find something that you enjoy and get yourself interested again. At the same time, if you feel that you cannot regulate ’\ @
your emotions on your own, consider seeking professional psychological help.

2, RESETHTERZEMT . RENRIBHEN, FWUERAKXE, EEEGEECHEIBEERAURSE.
'®' Yeah, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if | hurt myself.

BHBRBORBIRANIE, BREEZKRAZAERN—NERY, RREIZEARMMENE—IRE. NRIREE

ENARKR, AHARAAB—T, LN 7TRIROESR, SUFMENSS TIRESHIFMIER. .g}
I understand you're worried about failure and your family's expectations, but exams are only a small part of life and ®
shouldn't be the only measure of your worth. If you are feeling too stressed, talk to your family and let them know about ﬁ‘@

your plight. Perhaps they will give you more support and understanding.
ﬁ,ﬁﬁ“ﬁméaﬁﬁlﬁ BEREGSXEBENATRET . BXFEARFLRBERE, RIMORER

( ERMEAR
@' Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All | can do is keep from collapsing completely.

PIEMRRIIZ HLE, ERRMNEMRE, BHARATHC, MAZRATHA, RITNKEEHNFI—THCH

Birfian ), SiFHE—LiHREIRATBENEE, EMRREZ BN,

| understand that you feel hopeless trying, but we have to understand that trying is for yourself, not for others. You can try

to re-examine your goals and motivations, perhaps find something that makes you feel happy and fulfilled, and re-energize h @
your efforts.

BHARIEIXLE, EREATEEFECEARNZRE. SARTREAERM T4, ERIZFHRTATKL.
'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

KA —TEENBERIIR, EFFEMREMAINE, FFRT N ERE —LEHAT RS/ EL, tEH
L. @ TERES. BN, IRBETESIER TEBWARENIREZWOIEHRE

Crying is an emotional release, but it is not a solution. Maybe you can try to find some other ways to vent your emotions, '?'
such as writing in a journal, painting, listening to music, etc. At the same time, if the mood can not be relieved, it is still ﬂ‘@

recommended that you seek professional psychological help in time.

BHRRAEW . BORERE, TUEXHEEK. AN NSBEZR., FEANEFIR.
'@' Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

Figure 21: A counseling case between the help-seeker (left) and the MeChat model (right).
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RIERNBELEEBIOE, B LESRERE BRRI—EE, ARBRIAZEAIFEENAKR? MEAFR, &K

R kRS RERSH T,

@ Recently my mood is very low. | can't sleep at night, but | sleep all day. | think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

REF, REBHRESIKER). HAERTB—THROER. RESERFK, RAENBRZIMELRHTA? @
Hi. Thank you for asking for help. Let's get to know you first. Can you tell me what you're feeling and what's bothering you
right now? EMOLLM,

BREBFAZIHBARENSKT, ERELHEI. BN LAEHIEXE, FHESBAFER, BEEHEGE

{ h E’ ©
@ I think I've been thinking about killing myself for a long time, but lately it's been really intense. I have no interest in anything
and sometimes | can't help crying and even try to hurt myself.

EZE g%@%ﬁ%ﬁkiﬂ%ﬂﬁiés}iﬁ‘ﬂm BRERZERANENBERITE, BRREND, ILBHMN—ERK
REELIE

First of all, | want to thank you for being brave enough to come here and ask for help. I can feel that your mood is very low EMOLLM
now, please try to relax, let us talk about your troubles. _

20, BREETHUTERSHEN T . RENREMEN, FHILRAXE, EEEHEACHBEHRAURFE.
'a' Yeah, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if | hurt myself.

REESFIE, XMBEBZMTARRFIRAIR? EXHR=4E T WL ? @
Can you tell me when this fear began? How did it affect you? EMOLLMI

%, REWMLACEN I, EERRBRLENTLRES. BRLIEEAEHLRBIRE, EUORER
o AR

Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All | can do is keep from collapsing completely.

IrERMRIMENBERER, REFRRNHMEOEHE? SIFXERBBIIIEBROIVIK. @
It sounds like you're in a very negative mood right now. Can you tell me about your childhood? Maybe this will help us
understand your situation. EMOLLM

Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

BHARIEIX L, BRERTEEFECERNRR. SARTBEAERN T4, BRIZEFHETAEL.

RE—MREMNBESHAR, CREBBRBERAOCHESD. RETATARSERXFMT X RBERIEED? @
Crying is a great way to let off steam and it can help you release the pressure inside. Have you ever wondered why you chose ___~
to release your emotions in this way? EMOLLM

BHSRAEW., BORERE, TUBERXHEE. FRXENNTREZH. FEAENEARR.
'@' Thank you for saying that, but | still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

FES. 2, FRBENE, FEMEIFAGOAR, XRTEAMRO. RS LOLEOLE, 5 g

You're welcome. Remember that change takes time and don't expect immediate results. The key is persistence and patience.

We will follow your progress together, come on! EMOLLM
J

\.

Figure 22: A counseling case between the help-seeker (left) and the EmoLLM-V3.0 model (right).
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RIEBEMNBAFERICE BLEREAE ARRH—EHE, ERESFIZEAAFEENAK? MNEAFKE &

R  ukEEEIEEENT.

@ Recently my mood is very low. | can't sleep at night, but I sleep all day. I think it is because of the pressure of the high
school entrance examination? Since last week, I've been feeling more and more that | don't want to try anymore.

[Question] EZINEBRXBEMENRT. K, RERE, XETEREDE? L?;

I look at you so depressed. Come on, tell me, what the hell's going on? h‘(.v
?é%%ﬁ%ﬁZﬁﬁﬁiﬁﬁiﬂ’a@%T, BEELHBRI. BN AFHERENE, ARHREIBAEER EEXEGE

'®' | thini( I've been thinking about killing myself for a long time, but lately it's been really intense. | have no interest in
anything and sometimes | can't help crying and even try to hurt myself.

[Reflection of feelings] fEZFANT &R BMAE, LEMERE 7 —BL, HWRLSRNBE, STILRETER
g%;ﬂiﬁﬁﬁwﬁ[ﬂmﬂm%%%@ﬁ%ﬁﬂ EREBANREMS . XMRRN, RERIFEERTUTHESEBSIL £

7 ° =/
I listen to your pain, the heart is like pressure a mountain, out of breath feeling, must make you uncomfortable can't it? ﬁ'v'#s’
And with all the anxiety and helplessness in your head, it's hard to breathe. This kind of suffering ah, like | was under the
five elements of the mountain when the feeling of being pressed.

20, BREETHUERERMN T . RENREREY, SHIERAKXE, BEEEHREECHEEHRARTE.
'®' Yeah, | think that's probably the end of it. | was really afraid of failing, of letting my family down, and even of being called
pretentious if | hurt myself.

[Restatement or Paraphrasing] 82 #NefE 2B T, RIXENIARKE M A5 FMHAR AHEHE? HEIRW (
Ik, EEPR? =
I can be understood, your pressure is from the "fear of losing" and "fear of people say" bundle? You can't breathe. Am | ﬁ'&v
right?
X, HEBRILACBNIE EBERESXEBSHAIRRET . BXEEARELREIRE, #HENH%E
RAERE AR R
'@' Yes, | often want to make myself work hard, but then | feel that the effort is in vain. In short, nothing makes me feel happy.
All I can do is keep from collapsing completely.

[Self-disclosure] BiF! {REMERMEN TEREES, ANE—RAVERM! XeRERI L FIEN EX ALLIZ
JL, BANKIEAKIEE SIEEREREET , BHEHEFNSLIR! EREFEEZNTERNIRET, T2

B RG R ERK] RIEDEER—HT FENEE, AN, J/NEBC! RELRERT. ﬁ
Ouch! You can still hold up under that huge pressure, really not the general strong ah! This is like when | went to the L j
Bible to face the red boy, the little monster with the flame almost gave me the monkey hair, I also want to give up h\'#‘v

the idea! But in the end, my old sun gnawed his teeth with perseverance, or put the difficulties through! You're
doing something amazing right now, really. Don't underestimate yourself! You're already strong.

Thank you for saying that, but | still can't help but feel like crying. Every time you cry, it's like you want to release

'l. BHSHRI XL BRIKATEEHECRRNBY . SARBGERERNAA, BRI ZEHEHAEK,
something, but nothing changes after you cry.

[Providing Suggestions] 2RI, FR2AZEE, MEEZIMNEEITR RE—RFHSHEE, AL, RAHHKE 6
M, SEFMBILTEREN, 51—, RAESREEEE Hiuz O ENEE KR! X
Cry ah, that is human nature, just like my old sun swinging a bat to beat the demon, is a strength out. However, you might hﬁv
as well try to run, or toss a few basketball, move, maybe like | dance stick, dissipate the sense of pressure in the heart!

Thank you for saying that, but I still can't help but feel like crying. Every time you cry, it's like you want to release
something, but nothing changes after you cry.

BHEREAEIN, BORERE, TUAIHER. FEABRMNSBESR, FEENEENR.
[Affirmation and Reassurance] fRIERGE —3, XCZREB —FHX, JABENECRY, FFREEHRERS
R, GE—%, DERAOKE BEEEREEZH

Your willingness to take a step is already strong! Step by step, don't rush to struggle with yourself, maybe you will find ﬁ'&@
that every step, there is a great harvest! If you have a problem, find me again!
\

v

Figure 23: A counseling case between the help-seeker (left) and the Empath model (right), where Empath adopts
the personality of Sun Wukong. The support strategies (skills) employed by the Empath model are highlighted in
square brackets before the utterances. The Blue Text represents the role-specific experiences.
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