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Abstract

The metric k-center clustering problem with z outliers, also known as (k, z)-center
clustering, involves clustering a given point set P in a metric space (M, d) using
at most k balls, minimizing the maximum ball radius while excluding up to z
points from the clustering. This problem holds fundamental significance in various
domains, such as machine learning, data mining, and database systems.

This paper addresses the fully dynamic version of the problem, where the point set
undergoes continuous updates (insertions and deletions) over time. The objective
is to maintain an approximate (k, z)-center clustering with efficient update times.
We propose a novel fully dynamic algorithm that maintains a (4 + €)-approximate
solution to the (k, z)-center clustering problem that covers all but at most (1 + ¢€)z
points at any time in the sequence with probability 1 — k/e*(°8*) The algorithm
achieves an expected amortized update time of O(e~2k® log(k) log(A)), and is
applicable to general metric spaces. Our dynamic algorithm presents a significant
improvement over the recent dynamic (14 + €)-approximation algorithm by Chan,
Lattanzi, Sozio, and Wang [5] for this problem.

1 Introduction

Clustering problems and algorithms play an important role across a multitude of fields, helping
researchers and practitioners in the analysis of data and identification of patterns. These techniques
find extensive application in diverse domains, including machine learning, where they help in
categorizing and understanding complex datasets. In data mining, clustering methods are utilized to
uncover hidden structures and relationships within large datasets, facilitating better decision-making
and insight generation. Moreover, in image and signal processing, clustering algorithms assist in
segmenting and classifying data, enabling tasks such as image recognition and signal denoising.

In bioinformatics, clustering techniques are essential for organizing biological data and identifying
patterns in genetic sequences, protein structures, and gene expression profiles. Similarly, in anomaly
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detection, clustering methods are employed to identify unusual or unexpected patterns in data, which
may indicate potential anomalies or security breaches. Furthermore, in social network analysis, clus-
tering algorithms help in understanding the structure and dynamics of social networks by identifying
communities and influential nodes.

The k-center problem is known as one of the fundamental clustering problems. Given a set of points
P in a metric space and a number k, the aim of the k-center problem is to find k centers such that
the maximum distance between any point and its closest center is minimized. This can also be
equivalently formulated as finding a minimum radius r and centers cy, .. ., ¢ such that the balls
UE_,Bp(c;, r) cover the point set. The k-center problem can be 2-approximated, and this is the best
possible approximation guarantee [13]. In the last decade, the focus has shifted to analyzing the
problem under various complications that arise in applications.

One line of research is to study the k-center problem (and other clustering problems) in different
computational models like streaming or for dynamic point sets. In the first case, points arrive
sequentially, and only a summary can be stored in memory. In the second case, the point set is
maintained by insertion queries and deletion queries for single points, and algorithms have to update
their solution after any such query.

Another line of research is to study clustering under constraints. For example, capacitated clustering
is very popular, i.e., limiting the number of points per cluster. However, lower bounds on cluster
sizes have also been studied in the context of anonymity, and newer works have also considered
constraints that model societal concerns like fair or diverse composition of clusters. In this paper, we
study clustering with outliers. Formulated as a constraint, the k-center problem with outliers allows
k + z centers, but z of these have to be singletons, meaning no point may be assigned to them. We
can intuitively formulate it with balls as follows: The k-center problem with outliers asks to find a
minimum 7 and k centers ¢y, . . ., ¢; such that the balls UleB p(c;i, 1) cover all but z points.

Solving clustering problems in the presence of outliers is a crucial task due to the common occurrence
of measurement errors or other sources of significant deviation from the rest of the data in real-
world datasets. Ignoring outliers can severely distort the results of clustering algorithms, leading to
inaccurate groupings. To address this challenge, a common approach is to solve a clustering problem
while excluding up to z data points considered as outliers.

The first approximation algorithm for the k-center problem with outliers is due to Charikar et al. [§]].
The challenge when designing approximation algorithms in the presence of outliers is that one needs
to show that enough points are covered by balls of bounded sizes around the approximate centers. It is
not necessary to identify the outliers of an optimal solution exactly as long as the number of uncovered
points remains small enough. Due to this, [8] and follow-up papers use charging arguments. Points
covered by the solution of the algorithm are mapped to points in optimum clusters, and it is then
shown that the number of uncharged points is small enough.

We explore the k-center clustering problem with z outliers within the fully dynamic model, where
the point set experiences continuous updates through insertions and deletions over time. Quite
some work on this problem has been done for inputs from metric spaces with bounded doubling
dimension (2,13, [19]. This setting allows for geometric data structures that allow easier navigation
through the data set and also bounding of the number of changes that can occur due to a query by
dimension-dependent volume arguments.

We study the general metric setting. General metric spaces represent a key objective for clustering
algorithms due to their broad range of distance functions, ensuring applicability to any data type. Chan
et al. recently showed that in general metric spaces, any dynamic O(1)-approximation algorithm
for k-center clustering excluding at most z outliers has an amortized update time of Q(z) [5]]. For
real-world applications, the fraction of outliers of the data could be arbitrarily large. Therefore, we
allow for (1 + €)z outliers to be excluded to avoid the dependence on z of the update time.

The only previous work in this setting is the algorithm by Chan et al. [5], which returns a solution

with at most (1 + €)z outliers with probability at least 1 — 6, for 0 < § < ¢ and € > 0. It

works by maintaining a clustering with ¢ := k - [log, %} clusters of radius 2r and using this to
derive a final clustering with k clusters and radius 14r. They maintain such a clustering for all
rel ={(1+7) dpin < (1+7) < (1+7)" dnax,i € N}, with dpyip, and dipax the minimum
and maximum distances, respectively, between any two points ever inserted. It is then shown that
there exists an instance r € I that will approximate the optimal radius to within a factor (14 + 7),



while allowing for (1 + €)z outliers, with probability at least 1 — 4. The amortized time per update is
o(r] - 15%2 log® 1), with |T'| = (log %)/T. The total memory requirement is O(|T'| - |n|) where n is
the number of points in the current set.

1.1 Our contribution

We introduce a novel fully dynamic (4 + ¢)-approximation algorithm designed to maintain a k-center
clustering while allowing for at most (1 + €)z outliers at any time in the sequence.

The expected amortized update time is O(e ~3k% log(k) log(A)) per operation (insertion or deletion).
This is independent of z and of the number of points currently present in the sequence. This
characteristic makes the algorithm applicable to real-world scenarios.

Notice that our data structure is continually storing an actual solution, so we can produce this solution
at any time and do not need to specify additional query times (like, for example [9 2| [18]]).

Our main technical contribution is a novel combination of the sampling-based level data structure
by Chan et al. [5] and the original greedy strategy by Charikar et al. [8] that enables us to achieve a
much improved approximation guarantee compared to [5]].

Theorem 1.1. Let (M, d) be a metric space and € > 0 be an accuracy parameter. The spread ratio

A= ZJ of all points ever inserted is assumed to be bounded. There exists a randomized fully

dynamic algorithm that maintains a k-center solution that allows up to (1 + €)z many outliers on the
current set of points. At every point in time, the current clustering is a (4 + €)-approximation to an
optimal solution for the (k, z)-center problem with high probability. Upon insertion or deletion of a
point, the data structure is updated in amortized update time O(e=3k° log(k) log(A)).

To achieve this, we make use of a data structure that is described in Section@] and maintained by the
respective algorithms handling updates to the point set. The algorithm handling insertions is specified
in Section [2.2] and the deletion algorithm is described in Section[2.3] Similar to the approach by
Chan et al. [5]], we maintain a hierarchical structure consisting of levels, each containing one cluster.
Unlike their work, however, we only maintain < k levels. For the correct radius guess, the union of
these levels directly gives the desired (4 + €)-approximation. If a level violates certain properties,
this and all higher levels are reclustered. As opposed to [S]], we do not need to recluster every time a
center gets deleted but only when a cluster does not contain enough points anymore. The algorithm
handling the reclustering is described in Section

Our analysis of the approximation ratio follows a similar argument as the proof of the 3-approximation
for static k-center with z outliers as given by Charikar et al. [8]] and works by charging points from
chosen clusters to points in optimal clusters. We follow the same iterative charging method but
extend their approach by maintaining a set of artificial outliers in order to adjust the argument to our
algorithm specifically.

Note that we assume that a center can be any point from the underlying metric space, if the point was
present in the data set once. Requiring that centers can only be placed at currently active points, we
can achieve a 6-approximation. We formalize this in Lemma[G.T]

1.2 Further Related work

The k-center problem is very well understood; two 2-approximation algorithms for it are known [[13|
15]] and a matching lower bound is also known [16]. The k-center problem with outliers was first
studied and 3-approximated in [8]. In 2016, [4] gave a 2-approximation for this problem, but
the algorithm is rather complex and less amenable to practical implementation. Charikar et al. [[7]
developed an elegant algorithm to maintain an 8-approximation for the vanilla k-center problem
in the streaming model. Streaming can be seen as a dynamic insertion-only model. McCutchen
and Khuller [I7]] improved this algorithm to a (2 + €)-approximation and also extended it to a
(4 + €)-approximation for k-center with outliers. The k-center problem with outliers has also been
studied in the sliding window model [10, |18] that also bears some similarity with our setting. For
bounded doubling dimension, [18] gave a (3 + €)-approximation, but the algorithm for the general
metric case is only stated as a O(1)-approximation.



The fully dynamic k-center problem without outliers in general metrics was studied by [1116,[11], and
the best-known result is a (2+¢)-approximation with an amortized update time of O(k polylog(n, A))
by Bateni et al. [1]]. The same paper also shows that any algorithm that provably satisfies a non-trivial
approximation guarantee needs {2(nk) queries to the distance function, i.e., the amortized update
time is in (%), making their algorithm close to tight. The fully dynamic k-center problem without
outliers was also studied for metrics with bounded doubling dimension [[14}[19} [12]] and in Euclidean
space [20].

1.3 Preliminaries

In the preliminaries section, we provide an introduction to the (k, z)-center problem and discuss the
dynamic model used in our paper.

We study the k-center clustering problem with z outliers, formally defined as follows.

Definition 1.2 ((k, z)-center clustering). Let P be a point set in a metric space (M,d) and let
k,z € N be two parameters. The goal is to compute a set C C M of size at most &, such that the
maximum distance of all but at most z points to their nearest ¢ € C' is minimized. That is, find C'
such that mingc p | 7|<. max,¢ p\ z mineec d(z, ¢), with |C] < k.

We define dp, and dp,x as the minimum and maximum distances, respectively, between any two

points ever inserted. The ratio A = % is referred to as the spread ratio, and is assumed to be

bounded. Let ropr be the optimal radius for the (k, z)-center clustering problem of a point set P. We
also define the ball Bp(c,7) = {p € P : d(c,p) < r} to be the set of points in P that are within
distance r from c. If P is clear from the context, we may drop P from the definition Bp(c, ). For a
non-negative integer m, we denote {1,--- ,m} by [m].

In the version of the (k, z)-center clustering problem that we consider, we allow (1 + €)z outliers
instead of strictly z. Furthermore, we require centers of clusters to be in the metric space (M, d), but
they need not be currently present in P. This is referred to as the non-discrete version of the problem.
Lemma|[G.T]in the Appendix shows how our data structure can also support the discrete version of
the problem and provides a 6-approximation solution for it.

Fully dynamic model. We consider the (k, z)-center clustering problem in the fully dynamic model
against an adaptive adversary. In this model, we start with an empty point set, P = (), and process
a sequence of operations determined by the adversary. We assume the adversary does not know
the random bits chosen by our algorithm; however, it can observe the algorithm’s output and adapt
its responses in real time (unlike an oblivious adversary, which fixes a sequence of operations in
advance). Each operation can be either an insertion, where a point from the metric space (M, d) is
added to P, or a deletion, where a point currently in P is removed. We assume only points currently
in P may be deleted. Let P! represent the point set P after ¢ operations. In other words, P? consists
of all points in (M, d) that have been inserted but not deleted after ¢ operations.

2 Algorithm

To explain the main ideas of our algorithm, we start by describing an iterative offline algorithm,
which gives a (4 + ¢) approximation for the (k, z)-center clustering problem.

Offline algorithm. We start with a point set P; = P, ¢ > 0 and parameters k, z,7 € N. Here,
r is a fixed guess for the optimal radius. For each iteration ¢, we sample a set of S; C P; of
|S;| = e 1k?logk points with replacement, uniformly at random. Here, 1) > 63 is a constant,
where 8 > « > 1 are constants. We find a point ¢; € .S, such that B(c;, 2r) covers at least ¢ points
from P;, where ¢ is some threshold to be defined later. We then create a new cluster C; = Bp, (¢;, 4r),
let P;y1; = P;\C;, and continue to the next iteration. We stop once k clusters have been created or
P, = (). Let A be a random variable representing the number of iterations we complete, where A
can be at most k. After we have done A iterations we have computed clusters C, Cs, ..., C\ with
corresponding centers c1, s, ..., ¢x. The points that are not covered by the union of these clusters will
be the set of outliers that our algorithm reports. If the set of outliers is at most (1 + €)z points, we
can report a solution for the (k, z)-center clustering problem. This offline algorithm will be used as a



sub-routine for the fully dynamic algorithm, which will be explained in Section[2.4] The definition of
¢ and the pseudocode of the algorithm will also be given in that section.

Guesses for unknown ropy. Since the optimal r is usually not known, we can run the algorithm
forallr € R = {(1+€)°: dmin < (1+€° < (1 +6€) - dmax,i € N}. We then choose the
smallest r € R such that all but at most (1 + €)z points are covered. We will show that this gives a
(4 + €)-approximation.

Level 2

Level 1

Figure 1: The A levels constructed by our offline algorithm.

Leveling. We can visualize the output of this algorithm as (at most) A 4 1 levels, where the first
A < k levels each represent a cluster, and the last level represents the outliers (See Figure[T). More
precisely, level 7 represents cluster C; with center ¢;, which was created in the 7*" iteration. Note that
the construction of level ¢ only considers the points in P;, which does not include points in the lower
levels {1,2,...,i — 1}.

The main idea for the fully dynamic algorithm is to maintain each level i for ¢ € [A + 1] under an
arbitrary number of insertions and deletions by updating the cluster C; when necessary. In the rest of
the paper, we use subscript ¢ to refer to the level and superscript ¢ to refer to the time. For example,
P! refers to the points present in level ¢ at time ¢, and r{py refers to the optimal radius at time ¢. If
the level or time is clear from the context, these may be omitted. For instance, if we define a situation
at time ¢/, we will not repeat the superscript ¢’ on every term.

2.1 Data structure and invariants

We will construct a clustering C1, . . ., Cy of the current set of points P! that we store in the data
structure D,. introduced by [6]. If ¢ is clear from the context, we will just write P for P*. As we
do not know the current optimal radius, we will maintain one data structure D,. for every choice
ofr € R={(14¢€)": dmin < (1 +€)" < dmax,i € N}. Every data structure consists of up to
A < k cluster-levels, with each level ¢ containing a cluster C;. In level ¢, we keep track of the set of
the points P; currently not covered, i.e., P; = P\ Uj<¢ C;. Level A + 1 contains the outliers, i.e.,

Z, = P\ U;<,C;. We denote n; = |P;|. By B(p, ) we denote the ball with radius r centered at p,
and Ba(p,r) = B(p,r)N Afor A C P.

Let o > 1. The data structure D, consists of the following components:

@ Alist 5. = {c1, ¢, ...,cx} of A < k centers.
@ Alist £, = {C1,Cs, ..., Cy} of clusters with C; = Bp, (¢;, 4r).
® Aset Z, = P\ (U;jey)C;) of outliers such that for all i € [A] and = € Z,., d(z,¢;) > 4r.

Let o > 1 be a constant. We have the following invariants for D,..

@ Level invariant: for all ¢, P;; = P;\C;, with C; = Bp, (¢;,4r).

@ Dense invariant: for all ¢; € 7., |Bp,(¢;, 2r)| > min (z + 1, 7525 — ;—i)




2.2 Insertion

When a new point p is inserted at time ¢, Procedure [3]in the appendix is executed. As input, we have
D, attime t,p € (M,d), e > 0 and z, k € N. First, we check whether p is inside one of the existing
clusters, in which case we can add p to such a cluster. Otherwise, we add p to Z,.. Next, we check if
the dense invariant is maintained after the insertion of the new point. Generally, the dense invariant
can be broken in two ways:

O If the insertion of a new point results in more than (1 + ¢)z outliers, then Lemma shows
that the dense invariant is no longer valid at some level <.

@ If the addition of a point p to a cluster C; causes the dense invariant to be violated at some
lower level 5 < 14, that occurs because n§-+1 = n§ + 1.

If the dense invariant is broken for some level i, we recluster levels i, ..., A with A < k by invoking
Procedure 5 as a sub-routine. Observe that if there are multiple levels ¢ where the dense invariant is
broken, we choose the lowest one.

2.3 Deletion

For the deletion of a point p at time ¢, Procedure [d]in the appendix is executed. The input is D, at
time ¢, p € (M, d), e > 0 and z, k € N. First we check if p is an outlier, in which case we remove p
from Z,.. If p is either a center or a point in a cluster, we find cluster C'; which contains p. If cluster

|Pil—z ez . .
s 57T — ok ) points, we do not re-cluster and simply

remove p from C;. Note that the underlying point set exists in the metric space (M, d). If the center
¢; of a cluster Cj is deleted, provided that the dense invariant remains valid, we can continue to utilize
¢; as the center of cluster C;, given our knowledge that the point ¢; is located within the metric space
(M,d). In Lemma we explain how we can still obtain a 6-approximation if centers have to come

C; = B(c;, 4r) contains at least min (z +1

Pi — . .
, L_‘Z _& — ;—i) after the deletion of p, then it also

from the current point set. If |C;| < min (z +1

follows that |B(c;, 2r) N P;| < min (z +1, Lﬁl: = ﬁ), i.e., the dense invariant is violated on

this level. In this case, we want to redistribute the points in P; such that the levels ¢, . .., A fulfill the
dense invariant. Deletion of a point in level ¢ does not violate the invariants at levels 1,...,7 — 1. We
re-cluster the points in (U;<;<xC;) U Z,. using Procedure |5| We finish by updating D,..

2.4 Clustering sub-routine

The clustering sub-routine is the offline algorithm that was described at the beginning of Section 2}
The pseudocode of this sub-routine is shown in Procedure[5] We use it to iteratively build the levels of
data structure D,.. Two cases are distinguished based on whether z is small or large compared to the
number of points in level ¢. In line 4, ¢ is a constant with ¢ > 63, where 5 > «, and « is the constant
used in the dense invariant. The threshold ¢ that was introduced in Section [2|is different depending

on the size of z compared to n;. If z + 1 < ﬁ, then ¢ = ﬁ andif z + 1 > ﬁ,
then ¢ = 725 — E—i If we find multiple points p* in line 6 or 12 we choose one arbitrarily.

2.5 All aspects combined

The first step will be to initialize all D, such that F,., £,., Z, = (). Then, the algorithm waits for an
insertion or deletion operation. If a point is inserted, ProcedureE]is executed, and if a point is deleted,
Procedure {4|is executed. The algorithm is ran simultaneously for all r € R = {(1 + e)i S dpin <
(146 <(1+e€)-dnax,i € N}.

In the next sections, it will be shown that a (4 + €)-approximation is given by the clustering £, with
r € R the smallest r for which |Z,| < (1 +€)z.

3 Analysis

We begin our analysis of the dynamic algorithm by introducing the concept of a dense cluster and
specifying the criteria for a valid solution.



Definition 3.1 (Dense cluster). A cluster Bp, (¢;, 4r) is dense with respect to point set P; if it satisfies

BP«;(Ci»Qr” Zlnin (Z+1 ni—2 7i>

the dense invariant. That is, B s il

Observe that for the dense invariant, we consider the ball Bp, (¢;, 2r) with a radius of 2r. However, a
cluster (as seen in line 18 of Procedur corresponds to the points within the ball Bp, (¢;, 4r), which
has a radius of 4r.

Definition 3.2 (Valid solution). A solution Bp, (¢;,4r) U --- U Bp, (ca, 4r) with A < k for point set
Py is valid if it covers all but at most (1 + €)z points from P;. We refer to each cluster Bp, (c;, 4r)
for j € {i,..., A} of a valid solution as a valid cluster.

Lemma 3.3 (Running time offline algorithm). The running time of the offline algorithm, shown in
Procedure|5] is O(ne=1k*log(k)), where n = |P|.

Proof. In each iteration of the while-loop, we need to compute |B(p, 2r)| for all p € S;. Since
|Si| = O(e'k?log k), this takes O(ne~'k*log k) time. There can be at most k iterations of the
while-loop and hence the total running time is O(ne~1k3log k). O

3.1 Maintaining invariants

In Supplementary Section[B] we prove the following three lemmas. Lemmas and[3.5]|show that
the dense and level invariants are maintained during the insertion or deletion of a point, respectively.
Additionally, Lemma 3.6 shows that both invariants are maintained when invoking Procedure []as a
subroutine upon the insertion or deletion of an arbitrary point with high probability if » > ropr. The
case where 7 < ropr is considered in Lemmas[E.T]and[E.2]

Lemma 3.4 (Procedure [3| maintains invariants). Assume that at time t, we have point set P*, data
structure D, = (F,, L., Z,). We assume that the level and dense invariants hold at time t and
r> rijIT. At the start of time t + 1, we insert point p using Procedure|3| After the insertion, the

level and dense invariants still hold with probability 1 if Procedure S|was not called and with the
probability of at least 1 — % where ¥ > 1 ifProcedurewas not called.

Lemma 3.5 (Procedure 4| maintains invariants). Assume that at time t, we have point set Pt instance
D, = (Fr, Ly, Z;), parameters k, z € N and € > 0. We assume that the level and dense invariants
hold at time t and r > rgJ;lT. At the start of time t + 1, we delete an arbitrary point p using

Procedure[d} After the deletion, the level and dense invariants hold with probability 1 if Procedure 3]
was not called, and with probability 1 — % with U > 1if Procedurewas called.

Lemma 3.6 (Procedure [5| maintains invariants with high probability). Suppose the level and dense
invariants hold for all levels j < i and we call Procedure[5on P; as the result of an insertion or
deletion. Let A < k be a random variable representing the number of levels we have after completing
Procedure[5] If r > ropr, ProcedureD|maintains the level and dense invariants for all levels j with

1 < j < X\ with probability at least 1 — % with ¥ > 1.

3.2 Approximation guarantee

Next, we prove that if the invariants hold, our data structure D,. = (F,., L, Z,) contains a valid
solution to the k-center with z outliers problem. Furthermore, if r < (1 + €)ropr, D, provides a
(4 + €)-approximation. Without loss of generality, for simplicity we assume that D, contains k levels.
The proof of Lemma 3.7]follows the structure of the proof given in [8]. This proof uses the greediness
of the algorithm to argue that the balls in the solution cover enough points to charge to. Here, we
have to modify the proof to work with the dense invariant.

Lemma 3.7 (Approximation guarantee). Let P be the current point set. Assume that the level
invariant and the dense invariant hold for all levels © < k. Then we have the following guarantees:

® Valid solution: If ropr < 1, then B(c1,4r)U...UB(cy,4r) covers all but at most (14 <)z
outliers in P.

@ Approximate solution: If ropr < 1 < (1+ €)ropr, then B(cy,4r) U. ..U B(c, 4r) gives a
(4 + €)-approximation for the k-center with z outliers problem on P.



Proof. Recall that the level invariant states that for all 7, we have P; ;1 = P;\B(c;, 4r) and the dense

invariant states that for all 4, we have that |B(c;, 2r) N ;[ > min(z + 1, 7525 — &).

Assume that in the optimal solution, we have balls Oq, ..., Oy with radius < ropr. The union of
these balls covers all but z points in P. In order to prove Part @, we aim to charge all but at most <
points of the optimal solution to points in our solution B(cy,4r) U ... U B(ck, 4r). We prove this by
induction, and Part @ will then follow easily. In order to construct the charging argument, we need to
argue that there are enough points in our solution to charge the points in the optimal balls. To this
end, we construct modified optimal balls O, ..., Oj, where O; C O; for every i < k.

For the base case, we have O] = Oq,--- , O}, = Oy. We will show that we can order the modified
balls in such a way, that at the end of time step 4, all but at most 5 - ¢ points from the first ¢ modified
balls are charged to distinct points in B(cy, 4r) U. .. U B(c;, 4r). This will allow us to prove that our
solution covers at least as many points as the optimal solution.

Assume that all but at most <% - (i — 1) points in the first i — 1 modified balls O] UO5 U ... UO;_,
have been charged to distinct points in B(cy,47) U ... U B(c;—1,4r) and consider iteration . We
distinguish two cases, namely if B(c1,2r) U... U B(c;, 2r) intersects one of the remaining modified
balls, or if it does not. The charging argument for each case proceeds as follows:

Case 1. Case 1 is when B(c1,2r) U ... U B(c;, 2r) intersects a remaining modified ball, call this
ball O.. Note that O} will be covered entirely by B(c1,4r) U ... U B(¢;, 4r), since r > ropr. Hence,
we charge the points of O} to themselves and mark these pomts as covered. (See case 1 in Figure I)
We call this charging rule 1. Since the modified balls are dlSjOlntB any point can be charged only
once (to itself) by this rule. Next, we update O}, 05, ..., O;.

B(c;,4r) B(c :747)

p N , B
// B(c;, 2r) \\\ // IB(ci, 2r)| 2 R Tk

0] < %55

(Case 1) (Case 2)

Figure 2: Visualization of charging rules I and II. For case 1, we see that B(c;, 2r) and O; intersect.
As aresult, B(c;,4r) covers all points in O;. Points p, g are in set Z¢. For case 2, the balls B(cq, 2r)
and B(cz, 2r) do not intersect the optimal cluster O;. The crossed points in O are charged to black
squared in B(cz, 2r). The circle points in O} are not charged to any point. Points a, b, ¢ are in Z¢.

We maintain two sets of credit points that we save and may use for future charging purposes. First,
the set Z¢ = B(c;,4r)\ (O] U ... U O},) which is the set of points covered by 5(c;, 4r) that are not
covered by O] UOL U ... U Ok We let 2§ = | Z¢| be the number of such points. In Figure 2} points
p, q are such points. Observe that no point is charged to points in Z7, allowing us to use them later.
We refer to these points as credit points.

There may also be previous modified balls O;., with j < ¢ that were considered in case 2 and are still
present in P;. More specifically, let Z¢ be the set of (there may exist) points in O‘; N B(c;,4r) that

have been charged to distinct points in B(c;, 4r) (See the discussion of case 2, below). For example,
points a, b, ¢ in case 2 of Figure 2| Let 2¢ = |Z¢| be the number of such points. Since no points

'In fact, original balls O1, - - - , O can overlap, but we can make them disjoint by assigning any point that is
inside multiple balls to just one of them arbitrarily.



are charged to points in Z¢, we save them as credit points for future charging purposes. We now
update O, O}, ..., 0} as follows: Of, ..., O stay the same and we define z¢ + z{ artificial outliers
in (OnglU...UO;ﬂ)ﬂPH_L

Case2. Case 2 occurs if B(cq, 2r)U...UB(c;, 2r) does not intersect any of the remaining modified

balls. See Figure Let O; be one of the remaining modified balls covering < “—7 points. Note
that for finding O; we do not count points that have been defined as artificial outliers, since these
artificial outliers are already covered by balls of radius 47 in previous levels and we do not cover
them by the remaining modified balls. We prove in Lemma [3.8]that such a ball O} exists.

Using the assumption of this lemma that the dense invariant holds, we show in Lemma [3.9] that
|B(ci, 2r)| = 7475 — &5 In this way, we find an upper bound for the number of points in O; and
a lower bound for the number of points in B(c;, 2r). Now, we charge all but at most <5 points of
O/ to the points of B(c;, 2r) and mark these points as charged. We call this charging rule II. Note
the difference between charging argument in Case 1 and 2. In Case 1, we charge the points in O} to
themselves, but in Case 2, we charge them to points covered by B(c;, 2r). Recall that B(c;, 2r) and
O} are disjoint.

Observe that points in balls O;, ,---,0; will not be charged to points in B(c;,2r). Indeed,
points in balls O ,-- -, Oj, are charged to the balls that our algorithms find either using rule I
or rule II. However, this will not happen based on rule I since B(c;, 2r) is disjoint from all balls
Ojy1, -+ ,0}. Moreover, rule II cannot also be applied since among balls O}, O;_ ,--- ,0j, we
already charged the points in O; to B(c;, 2r) and points in O}, - - - , Oj, will be charged to points in
balls B(cit1,2r), -, B(ca, 2r).

Next, we consider how we update O}, O%, . .., O;.. Similar to case 1, we define the size of two sets of

credits points. First, the variable z{ = |B(c;,4r)\(O] U...UO},)| that corresponds to the number of
points covered by B(c;, 4r) that are not covered by O7 U O5 U ... U Oy,. There are z{ — |O}| points
from B(c;, 4r) that are free (i.e., no point is charged to) and can still be charged. We consider these
points as credits that we save and may use for future charging purposes.

There may also be previous modified balls O;., with j < 4 that were considered in case 2 and are
still present in P;. More specifically, let Z¢ be the set of (there may exist) points in 05 N B(cj, 4r)
that have been charged to distinct points in B(c;,4r). For example, points a, b, ¢ in case 2 of
Figure 2| Let zf = |Zid\ be the number of such points. Since no points are charged to points in
73, we save them as credit points for future charging purposes. We now update O, O}, ..., O},
as follows: O}, 0%, ..., O} stays the same and we define (z§ — |O}|) + z¢ artificial outliers in
(Oj1U...UO;,) N Py

Now, for both cases, we apply charging rule I to any points in the remaining modified balls Oj, ;U. ..U
O;, that are inside B(c;, 4r). These points are then marked as covered. See Figurefor an example.
Note that these points will not be in P;11 = P;\B(c;, 4r). We assumed that O1 U O2 U ... U Oy

covers all but at most z points. After the charging has taken place and the modified clustering
O1UO05U...UO;, has been constructed, we have that (O] UO5U. . .UO; [ =n—2—3" 1 e (25 +

Zjd) - Zj incaseZ(ch' - |O§| + Z;i)

Note that |O’| refers to the number of points covered by the modified ball O, at the time of iteration
j. Then, by the way we have charged O] U ... U O;, to our solution B(cy,4r) U ... U B(cg, 4r), we
obtain |B(c1,4r) U... U B(c, 4r)| > [0 U 05U ... UOL| = Z 4+ 371 e (25 + 27)

+ 2 inease2 (2] — 05 + zjd) =n — (14 £)z. This concludes the proof of Part @ of the lemma. It

follows easily that when ropr < r < (1 + €)ropr, Part @ also holds, which completes the proof of
this lemma. O

Lemma 3.8. Let i be an iteration of the charging argument above such that we are in case 2. This
means that B(cy,2r) U ... U B(c¢;, 2r) does not intersect any of the remaining modified balls. Then,

there must be a remaining modified ball covering < k’ﬁ;fl points.

For the proof of Lemma 3.8] see Supplementary Section|C]



Lemma 3.9 (Coverage of B(c;,2r)). When we are in case 2 of the charging argument for some
iteration i, we must have that |B(c;, 2r)| > 745 — 5

i+1 ak®

For the proof of Lemma 3.9 see Supplementary Section

3.3 Duration of dense clusters

After running Procedure[5as a subroutine, we know that each cluster C; covers at least ¢ points. More
specifically, for each level 7, if z+1 < m, then |B(c;, 2r)| > ﬁ andif z+1 > ﬁ,
then |B(c;, 2r)| = 7575 — 45 The following two lemmas show that when C; satisfies one of these
two constraints, it will be dense for a significant number of arbitrary operations. This will lead to
the amortized update time being independent of n. The remaining lemmas are split into two cases,

corresponding to the two cases in Procedure [5]

Lemma 3.10 (Duration of dense cluster for z is small). Assume that we are currently at time t.

t
Let us consider a level i in which z + 1 < ﬁ Let p = argmazyes,|Bp,(p',2r)|, and

f_z

Bumax = Bp, (p, 2r). Assume that h < |Byax|- Then, we can add Bp,(p,4r) as a cluster in
n,f—z

our solution, and this cluster will be dense until time t' = t + t*, with t* > 1)

For the proof of Lemma[3.10] see Supplementary Section

Lemma 3.11 (Duration of dense cluster for z is large). Assume that we are currently at time t. Let
» and Bmax = BP,i (p7 QT)

t
z+1> ﬁfor some level i. Let p = argmaxycs,|Bp,(p’,2r)

t
n;—z ez

Assume that 7 — 5% < |Byax|- Then, we can add Bp,(p, 4r) as a cluster in our solution, and
this cluster will be dense until time t' =t + t*, with t* = Q(Z).

For the proof of Lemma [3.11} see Supplementary Section [D]

3.4 Small radius guesses

It has not yet been considered what will happen if Procedure [5fails on some level 7. That is, when
there exists no p € S; such that Bp, (p, 2r) covers sufficiently many points. Lemmas and
show that if Procedure[5]fails at some level, then with high probability the guess of the optimal radius
for that specific instance is too small (» < ropr). In this case, we postpone the construction of that
level to a time ¢ + ¢*, referred to as ¢/, in the algorithm.

3.5 Computing update time

Finally, we prove the update time of our algorithm. Lemma[3.4] Lemma [3.5]and Lemma [3.6] prove
that the algorithms maintain the invariants with high probability. Together with Lemma (3.7 and
Lemma [F 1] this implies Theorem [I.1]

3.6 Robustness to adversarial inputs

Our dynamic algorithm is robust against an adaptive adversary. Specifically, we do not assume
that the adversary has predetermined the sequence of updates in advance, as with an oblivious
adversary. Instead, the adversary can query the insertion and deletion updates in an online manner,
with knowledge of our solution.

We only use randomization to generate the sample set .S; in Procedure [5} which is then used to
construct the levels. This randomness affects only the probability of failure in this procedure. After
the insertion or deletion updates, we do not need to reconstruct a level until it no longer satisfies the
invariants. The guarantees we provide for how long a level can remain valid are all in the worst case;
therefore, they hold even when an adaptive adversary chooses the insertion and deletion operations
online.
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A Missing Pseudocode

In this section, we provide the missing pseudocodes. We start by Procedure INITIALIZATION, which
is called to start the algorithm. This procedure defines the set R and then creates a counter for time
t, and the elements of our data structure F,., £,, and Z, that we discussed before. It also creates
the variable t/., which is used when the radius r is smaller than ropr. If 7 < 7opr, We may fail
to find the p* that we desired for a level ¢ in Procedure OFFLINECLUSTER, and then have to stop
the level construction. In this case, we set t/. to t + ¢* to postpone the construction of that level
to time ¢ + t*. See Lemmas andfor the choice of t*. If ¢/, is set to —1, it means there is
currently no construction to be postponed. We assume all the parameters and variables defined in
Procedure INITIALIZATION are global, and the other procedures have access to them.

Then, we state Procedure UPDATE to handle the insertion or deletion of a point p. Depending on
whether the query is an insertion or a deletion, it calls INSERT(p, ) or DELETE(p, r) for different
values of r. Then it updates the counter for time. Next, if there is any level construction that was
postponed to the current time ¢, it handles it.

Procedure 1 INITIALIZATION(k, 2, €, diin, dmax )

1: t+0
R={(1+€)" :dmin < (146" < (14 €)dma,i € N}
: forallr € R do
Fr =0, L.+ 0, Z, <0
t+——1
end for

ANANE

Procedure 2 UPDATE(p)

1: forallr € R do
2:  if UPDATE(p) is an insertion then

3 INSERT(p, r)

4:  else if UPDATE(p) is a deletion then
5: DELETE(p, 1)
6

7

8

end if
: end for
ctet+1
9: forallr € R do
10:  if ¢t} =t then

11: A | Fr

12: OFFLINECLUSTER(Z,, A, + 1,7)
13:  endif

14: end for

Procedure 3 INSERT(p, 1)
LA |Frls {c1,¢2,.cyen}  Fr,oand {C1, Cs, ..., Cr} + L,

2: if d(p, ¢;) < 4r for some i € [)\] then

3: C;+ C;Up

4: else

5 Z.+ Z.Up

6: end if

7: For each level ¢, Py < (Up<;<ACj) U Z,
8: fori =1to Ado

9 if|Ci] < min (241, {215 — =) then
10: OFFLINECLUSTER(P;, 4, 1)

11: break

12:  end if

13: end for
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Procedure 4 DELETE(p, 1)

LA+ | F

2: if p € Z, then

3:  remove p from Z,

4: else

5:  Let C; be the cluster containing p, where i € [)]
6: P; + (UigngCj) Uz,
7

8

if B(c;, 2r) covers > min (z +1, ‘klil: - ;—2) from P; then

: remove p from C;
9: else

10: OFFLINECLUSTER(P;, 4, 7)
11:  endif
12: end if

Procedure 5 OFFLINECLUSTER(FP;, ¢, 1)

Lt —1

2: whilei < k and P; # () do

3: Nn; < |Pl|

4:  Pick a uniform sample S; of e~ 'k?log k points from P;

5: ifz—i—lgﬁthen

6: Find a point p* € S; such that |Bp, (p*, 2r)| > 5757

7: if there does not exist such a p* then

8: bt sty /I See Lemma [E]
9: break
10: end if
11:  elseifz+1 > ﬁthen
12: Find a point p* € 5; such that |Bp, (p*, 2r)| > 75 — &
13: if there does not exist such a p* then
14: t —t+ 557 /I See Lemma [E2]
15: break
16: end if
17:  endif

18: C; < p*, CZ‘ — B(p*,47“), and PZ‘+1 — PZ\CZ

19: i+ 1+1

20: end while

21: fr < {61,62, ...,Ci_l}, ,Cr — {Cl,CQ, ~-~7Ci—1} ,ZT — Pz

B Missing proofs Section 3.1

Lemma 3.4 (Procedure [3| maintains invariants). Assume that at time t, we have point set P, data
structure D, = (F,, L., Z,). We assume that the level and dense invariants hold at time t and
r> Tto'gT. At the start of time t + 1, we insert point p using Pmcedure After the insertion, the
level and dense invariants still hold with probability 1 if Procedure [S|was not called and with the

probability of at least 1 — % where U > 1 ifPr()cedurewas not called.

Proof. If we enter the case in line 2, the new point p will be added to an existing cluster C;. Then,
we have that p € P, forall j < ¢ and p ¢ P; for all j > 4. If we enter the case in line 4, the new
point p is added as an outlier. This is the highest level, so we have that p € P; for all . The level
invariant is maintained by definition in these cases. If we enter the case in line 9 and recluster levels
i,...,k, we recluster the points in P; as defined in line 7, and hence, none of the levels j < i are
affected. Then by Lemma 3.6} the level invariant is maintained for all levels. The dense invariant is
maintained because of the check we do in line 9 for all levels. Furthermore, we choose the lowest
level ¢ where the dense invariant does not hold and recluster from this level upwards. Hence, the
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dense invariant will hold for all levels j < i. We call Procedure[5|on P;, so by Lemma|[3.6] the dense

invariant is maintained for levels j > ¢ with probability 1 — %, with & > 1. O

Lemma 3.5 (Procedure 4| maintains invariants). Assume that at time t, we have point set Pt, instance
D, = (Fr, Ly, Z.), parameters k, z € N and € > 0. We assume that the level and dense invariants
hold at time t and r > rto';}T. At the start of time t + 1, we delete an arbitrary point p using
Procedure[d} After the deletion, the level and dense invariants hold with probability 1 if Procedure[3]

was not called, and with probability 1 — % with U > 1 ifProcedureE]was called.

Proof. If we enter the case in line 2, where p is an outlier, it follows easily that the level and dense
invariants are maintained. In the second case, starting in line 4, p is in some cluster C;, either as
a center or as another point. If C; still covers sufficiently many points after the deletion of p as
described in line 7, it follows easily that the level invariant is maintained. For the dense invariant,

note that for all levels j < 4, n; and with this k = +z1 — =% can only decrease. Furthermore, for all

levels j > 4, n; remains unchanged. This observation, combined with the fact that for any i # j,
|Cj\ is unchanged, means that the dense invariant still holds for all levels.

If C; is no longer dense after deleting p, and we enter the case in line 9, the clusters in levels j < 4
remain unchanged. The level invariant will be maintained since P; is updated to P;\{p} forall j < i.
The dense invariant is maintained in levels j < ¢ by the same reasoning as the previous case. On the
remaining points, Procedure [3]is called in line 10. Using Lemma[3.6] the level and dense invariants
are maintained for the remaining levels with probability at least 1 — % where ¥ > 1. Crucial
for maintaining the level invariant is line 6. This line ensures that we do not consider the points in
levels j < ¢ when constructing level ¢ and any higher levels. O

Lemma 3.6 (Procedure [5|maintains invariants with high probability). Suppose the level and dense
invariants hold for all levels j < i and we call Procedure[5on P; as the result of an insertion or
deletion. Let A < k be a random variable representing the number of levels we have after completing
Procedure[5] If r > ropr, ProcedureD|maintains the level and dense invariants for all levels j with

1 < j < X\ with probability at least 1 — % with U > 1.
Proof. By the while-loop structure in combination with line 18, the level invariant is maintained for
all levels j > i. For each newly constructed level j > ¢, there are two cases within the While-loop.

For the first case where z + 1 < m, we find a ball B P, (p*, 2r) that covers > 5 k pomts
with probability at least 1 — P ara 1Og w if r > ropr. For the proof of this, we refer to Lemma

Then, the dense invariant holds for any such level since

e AR L R T S L A (1)
2k—j+1) —Ak—j+1)— = k—j+1 ak)’
In the second case wherez—|—1> W we find a ball Bp, (p*, 2r) that covers > -~ T - 5

points with probability 1 — —2-% if 7 > ropr. For the proof of this, we refer to Lemma
Since 8 > « (see Sectlonn the dense invariant also holds for every level in this case. Then, t e
probability that the dense invariant holds for all levels 7 with ¢ < j < Ais at least 1 — % This
is because A — i+ 1 < k — i+ 1 is the number of new levels we constructed during Procedure[5} [

C Missing proofs Section [3.2]

Lemma 3.8. Let i be an iteration of the charging argument above such that we are in case 2. This
means that B(cq,2r) U ... U B(c;, 2r) does not intersect any of the remaining modified balls. Then,

there must be a remaining modified ball covering < km:_zl points.

Proof. We prove this using strong induction on iterations in case 2. First, let us consider the base
case. In the base case, we are in iteration ¢ which is the first iteration to be in case 2 of the charging
argument. There have been ¢ — 1 iterations before ¢ which were charged according to case 1. For any
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Figure 3: An example to illustrate the extra charging we do at the end of both cases 1 and 2. We
are in iteration ¢, and the ball B(c;, 4r) covers two points from ball O’;, with j > i. The two points,
shown in red, will be charged to themselves as in charging rule I and marked as covered.

J < i, define z; to be the number of artificial outliers covered by B(c;, 4r). Then, for the remaining
modified balls we have that:

i1 i1
|O;U...UOL| =n; — Z—Z(z;?—xj) —Z(zj—xj):ni—z 2)
j=1 j=1

This is because we assume that there are exactly z points outside our optimal solution O; U ... U Ok
These z points are also outside O] U ... U Oj, since for 1 < i < k, O} C O;. Of those z points,

(z — 23;11 (2§ — x;)) have not yet been seen in an iteration. Hence, these points are definitely not

covered by O} U ... U Oj.. Furthermore, we know that Z;;ll (2§ — x;) artificial outliers have been
defined in O; U...u O;C in total. This is because all iterations j < ¢ were in case 1, and any artificial
outliers present in O} will be propagated to (O’ ; U... U Oy) N Pj41, as these are included in 5.
We subtract z; because these artificial outliers have already been counted by another 27, and should

not be counted again when computing the total amount of artificial outliers. Note that z}i = ( for all
iterations j < ¢ as there were no previous iterations before j in case 2. Since at most n; — 2z points

are covered by O U ... U Oy ., there must be at least one of the modified optimal ball which covers
< 747 This concludes the proof of the base case.

Now, consider the inductive step. We are in an iteration ¢ that is in case 2. There have been ¢ — 1
previous iterations, of which an arbitrary number has been charged by case 2. Assume that for any
such iteration j < ¢ that was in case 2, we found an optimal ball O;- that was covering at most k”jj_f T
points. At the time of iteration j, the points of ball Og- were charged to distinct points in B(c;, 2r),
but not necessarily covered. In the iterations between j and ¢, however, more points of the ball O;
may have been covered. Define O’ ,,. as the points of O; that are still uncovered at the time of

iteration ¢. Now, for the remaining modified balls, we shoul7d have that:

i—1
|O;U...UOL] =n; — Z—Z(zjc»—xj) - Z (25 + 2 — ;)
j=1 j<iincase 1
- Z (Z; + Z;i - ‘O;| - Ij) - Z ‘O;’,unc| 3)
j<iincase 2 j<tin case 2

Similar to the base case, (z — 23;11 (2§ — x;)) points will definitely be outside O; U ... U Oy.. In the
iterations before j < i in case 1, (2§ + zf) points are stored as a credit. We subtract x; from this
since we don’t want to recount outliers from previous iterations. In each iteration j < 7 that was in
case 2, (2§ + 24 — |O}]) are stored as a credit. Even though B(c;, 2r) is disjoint from the remaining
modified balls in this case, B(c;,2r) can still cover some artificial outliers present in the remaining
modified balls. We do not want to recount these for the total amount of outliers in O; U...uU O;C, and
hence we subtract x;. Lastly, since the modified balls are disjoint, any points of O;- with j < 7 and

iteration j in case 2 that are still in the point set n; are not covered by O} U ... U Oj,. We can rewrite
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this as follows:

|O;U...UO =n; — 2z — Zz;i—i— Z 1O unel | + Z Ol =ni—2z 4

j<i j<iincase2 j<iincase?2

. . .. d
This is because by the definition of 2, (37, _; 2§ + 37, _; in case 2O uncl) = 22 j<iin case 2O
Since at most n; — z points are covered by O; U...U Oy, there must be at least one of the remaining
modified balls which covers < ;*—=%. This concludes the proof. O

Lemma 3.9 (Coverage of B(c;, 2r)). When we are in case 2 of the charging argument for some

. o e
iteration i, we must have that |B(c;, 2r)| > e oS

Proof. We prove the statement by induction on iterations 7 < k in case 2 of the charging argument.
For the base case, iteration ¢ is the first iteration in case 2. This means that for all previous iterations
j<t, O; has been charged and covered by charging rule 1. Hence, B(c;, 2r) cannot intersect any

such O since the points in O} are not in P;. We know that B(c;, 2r) also does not intersect any of
the remaining modified balls by our assumption that iteration  is in case 2. Hence, B(¢;, 2r') does not
intersect O U ... U Oy,. The ball B(c;, 2r) can cover z < 23;11 (2§ — ;) artificial outliers, where =

is the total number of artificial outliers present in O; U ... U Oy.. The ball B(c;, 2r") can cover at most
z— 22711(21 x;) other points, since there are exactly z points outside O; U ... U O, of which

Z;fll(z] x;) have been seen in a previous ball B(c;, 4r), for j < i. Hence, |B(cl, 2r)| < z. So,
in order to satisfy the dense invariant, |B(c;, 2r)| > 7475 — 5.
Now consider the induction case. We are in an arbltrary iteration ¢ in case 2, and there have been

an arbitrary number of iterations j < ¢ in case 2. For iterations j < ¢ in case 2, we assume that

n, —z €z

|B(cj, 2r)| > "J]fl — <=. Even though B(c;, 2r) is disjoint from the remaining modified balls, it
can cover z artificial outliers and z — Z;;ll (2§ — x;) other points. For z we have that:
d d
r< Y @+ —m)+ Y (54— 0) - =) ©)
j<iincase 1 j<iin case 2

Dj<imese1 (25 T z? — ;) are the total number of artificial outliers from iterations in case 1, and
D j<imense2(#5 24 — |O}| — x;) are the total number of artificial outliers from case 2. Then, for
the total amount of points in B(c¢;, 2r), we have:

|B(ci,2r)| < z+ sz — Z 0% < 2 (6)

7<i Jj<4tin case 2

This is because by the definition of z{, we have that ) . j<i %5 d<3
satisfy the dense invariant, |B(c;, 2r)| >

, .
j<iincase2|Oj]- So, in order to

71 — o%- This concludes the proof. O

D Missing proofs Section 3.3]

Lemma 3.10 (Duration of dense cluster for z is small). Assume that we are currently at time t.
t_

ﬁ X (p/’ 2T)

< |Byax|- Then, we can add Bp, (p, 47") as a cluster in

Let us consider a level i in which z + 1 < Let p = , and

Bax = Bp, (p, 2r). Assume that ﬁ

our solution, and this cluster will be dense until time t' =t + t*, with t* > m

Proof. The subscript of n; will be omitted for simplicity. At time ¢, we know that ﬁ <

|Bimax|-  The resultmg cluster Bp,(p,4r) will be dense as long as B, covers more than

’I’L —z

? k—i+1

min (z +1 — —) points at time #’. Hence, the dense invariant will not be broken as long as
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Binax is greater than z 4+ 1. Let ¢’ be the time at which |Bi.x| < z + 1. We can lower bound the time
t* between ¢ and ¢’ using the change in size of By,x. Then, we get the following lower bound:

nt —z

> — 7
“ok—it1) 2

Then, since z + 1 < m by our assumption, we have:
s n'-z  nl-z o nt —z ®

2k —i+1) 4k—i+1) —4k—-i+1)
This concludes the proof. [

Lemma 3.11 (Duration of dense cluster for z is large). Assume that we are currently at time t. Let

max — BF’i (p7 2T)

t
z4+1> ﬁfor some level i. Let p = argmaxycs,|Bp,(p,2r)),

Assume that z+21 — 5% < |Buax|- Then, we can add Bp, (p, 4r) as a cluster in our solution, and

this cluster will be dense until time t' =t + t*, with t* = Q(Z).

Proof. The subscript of n; will be omitted for simplicity. At time ¢, we know that ;"— _fl -
€2

<2 < |Bmax|- The resulting cluster Bp, (p,4r) will be dense as long as Bpax covers more than

Bk
min (z +1, ]? Z:_zl — J> points at time ¢/, with « a fixed constant smaller than 3. Hence, the dense
invariant will not be broken as long as By, covers at leas ,? ;Zl — & points. Let t’ be the time

at which |Bpax| < n’ zjrzl — £2. We can lower bound ¢* by examining the change in size of Byx.

Using that nt’ < nt + t*, we have:

t t’

> (L2 By (L TR R
~k—i4+1 Bk k—i+1 ok
nt —z nt+t*—2z ez ez —t* €z €z

> — _E s Tt 9
S i+l h—it1 Bk ok k—i+l Bk ak ©)

Now, solving for ¢t* gives:

L ez(k—i4+1),1 1 ez, 1 1
v 2 k(k—i+2)(a_6)2ﬂ(a_ﬁ) (10)

Since a and 3 are two fixed constants such that 3 > a, this gives t* = Q(). This concludes the
proof. O

E Missing proofs Section [3.4]

Lemma E.1 (Radius guess is small for z is small). Assume that we are currently at time t. Let us
where S; is the

Let p = argmaz,ycs,|Bp, (', 27’)

consider a level i for which z +1 < m

sample chosen in AlgorithmE] and Buax = Bp, (p, 2r). Assume that |B.,| < m Then, with
probability at least 1 — eq,%gk, for ¥ > 1, we have that r < ropr and until time t' =t + t* we do

t
ni—z

. . . *
not need to consider the instance for r, with t* > Sheit2)

Proof. Let Oy, ..., Oy be the optimal balls at time ¢. Consider the same charging argument used
in Lemma [3.7} where we charged one of the optimal balls to Bp, (¢;,4r) in each level i. Using
Equation and the fact that O} C O; for each of the remaining optimal balls, we know that
|O; U .U Og| > nl — 2. Then, there must be at least one of the remaining optimal balls covering

= 1 points. Let O; be the largest such ball. Using the Chernoff bound, we show that with
hlgh probablhty, one of the sampled points p € §; is in O;. Define independent random variables
Xi,...,X|0,|, one for each point in O;. Each X}, corresponding to point j € O;, will be Lif j € S;
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and 0 otherwise. Define X = Z'O i X;. We know that E[X;| = 5./ Then, using linearity of
expectation, we find:

1Sil -0 _ ISi]  mi—z _ [Si]-(nf—2) _ |Sil z
E(X]| = . G ¢ 1—— 11
[X] nt ~ nt k7i+1_ nt -k k( nf) an
The condition z + 1 < m implies z < 77— ’L+1) < %f Then, since |S;| = e 'k?logk,
it follows that 5 |(1 — W) > 4’(/J6 'k log k. Given that ) > 68 and 8 > « > 1, this is at least

3¢ 'klogk > 3Wlogk for U > 1.
Now, using the Chernoff bound, we find:

E[X] < 1
— e¥logk’

Pr|X — E[X]| > E[X]] < 2¢~ (12)

where ¥ > 1.
Hence, with probability of at least 1 — e\“% there will be at least 1 point from O; in ;. Let us
call this point p. If > ropr, Bp, (p, 21") would cover all points of O; since p € O; and O; has radius

< ropr. However, since |Bpax| < 57 we must have that » < rgpr.

k 1+1) ’
t_
Left to prove is that until time ¢’ = ¢ 4 ¢* we do not need this instance of r, where t* > ("72 To

2(k—i+2) "
this end, let B¢

max

TL—Z

be Biax at time ¢. Consider the situation at time ¢. We know that |BY, .| < (R

¢

Let ¢’ be some time after ¢ such that |Bfndx| > +1 Hence, the instance for  becomes valid at time

t’. We want to derive a lower bound for t* = t' — ¢ to complete the proof. By examining the change
in the size of B,x, we derive the following lower bound:

nt' — 2 nt —z

tr > L — L 13
“k—i+1 2k-i+1) (13)

Using n’j, > n! — t* and subsequently solving for ¢t* we find that:

nt— 2z

> —r 14
T 2(k—i+2) (14)
This completes the proof. O

Lemma E.2 (Radius guess is small for z is large). Assume that we are currently at time t. Let us
where S; is the

€Z
1_H — 5k Then,

with probability at least 1 — o7 logk,for U > 1, we have that v < ropr and until tlme ' =t+t* we

do not need to consider the instance for r, with t* > ;gk

Let p = argmaxy s, |Bp, (P, 2r)

consider a level © in which z +1 > m

sample chosen in AlgorithmE] and Bax = Bp, (p, 2r). Assume that |Bya| < ¢

Proof. Let Oq,...,Of be the optimal balls at time ¢t. As in Lemma let O; be the largest
remaining optimal ball covering > k"_;_fl points. Using the Chernoff bound, we show that with
high probability, one of the sampled points p € .S; is in O;. Define independent random variables
X1,...,X|0,|, one for each point in O;. Each X, corresponding to point j € O;, will be 1 if j € S;
and O otherwise. Define X = ZLO:’ll X,;. We know that E[X,] = |S | Then, using linearity of
expectation, we find

1Si - 10i| _ [Si] ni-—=
77> .7_.
nt T onl k—i+1

15)

t —_ .
Without loss of generality, we can assume k”jilfl — 4 > 1, otherwise there would not need to be

any points in the ball Bp, (p, 2r) to satisfy the dense invariant, and level ¢ would be trivial. Using this,
Equation can be simplified as follows:

|Si|  nf—=z |S;| ez
E[X] > 2l T2 5 ol 2
[ ]_nt- k—i+1~ nt pk

K3 7

(16)
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We make a case distinction. Either z > —=t. In this case, Equation (15) further simplifies to

E[X] > ;'gk' (17)
Recall that |S;| = e~ k2 log k. Given that 1) > 63 and 8 > o > 1, we have
E[X] > %wklogkz?)klogkziﬂ\lllogk (18)
for some ¥ > 1.
In the other case z < % Equatlon simplifies to
E[X] > [Sil /2 > 18l 1¢e*1klogk > 3V logk (19)

=t k—i+17 2k T2

7

for some ¥ > 1.

In both cases, using the Chernoff bound, we find that with probability at least 1 — e\p%k, there will
be at least one point p from O; in X;. If r > ropr, Bp, (p, 2r) would cover all points of O; since

t

p € O; and O; has radius < ropr. However, since |Buax| < 1:—7:1 5 < = l+1 < |0y, we
must have that » < ropr.

Left to prove is that until time ¢’ = ¢ +t*, with t* = (), we do not need this instance of 7. To this
end, let B¢

max

(%4

be Buax at time ¢. Consider the situation at time ¢. We know that B! . | < 7= +1 — 5%

Let ¢ be some time after ¢ such that |B]frl1 . (p, 2r) in level ¢ is now covering
sufficiently many points. We want to derive a lower bound for t* = ¢’ — ¢ to complete the proof. By

examining the change in the size of By,,x and using that nf > nf — t*, we derive

nt' — 2z nt —z €z
tr > — L [ 20
“k—i+1 (k—i-‘rl 5/€) (20)

nt—t*—z nt —z €z
_ M _ il 21
k—i+1 k*i+1+ﬂk @D

—t* €z

_ 12 2
F—it1 " Bk (22)

as a lower bound for t*. Solving for t* gives

ez(k—1+1) €z
= Bk(k—i+2) T 28k’
Since 3 is a constant, this is in (). This concludes the proof. O

> (23)
F Missing proofs from Section [3.5]

Lemma F.1. The amortized update time of our dynamic algorithm is O(e~3k® log(k) log(A)).
Proof. Let us fix an arbitrary time ¢ and assume that at time ¢, there are A < k clusters. Let time

t’ =t + t* be the time at which we need to invoke Procedure [5|on an arbitrary level 7 < k, due to the
dense invariant being violated. We have two cases:

: For th1s case, Lemma|3.10/shows the following: If we find a cluster such

QO 2+1< m
that |Bp, (¢;, 2r)| > m at time ¢, then this cluster will remain dense for t* >

update operatlons (either insert or delete).

74(1@ ;+1)

Qo z+1> W For this case, Lemma |[3.11|proves that if we find a cluster such that
|Bp, (c;,2r)] > knz;fl — 55 at time ¢, then this cluster will remain dense for the next
tr> (L - E) time steps. Asymptotically, t* = (). By substituting the lower bound

t
of z in this formula, we obtain t* = Q(F3+).
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Observe that in both cases, we have a worst-case guarantee for the number of time steps during which
the cluster Bp, (¢;, 2r) remains dense. This, in turn, allows us to achieve a worst-case amortized
update time, rather than the weaker notion of expected amortized update time. We analyze the update
time of each case separately.

Let us start with the ﬁrst case whichis z + 1 < m

that ‘BP (C“ 2T)| > m at time ¢. We know that t* Z m
i,...,k according to Lemmais O(nt'e' - k3log k), with n!' < nf 4 t*. Then, the amortized
update time of an arbitrary update operation is O( (nf + t*)e k3 logk) = O(%e 1k®logk).

and suppose that we find a cluster such

The cost of reclustering levels

Sincezﬁm,weobtam f<7’L %§4k%§4km:4k
Ly = O(k) . Thus, O e kB log k) = O(e Tkt log k).

Now we consider the second case. Using a similar analysis as in the first case, we have t* =

(% o ) Then, the amortized update time of an arbitrary update operation is (9( e k3logk) =
O(e2k® log k).

After reclustering levels ¢, . . ., k, there is no longer a lower bound for ¢* for levels j < ¢. Thus, it
could happen that such a level 7 needs to be reclustered soon after time ¢’. Since j < k, this leads to
an extra factor k such that the final amortized cost is O(e~2k% log k).

Finally, we need to consider the case that offline clustering fails for a level <. That is, we fail to find a
ball covering sufficiently many points in Procedure[5] If offline clustering fails on some level ¢ in

t
(k z+1)’
that with probability 1 — W’ the guess r is small (i.e., r < ropr) and indeed, remains small and

t_
we do not need to consider this guess until a time ¢’ = ¢ + t* where t* > ﬁ

case 1, meaning we fail to ﬁnd a ball such that |Bp, (c;, 2r)| > then Lemmaﬂproves

At time ¢, we recluster levels 7,...,%k. Then, since we are in the first case, we have z <
t
ny

I—it1)"
O(L(nt + t*)e k3 log k) = O(%e 1k log k) = O(e~ 'k log k) using Lemma/3.3

Next, we consider the situation when the offline clustering fails in case 2. Specifically, this occurs

when we fail to find a ball such that |Bp, (c;, 2r)| > k’“l T — 77 According to Lemma the

guess r is small (i.e., r < ropr) with probability 1 — W and indeed, remains small and we do
not need to consider this guess until time ¢’ = ¢ + t* where ¢’ = (). This leads to an amortized

update time of O(e~2k% log k). As mentioned above, the running time needs to be multiplied by an
additional factor k to account for the possible need to recluster lower levels.

Thus, the amortized update time of an arbitrary update operation in this case is

Finally, we need to consider O( 101;gli) ) guesses for the optimal radii. For small ¢, this is in O(=2= ey,
Thus, we derive the final amortized update time of O(e3k% log k log A). O

G How to support discrete k-center clustering with outliers

Lemma G.1. Let (M, d) be a metric space and ¢ > 0 be an accuracy parameter. The spread ratio
A= % of all points ever inserted is assumed to be bounded. There exists a randomized fully
dynamic algorithm that maintains a discrete k-center solution that allows up to (14 €)z many outliers
on the current set of points. At every point in time t, the current clustering with centers c1, . .., cy is
a (4 + e)-approximation to an optimal solution for the (k, z)-center problem with high probability
and c; € Pt for all i < \. Upon insertion or deletion of a point, the data structure is updated in
amortized update time O(e~3k5log(k) log(A)).

Proof. Let r and ¢ be fixed, and ¢; be the center of cluster C; = Bp,(c;,4r). As long as ¢; is not
deleted, we report c; as the i-th center. Note that any feasible solution for the discrete version is also
a feasible solution for the non-discrete version. Therefore, the optimal radius for the discrete version
is not smaller than the optimal radius for the non-discrete version.
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After the deletion of the point c¢;, we consider two cases: min (z + 1,755 - %) < 0 or

min (24—1,%—%) > 0. If min <z+1, knf;ﬁ — %) <0, thenn; < (1+¢€)zasi > 1and

a > 1. Hence, we can report all the n; points as outliers and stop. We next consider the second case.
The dense invariant states that |Bp, (¢;, 2r)| > min(z+1, ;=5 — 2% ). Therefore, [Bp, (c;, 27)| > 0
holds in the second case, and there exists a point p € Bp, (¢;, 2r). Then we report an arbitrary point
p € Bp,(c;, 2r) after the deletion of ¢;. Note that we do not replace ¢; by p in our data structure, and
¢; does not change in our data structure as long as the i-th level is not reconstructed. The point p is

just the center that we report for the discrete version.

We next prove the 6-approximation guarantee. To do this, we show that C; C B(p, 6r). This implies
that any feasible solution with radius 4r for the non-discrete version can be used to report a feasible
solution for the discrete version. Also, see Figure[dfor a visual representation. Let ¢ € C;. We show
that ¢ € B(p, 6r). Since ¢ € C; = B(c;, 4r), we have d(q, ¢;) < 4r. Moreover, d(c;, p) < 2r since
p € B(c;, 2r). Then by the triangle inequality, we have

d(q,p) < d(q,ci) +d(ci,p) < 4r +2r = 6r.

To report a solution for the discrete version, it is enough to keep B(c;, 2r) N P;. Note that our data
structure already stores C; N P;, and since B(c;, 2r) N P; C C; N P;, the space complexity and time
complexity remain the same. O

C; = Blc;, 4r)

B(p, 6r)

Figure 4: Illustration of the claim’s proof. Part (i): before deletion of c;, we report ¢; as the center.
Part (ii): after deletion of ¢;, we report an arbitrary point p € B(c;, 2r) as the center. Then, B(p, 6r)
can cover all the points in the cluster C;.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The problem setting stated at the beginning of the abstract summarizes this
paper’s scope as formalized in Section The main statements made in the abstract can be
found in Theorem [T.1]in Section[I.T} which is a summarization of Lemma[3.7]in Section [3.2]
and Lemma[E1]in Section

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: As stated in the abstract, Section[I.T] Section[I.3]and the result Lemma[3.7] our
algorithm yields a bicriteria approximation. This means that we approximate the objective
function and also allow a slight violation of the outlier side constraint while comparing
with an optimal solution that fulfills the side constraint exactly. Our results hold with high
probability, which is stated formally in statement Lemma 3.6}

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate ”Limitations” section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The problem setting alongside assumptions are stated in Section [[.3] This
paper’s main statements are Lemma and Lemma Lemma and Lemma 3.9
are used to prove Lemma It uses the assumption that the level and dense invariants
hold. Lemma3.6] Lemma and Lemma 3.5 show that running our procedures maintains
these invariants. Lemma [F.1] uses Lemma [3.3] Lemma [3.11} Lemma [3.10} Lemma [E.T]
LemmalE2]

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not contain experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not contain experiments.
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not contain experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not contain experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not contain experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: As our paper is of theoretical nature, most of the points addressed in the Code
of Ethics do not apply. Further, we could not identify any foreseeable dangers or harms
directly caused by the utilization of our results.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no foreseeable direct societal impact of the work performed.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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