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Abstract

Vision-Language Models (VLMs) integrate visual knowledge with the analytical
capabilities of Large Language Models (LLMs) through supervised visual instruc-
tion tuning, using image-question-answer triplets. However, the potential of VLMs
trained without supervised instruction remains largely unexplored. This study
validates that VLMs possess inherent self-refinement capabilities, enabling them
to generate high-quality supervised data without external inputs and thereby learn
autonomously. Specifically, to stimulate the self-refinement ability of VLMs, we
propose a self-refinement framework based on a Triangular Consistency principle:
within the image-query-answer triangle, any masked elements should be consis-
tently and accurately reconstructed. The framework involves three steps: (1) We
enable the instruction generation ability of VLMs by adding multi-task instruction
tuning like image→question-answer or image-answer→question. (2) We gener-
ate image-query-answer triplets from unlabeled images and use the Triangular
Consistency principle for filtering. (3) The model is further updated using the
filtered synthetic data. To investigate the underlying mechanisms behind this self-
refinement capability, we conduct a theoretical analysis from a causal perspective.
Using the widely recognized LLaVA-1.5 as our baseline, our experiments reveal
that the model can autonomously achieve consistent, though deliberately modest,
improvements across multiple benchmarks without any external supervision, such
as human annotations or environmental feedback. We expect that the insights of
this study on the self-refinement ability of VLMs can inspire future research on the
learning mechanism of VLMs. Code is available at SRF-LLaVA.

1 Introduction

Recent advancements in Large Language Models (LLMs) have demonstrated remarkable capabilities
in natural language understanding and generation. By incorporating visual features into the linguistic
modalities understandable by Large Language Models (LLMs), Vision-Language Models (VLMs)
have developed the capability to interpret visual content effectively. A key factor in the success of
these VLMs [1, 2, 3, 4, 5, 6, 7] is visual instruction tuning, which aligns visual content with the
representation of LLM by optimizing the model’s responses to visual instructions.

Acquiring supervised data with high-quality annotations is crucial for the success of visual instruction
tuning. However, compiling visual instructions, such as image-question-answer triplets, is non-trivial.
Such data cannot be directly crawled from the web and requires human involvement, making the
process both challenging and costly. Careless data collection may lead to copyright issues. These
factors motivate researchers to leverage synthetic data instead.
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Task 3

(a) The illustration of the Triangular Consistency
principle. This principle evaluates the consistency
within image-question-answer triplets. Specifically,
we independently mask A, Q, or both, and use VLMs
to infer the masked elements. We then check consis-
tency by assessing whether the generated outputs align
with the original ones.

(b) Stimulating self-improvement boosts down-
stream performance.

The key to generating synthetic data lies in the creation of question-answer instructions. To ensure
high-quality supervision signals, several methods [8, 9, 10, 11] utilize advanced VLMs, such as GPT-
4V [12] and Gemini [13], to generate captions for unlabeled images. For example, ShareGPT4V [8]
applies GPT-4V to generate a curated set of 100K high-quality captions and expands the dataset to
1.2M using a captioner trained on these captions. Additionally, some methods [14, 15, 16] leverage
advanced LLMs, such as GPT-4 [17], as expert evaluators of generated data quality. However, these
approaches depend on high-quality VLMs, which may face bottlenecks due to usage limits or the
cost of proprietary models. As models improve, it becomes increasingly challenging to find superior
teacher models for data annotation. To address this issue, some methods propose deriving annotation
signals from environmental feedback, such as evaluation performance [18, 19, 20, 21]. However,
relying on environmental feedback for supervision signals may be inefficient for model training.
More discussion of the related work can be found in Appendix A.

Motivated by the challenges outlined above, this paper seeks to address the following question:

Can we refine VLMs without relying on external supervision, using only the model itself?
To stimulate the self-refinement capabilities of VLMs, we propose a framework using a Triangular
Consistency principle to generate high-quality instructions by the model itself. This framework
consists of three steps. (1) We fine-tune the VLMs to enhance their ability to generate instructions
through a multi-task objective. This involves randomly masking the question, answer, or both, and
training the VLMs to reconstruct the missing components. Consequently, the models can generate
query-answer pairs from unlabeled images. (2) To ensure high-quality generated instructions, as
shown in Figure 1a, we filter them with Triangular Consistency by inferring one component (question
or answer) based on the other, and then compare the consistency between new-inferred ones and the
original parts in the instructions. By filtering, we select the instructions with high consistency. (3)
Finally, we leverage the selected instructions to refine the VLMs. This structured framework enhances
the model’s capability through continuous improvement, using its outputs as a feedback mechanism.
Consequently, it supports multiple iterations of enhancement using only unlabeled images.

To investigate the underlying mechanisms behind the self-refinement capability of VLMs, we propose
both theoretical and experimental analyses for validation. Theoretically, we formulate the refinement
process as a semi-supervised learning task. Initially, we identify the causal relations between natural
language and images. Subsequently, we offer guarantees that learning can be effectively conducted
using only unlabeled images, grounded in the principles of causality. Then, experimentally, we
employ LLaVA-1.5 [2] as our baseline, and evaluate whether the self-generated instructions can
refine the models. As demonstrated by the results across multiple benchmarks, which are shown in
Figure 1b, the proposed framework can efficiently stimulate the self-refinement ability of VLMs. Our
primary contributions are summarized as follows:

• Triangular Consistency Principle: We introduced the Triangular Consistency principle as
a measure for testing the reliability of generated instructions on unlabeled data.

• Self-Refinement Framework: We developed a self-refinement framework to update the
model with self-generated instructions without the usage of any external annotations by
humans or other stronger VLMs.

• Theoretical and Experimental Analysis: We present a theoretical analysis from a causal
perspective to investigate the mechanisms of self-refinement. Furthermore, we experimen-
tally validate our method using LLaVA-1.5 as the baseline. The dataset, comprising 2
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<latexit sha1_base64="jJt/SUcSIt5mJwzmW9En/Tqy1Yg=">AAADxXicZZJLb9QwEMfdLo8SXls4IiGLVaRSlmTTQ4s4FRUJKg4U6EtqlpXjTHatOk5kO91dWREXPhRfhQtX+ALcsdNUdFtLlv/xzHhmfpmk5EzpweDn0nLnxs1bt1fueHfv3X/wsLv66FAVlaRwQAteyOOEKOBMwIFmmsNxKYHkCYej5HTH2Y/OQCpWiH09L2GYk7FgGaNE26tR97Mf50RPKOHmbf3VrJ3ilzh6Xo9MrGGmTca4BglpXXt+TKvSu+L937OQbMwE4XU96vYGwaBZ+LqIWtHb7h/uPfW//90brS6fxGlBqxyEppwodRINSj00RGpGOdReXCkoCT0lYzixUpAc1NA0zdfYtzcpzgppt9C4ub0cYUiuXNF9bIVzUY1S8zyxwc6iFhPo7NXQMFFWGgQ9fz+rONYFdgBxyiRQzedWECqZLRHTCZGEWlALLxn3ti4KrmrP8zHhY8tIT3IsgRMN6UJW9/+UqPLE0e67r7QvKw6pxXARuGFR+D5OwUKSgIntNc+JSHG8Y4WF56xEjhuQeMo4xwlgVUlZVCK1kJI5DtdxEAR4PfTiL6A/TNtI0561sQ61sXabCsOM5CUHPNG6VK/DcDqdBoWdJg4kC2zy0AopQtfNLHxzUabq7U9gdKnqUdtkm3JXfKy02XWA6/ZYsNjdmNrTW2BaMvcL3WUKWUwpk7QXmThlYmxiyw9mpYy2ohe9KHaYZ804RleH77o43AiizWDzk53LbXS+VtAT9AytoQhtoW30Hu2hA0TRD/QL/UZ/Ou86eUd3zs5dl5famMdoYXW+/QMAgD8z</latexit>

D(k)
original

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)

<latexit sha1_base64="SiUjk6ngNCVLCVnZFER4idPaecw=">AAADfXicZVLNbhMxEHYTfkr4a0HiwsUiioRKtJvtoUGIQ1EvVBwookkrZaPI650kVm3vyvaSRKt9Da7ltXgAngPGyVZqqCVrvp0ffzPfTpJLYV2v93un0bx3/8HD3Uetx0+ePnu+t/9iaLPCcBjwTGbmMmEWpNAwcMJJuMwNMJVIuEiuTnz84gcYKzJ97lY5jBWbaTEVnDl0xbFibm5UOQNdTfbavaC3PvQuiGrQPn41XOSrP9dnk/3GKE4zXijQjktm7Sjq5W5cMuMEl1C14sJCzvgVm8EIoWYK7LhcN13RDnpSOs0MXu3o2nu7omTK+u66FIFPsWtkVyrBYh+x2wRu+n5cCp0XDjTfvD8tJHUZ9YPTVBjgTq4QMG4Etkj5nBnGHcqzRezfdlkmbdVqdSiTswzT54oakMxBusXqdbe6UAkYSLv+K+2aQkKKMtwUHqIUnQ5NAUUyQBnOqhTTKY1PEKB4PsrMbC0kXQgpaQLUFsZkhU5RpGRFwwMaBAE9CFvxd3BfFnVlWduqxISqxDhSUVgylUugc+dy+yEMF4tFkOEWSGDTAMlDBEaHfppl+OmmTds+n8PkVteTesia8lR/LVx56gWuarMVwbsO1ba1pWku/C/0zhSmMefC8HZUxqnQszJG/WCZm6gfvWtHsZd5Wfl1jP5fvrtgeBhER8HRN9zLj2Rzdslr8oa8JRHpk2PymZyRAeEkJz/JNfnV+NvsNLvNYJPa2KlrXpKt0+z/A7RCI+4=</latexit>gen

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)

…
unlabeled

images only

<latexit sha1_base64="0URDg+/m4yPzeozDwzL5aTDN9S4=">AAADl3icZVLbbtQwEHW7XMpya+EJwYPFslIpq2TThxbxQlERasUDrehNapbIcSa7Vh0nsh12V1Z+gK/gE3iFP+FvmKSp1KUjWXM8F8/M8cSFFMYOh3+Xlju3bt+5u3Kve//Bw0ePV9eenJi81ByOeS5zfRYzA1IoOLbCSjgrNLAslnAaX+zW/tPvoI3I1ZGdFzDK2FiJVHBm0RStvgozZiecSfex+ubWL15XkQstzKwrlWQxSEiqKlrtDb1hI/QmCFrQ2+n93E9d9OIgWls+D5OclxkoyyUz5jwYFnbkmLaCS6i6YWmgYPyCjeEcoWIZmJFrxqloHy0JTXONR1naWK9nOJaZuusBRVCHmAaZeRZjcu0xiwVs+nbkhCpKC4pfvp+Wktqc1pTQRGjgVs4RMK4Ftkj5hGnGLRK3ULh+2+a5NFW326dMjnMMn2RUg2QWkoWq9Y8YVWYxaEgG9S0Z6BL5RBquEjeRin6fJoAkaaAMZ80yphIa7iJA8mov0+OGSDoVUtIYqCm1zkuVIEnxnPob1PM8uuF3w69gP0/bTNfqymFA5dCPpSjMWFZIoBNrC/PO96fTqZfjfkhgqYfFfQRa+fU0M//DVZumdzSB6FrXUTtkW3JffSmt268Jrlq14MHTuFrdXeC0EPUX1sYE0pBzoXkvcGEi1NiFyB/MCh1sB296QVjTPGvWMfh/+W6Ck00v2PK2DnEvd8ilrJDn5CVZJwHZJjtkjxyQY8LJD/KL/CZ/Os867zufOnuXoctLbc5TsiCdw38+3Cy1</latexit>

D(k)
unlabeled

<latexit sha1_base64="1b/e9TsxZPwP54hg7v7u9o5kMXQ=">AAADh3icZVLNbhMxEHYTftrw0xS4wcEiihRKtJvtoa0Qh0a9UHGgFf2TslHk9U4Sq17vyvaShNU+Q1+BKzwGb8GDcGecbqWGjmT58/x4Zr6ZKJPC2F7vz1qt/uDho8frG40nT58932xuvTg3aa45nPFUpvoyYgakUHBmhZVwmWlgSSThIro6dPaLb6CNSNWpXWQwTNhEibHgzKJq1Hx1REMtJlPLtE5ntHPSpf13o2ar5/WWQu+DoAKtgzfXYefv7+vj0VZtEMYpzxNQlktmzCDoZXZYMG0Fl1A2wtxAxvgVm8AAoWIJmGGxLL+kbdTEdJxqPMrSpfZuRMESkzA77VIEzsUskVkkEQY7i1lNYMf7w0KoLLeg+M3/41xSm1JHAY2FBm7lAgHjWmCJlE+ZZtwiUSuJ3d82TaUpG402ZXKSovs0oRoksxCvZHUTMCpPItAQd90r7upcQow03AbuIBXtNo0BSdJAGfaaJEzFNDxEgOQ5K9OTJZF0JqSkEVCT42xyFSNJ0YL629TzPLrtN8KvYD/PqsiiussCHcoC7ZiKwpwlmQQ6tTYzH3x/Npt5Ke6DBDb2MLmPQCvfdTP3+7dlmtbpFEZ3qh5VTVYpj9SX3BZHjuCyulYseJam6m6scJoJN0KnjGEcci40bwVFGAs1KULkD+aZDvaC960gdDTPyxLXMfh/+e6D8x0v2PV2T3AvP5IbWSevyVvSIQHZIwfkEzkmZ4ST7+QH+Ul+1Tfqfn23vn/jWlurYl6SFan3/wHgWSTb</latexit>

I ! (Q, A)

<latexit sha1_base64="SiUjk6ngNCVLCVnZFER4idPaecw=">AAADfXicZVLNbhMxEHYTfkr4a0HiwsUiioRKtJvtoUGIQ1EvVBwookkrZaPI650kVm3vyvaSRKt9Da7ltXgAngPGyVZqqCVrvp0ffzPfTpJLYV2v93un0bx3/8HD3Uetx0+ePnu+t/9iaLPCcBjwTGbmMmEWpNAwcMJJuMwNMJVIuEiuTnz84gcYKzJ97lY5jBWbaTEVnDl0xbFibm5UOQNdTfbavaC3PvQuiGrQPn41XOSrP9dnk/3GKE4zXijQjktm7Sjq5W5cMuMEl1C14sJCzvgVm8EIoWYK7LhcN13RDnpSOs0MXu3o2nu7omTK+u66FIFPsWtkVyrBYh+x2wRu+n5cCp0XDjTfvD8tJHUZ9YPTVBjgTq4QMG4Etkj5nBnGHcqzRezfdlkmbdVqdSiTswzT54oakMxBusXqdbe6UAkYSLv+K+2aQkKKMtwUHqIUnQ5NAUUyQBnOqhTTKY1PEKB4PsrMbC0kXQgpaQLUFsZkhU5RpGRFwwMaBAE9CFvxd3BfFnVlWduqxISqxDhSUVgylUugc+dy+yEMF4tFkOEWSGDTAMlDBEaHfppl+OmmTds+n8PkVteTesia8lR/LVx56gWuarMVwbsO1ba1pWku/C/0zhSmMefC8HZUxqnQszJG/WCZm6gfvWtHsZd5Wfl1jP5fvrtgeBhER8HRN9zLj2Rzdslr8oa8JRHpk2PymZyRAeEkJz/JNfnV+NvsNLvNYJPa2KlrXpKt0+z/A7RCI+4=</latexit>gen

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)

…

<latexit sha1_base64="DDy+Xj0JEGVAiaAhP7po2yVH4fc=">AAADl3icZVJLbxMxEHYbHiW8WjghJGQRIhWIdrM9tIgLRUWoFQda0ZfUDZHXO0mser0r20sSWXvjxK/hCv+EH8Kd8XYrNXQky5/nPZ8nKaQwtt//s7TcunHz1u2VO+279+4/eLi69ujY5KXmcMRzmevThBmQQsGRFVbCaaGBZYmEk+R8x9tPvoE2IleHdl7AIGNjJUaCM4uq4eqLOGN2wpl0H6qvbv38ZTV0sYWZdWau7ASs4FU1XO30g34t9DqIGtDZ7h3vP+t+/7s/XFs+i9OclxkoyyUz5izqF3bgmMZ8Eqp2XBooGD9nYzhDqFgGZuDqcSraRU1KR7nGoyyttVcjHMuM77pHEXgXUyMzzxIM9hazWMCO3gycUEVpQfGL/KNSUptTTwlNhQZu5RwB41pgi5RPmGbcInELhX1um+fSVO12lzI5ztF9klENkllIF6r6HzGqzBLQkPb8K+3pUkKKNFwGbiAV3S5NAUnSQBnOmmVMpTTeQYDkeSvT45pIOhVS0gSoKbXOS5UiScmchq9oEAT0VdiOv4D9NG0iXXNXDh0qh3YsRWHGskICnVhbmLdhOJ1Ogxz3QwIbBVg8RKBV6KeZhe8v2zSdwwkMr3Q9bIZsSu6pz6V1e57gqrkWLHhqU3O3FzgthP9Cr0xhFHMuNO9ELk6FGrsY+YNZoaOt6HUnij3Ns3odo/+X7zo43giizWDzAPdym1zICnlKnpN1EpEtsk12yT45Ipz8ID/JL/K79aT1rvWxtXvhurzUxDwmC9I6+Ac6Si0K</latexit>

D(k)
synthetic

<latexit sha1_base64="eUKObpClHkSzY3ws5bZ331GfpgM=">AAADlnicZVJLbxMxEHYbHiW8WrggISGLKFKBaDfbQ4s4oKKCoOJAEH1J3RB5vbOJVa93ZXtJImtvXPg1XOGn8EO4M063UkNHsvx53vN5klIKY/v9PyurrWvXb9xcu9W+fefuvfvrGw+OTFFpDoe8kIU+SZgBKRQcWmElnJQaWJ5IOE7O9rz9+BtoIwp1YOclDHM2ViITnFlUjdY7cc7shDPp3tZf3ebZs3rkYgsz6zIhLWhI6xq9+kF/IfQqiBrQ2e0dDZ50v/8djDZWT+O04FUOynLJjDmN+qUdOqat4BLqdlwZKBk/Y2M4RahYDmboFtPUtIualGaFxqMsXWgvRziWG990jyLwLmaBzDxPMNhbzHIBm70cOqHKyoLi5/mzSlJbUM8ITYUGbuUcAeNaYIuUT5hmHMdfyuR8blsU0tTtdpcyOS7QfZJTDZJZSJeq+g8xqsoTz2HPv9KeriSkSMNF4BZS0e3SFJAkDZThrHnOVErjPQRInrcyPV4QSadCSpoANZXWRaVSJCmZ0/A5DYKAPg/b8RewH6dNpGvu2qFD7dCOpSjMWF5KoBNrS/MqDKfTaVDgekhgWYDFQwRahX6aWfjmok3TOZjA6FLXo2bIpuS++lRZt+8JrptryYJnYWru9hKnpfBf6JUpZDHnQvNO5OJUqLGLkT+YlTraiV50otjTPFusY/T/8l0FR1tBtB1sf8a93CXnskYek6dkk0Rkh+ySD2RADgknP8hP8ov8bj1qvW69a70/d11daWIekiVpDf4BWGYsdA==</latexit>

D(k)
filtered

<latexit sha1_base64="jJt/SUcSIt5mJwzmW9En/Tqy1Yg=">AAADxXicZZJLb9QwEMfdLo8SXls4IiGLVaRSlmTTQ4s4FRUJKg4U6EtqlpXjTHatOk5kO91dWREXPhRfhQtX+ALcsdNUdFtLlv/xzHhmfpmk5EzpweDn0nLnxs1bt1fueHfv3X/wsLv66FAVlaRwQAteyOOEKOBMwIFmmsNxKYHkCYej5HTH2Y/OQCpWiH09L2GYk7FgGaNE26tR97Mf50RPKOHmbf3VrJ3ilzh6Xo9MrGGmTca4BglpXXt+TKvSu+L937OQbMwE4XU96vYGwaBZ+LqIWtHb7h/uPfW//90brS6fxGlBqxyEppwodRINSj00RGpGOdReXCkoCT0lYzixUpAc1NA0zdfYtzcpzgppt9C4ub0cYUiuXNF9bIVzUY1S8zyxwc6iFhPo7NXQMFFWGgQ9fz+rONYFdgBxyiRQzedWECqZLRHTCZGEWlALLxn3ti4KrmrP8zHhY8tIT3IsgRMN6UJW9/+UqPLE0e67r7QvKw6pxXARuGFR+D5OwUKSgIntNc+JSHG8Y4WF56xEjhuQeMo4xwlgVUlZVCK1kJI5DtdxEAR4PfTiL6A/TNtI0561sQ61sXabCsOM5CUHPNG6VK/DcDqdBoWdJg4kC2zy0AopQtfNLHxzUabq7U9gdKnqUdtkm3JXfKy02XWA6/ZYsNjdmNrTW2BaMvcL3WUKWUwpk7QXmThlYmxiyw9mpYy2ohe9KHaYZ804RleH77o43AiizWDzk53LbXS+VtAT9AytoQhtoW30Hu2hA0TRD/QL/UZ/Ou86eUd3zs5dl5famMdoYXW+/QMAgD8z</latexit>

D(k)
original

<latexit sha1_base64="eUKObpClHkSzY3ws5bZ331GfpgM=">AAADlnicZVJLbxMxEHYbHiW8WrggISGLKFKBaDfbQ4s4oKKCoOJAEH1J3RB5vbOJVa93ZXtJImtvXPg1XOGn8EO4M063UkNHsvx53vN5klIKY/v9PyurrWvXb9xcu9W+fefuvfvrGw+OTFFpDoe8kIU+SZgBKRQcWmElnJQaWJ5IOE7O9rz9+BtoIwp1YOclDHM2ViITnFlUjdY7cc7shDPp3tZf3ebZs3rkYgsz6zIhLWhI6xq9+kF/IfQqiBrQ2e0dDZ50v/8djDZWT+O04FUOynLJjDmN+qUdOqat4BLqdlwZKBk/Y2M4RahYDmboFtPUtIualGaFxqMsXWgvRziWG990jyLwLmaBzDxPMNhbzHIBm70cOqHKyoLi5/mzSlJbUM8ITYUGbuUcAeNaYIuUT5hmHMdfyuR8blsU0tTtdpcyOS7QfZJTDZJZSJeq+g8xqsoTz2HPv9KeriSkSMNF4BZS0e3SFJAkDZThrHnOVErjPQRInrcyPV4QSadCSpoANZXWRaVSJCmZ0/A5DYKAPg/b8RewH6dNpGvu2qFD7dCOpSjMWF5KoBNrS/MqDKfTaVDgekhgWYDFQwRahX6aWfjmok3TOZjA6FLXo2bIpuS++lRZt+8JrptryYJnYWru9hKnpfBf6JUpZDHnQvNO5OJUqLGLkT+YlTraiV50otjTPFusY/T/8l0FR1tBtB1sf8a93CXnskYek6dkk0Rkh+ySD2RADgknP8hP8ov8bj1qvW69a70/d11daWIekiVpDf4BWGYsdA==</latexit>

D(k)
filtered

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)
<latexit sha1_base64="6Th/9a/sRFN+J9vGc1s3Y8MWToY=">AAADh3icZVLNbhMxEHYTftrw0xS4wcEiihRKtJvtoa0Qh0a9UHGgFf2TslHk9U4Sq17vyvaShNU+Q1+BKzwGb8GDcGecbqWGjmT58/x4Zr6ZKJPC2F7vz1qt/uDho8frG40nT58932xuvTg3aa45nPFUpvoyYgakUHBmhZVwmWlgSSThIro6dPaLb6CNSNWpXWQwTNhEibHgzKJq1HzVOerSk3c01GIytUzrdEb7o2ar5/WWQu+DoAKtgzfXYefv7+vj0VZtEMYpzxNQlktmzCDoZXZYMG0Fl1A2wtxAxvgVm8AAoWIJmGGxLL+kbdTEdJxqPMrSpfZuRMESkzA77VIEzsUskVkkEQY7i1lNYMf7w0KoLLeg+M3/41xSm1JHAY2FBm7lAgHjWmCJlE+ZZtwiUSuJ3d82TaUpG402ZXKSovs0oRoksxCvZHUTMCpPItAQd90r7upcQow03AbuIBXtNo0BSdJAGfaaJEzFNDxEgOQ5K9OTJZF0JqSkEVCT41hyFSNJ0YL629TzPLrtN8KvYD/PqsiiussCHcoC7ZiKwpwlmQQ6tTYzH3x/Npt5Ke6DBDb2MLmPQCvfdTP3+7dlmtbpFEZ3qh5VTVYpj9SX3BZHjuCyulYseJam6m6scJoJN0KnjGEcci40bwVFGAs1KULkD+aZDvaC960gdDTPyxLXMfh/+e6D8x0v2PV2T3AvP5IbWSevyVvSIQHZIwfkEzkmZ4ST7+QH+Ul+1Tfqfn23vn/jWlurYl6SFan3/wHTZyTb</latexit>

(I, Q)! A

<latexit sha1_base64="KTKMHAm0XhUIX6FnC+myGZMqH78=">AAADdnicZVLNbhMxEHYTfkr4a+EIQhZRRGij3WwPLUIcinqh4kARTVspG0Ve7ySx4vWubC9JtNpnyBVeh7fgQZA4Mk62UkNHsubz/HhmPk+USWFst/t7q1a/c/fe/e0HjYePHj95urP77MKkuebQ46lM9VXEDEihoGeFlXCVaWBJJOEymp44/+V30Eak6twuMhgkbKzESHBm0dRrT/eDt8OdZtfrroTeBkEFmscvl2H7z6/l2XC31g/jlOcJKMslM6YfdDM7KJi2gksoG2FuIGN8ysbQR6hYAmZQrLotaQstMR2lGo+ydGW9mVGwxCTMTjoUgQsxK2QWSYTJzmM2C9jRu0EhVJZbUHz9/iiX1KbUTUxjoYFbuUDAuBbYIuUTphm3yMtGYfe2TVNpykajRZkcpxg+SagGySzEG1Ud4UblSQQa4o67xR2dS4iRhuvEA6Si1aIxIEkaKMNZk4SpmIYnCJA852V6vCKSzoSUNAJqcq3TXMVIUrSg/h71PI/u+Y3wG9jPsyqzqHRZYEBZoB9LUZizJJNAJ9Zm5r3vz2YzL8Xvl8BGHhb3EWjlu2nm/sfrNk3zfALDG10PqyGrkqfqS26LU0dwWakND56Vq9KNDU4z4b7QGWMYhZwLzZtBEcZCjYsQ+YN5poOjYL8ZhI7meVniOgb/L99tcHHgBYfe4Vfcyw9kLdvkBXlN2iQgR+SYfCJnpEc4EWRJfpCftb/1V/VW/c06tLZV5TwnG1Lv/gPDYR/O</latexit>

(k + 1)

<latexit sha1_base64="6Th/9a/sRFN+J9vGc1s3Y8MWToY=">AAADh3icZVLNbhMxEHYTftrw0xS4wcEiihRKtJvtoa0Qh0a9UHGgFf2TslHk9U4Sq17vyvaShNU+Q1+BKzwGb8GDcGecbqWGjmT58/x4Zr6ZKJPC2F7vz1qt/uDho8frG40nT58932xuvTg3aa45nPFUpvoyYgakUHBmhZVwmWlgSSThIro6dPaLb6CNSNWpXWQwTNhEibHgzKJq1HzVOerSk3c01GIytUzrdEb7o2ar5/WWQu+DoAKtgzfXYefv7+vj0VZtEMYpzxNQlktmzCDoZXZYMG0Fl1A2wtxAxvgVm8AAoWIJmGGxLL+kbdTEdJxqPMrSpfZuRMESkzA77VIEzsUskVkkEQY7i1lNYMf7w0KoLLeg+M3/41xSm1JHAY2FBm7lAgHjWmCJlE+ZZtwiUSuJ3d82TaUpG402ZXKSovs0oRoksxCvZHUTMCpPItAQd90r7upcQow03AbuIBXtNo0BSdJAGfaaJEzFNDxEgOQ5K9OTJZF0JqSkEVCT41hyFSNJ0YL629TzPLrtN8KvYD/PqsiiussCHcoC7ZiKwpwlmQQ6tTYzH3x/Npt5Ke6DBDb2MLmPQCvfdTP3+7dlmtbpFEZ3qh5VTVYpj9SX3BZHjuCyulYseJam6m6scJoJN0KnjGEcci40bwVFGAs1KULkD+aZDvaC960gdDTPyxLXMfh/+e6D8x0v2PV2T3AvP5IbWSevyVvSIQHZIwfkEzkmZ4ST7+QH+Ul+1Tfqfn23vn/jWlurYl6SFan3/wHTZyTb</latexit>

(I, Q)! A

<latexit sha1_base64="SiUjk6ngNCVLCVnZFER4idPaecw=">AAADfXicZVLNbhMxEHYTfkr4a0HiwsUiioRKtJvtoUGIQ1EvVBwookkrZaPI650kVm3vyvaSRKt9Da7ltXgAngPGyVZqqCVrvp0ffzPfTpJLYV2v93un0bx3/8HD3Uetx0+ePnu+t/9iaLPCcBjwTGbmMmEWpNAwcMJJuMwNMJVIuEiuTnz84gcYKzJ97lY5jBWbaTEVnDl0xbFibm5UOQNdTfbavaC3PvQuiGrQPn41XOSrP9dnk/3GKE4zXijQjktm7Sjq5W5cMuMEl1C14sJCzvgVm8EIoWYK7LhcN13RDnpSOs0MXu3o2nu7omTK+u66FIFPsWtkVyrBYh+x2wRu+n5cCp0XDjTfvD8tJHUZ9YPTVBjgTq4QMG4Etkj5nBnGHcqzRezfdlkmbdVqdSiTswzT54oakMxBusXqdbe6UAkYSLv+K+2aQkKKMtwUHqIUnQ5NAUUyQBnOqhTTKY1PEKB4PsrMbC0kXQgpaQLUFsZkhU5RpGRFwwMaBAE9CFvxd3BfFnVlWduqxISqxDhSUVgylUugc+dy+yEMF4tFkOEWSGDTAMlDBEaHfppl+OmmTds+n8PkVteTesia8lR/LVx56gWuarMVwbsO1ba1pWku/C/0zhSmMefC8HZUxqnQszJG/WCZm6gfvWtHsZd5Wfl1jP5fvrtgeBhER8HRN9zLj2Rzdslr8oa8JRHpk2PymZyRAeEkJz/JNfnV+NvsNLvNYJPa2KlrXpKt0+z/A7RCI+4=</latexit>gen

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)

<latexit sha1_base64="vxg8prhbEdLRtjdDcg3t0Ge2ESc=">AAADh3icZVLNbhMxEHYTftrw0xS4wcEiihRKtJvtoa0Qh0a9UHGgFf2TslHk9U4Sq17vyvaShNU+Q1+BKzwGb8GDcGecbqWGjmT58/x4Zr6ZKJPC2F7vz1qt/uDho8frG40nT58932xuvTg3aa45nPFUpvoyYgakUHBmhZVwmWlgSSThIro6dPaLb6CNSNWpXWQwTNhEibHgzKJq1HzVOerS/jsaajGZWqZ1OqMno2ar5/WWQu+DoAKtgzfXYefv7+vj0VZtEMYpzxNQlktmzCDoZXZYMG0Fl1A2wtxAxvgVm8AAoWIJmGGxLL+kbdTEdJxqPMrSpfZuRMESkzA77VIEzsUskVkkEQY7i1lNYMf7w0KoLLeg+M3/41xSm1JHAY2FBm7lAgHjWmCJlE+ZZtwiUSuJ3d82TaUpG402ZXKSovs0oRoksxCvZHUTMCpPItAQd90r7upcQow03AbuIBXtNo0BSdJAGfaaJEzFNDxEgOQ5K9OTJZF0JqSkEVCT41hyFSNJ0YL629TzPLrtN8KvYD/PqsiiussCHcoC7ZiKwpwlmQQ6tTYzH3x/Npt5Ke6DBDb2MLmPQCvfdTP3+7dlmtbpFEZ3qh5VTVYpj9SX3BZHjuCyulYseJam6m6scJoJN0KnjGEcci40bwVFGAs1KULkD+aZDvaC960gdDTPyxLXMfh/+e6D8x0v2PV2T3AvP5IbWSevyVvSIQHZIwfkEzkmZ4ST7+QH+Ul+1Tfqfn23vn/jWlurYl6SFan3/wHSdyTb</latexit>

(I, A)! Q

<latexit sha1_base64="SiUjk6ngNCVLCVnZFER4idPaecw=">AAADfXicZVLNbhMxEHYTfkr4a0HiwsUiioRKtJvtoUGIQ1EvVBwookkrZaPI650kVm3vyvaSRKt9Da7ltXgAngPGyVZqqCVrvp0ffzPfTpJLYV2v93un0bx3/8HD3Uetx0+ePnu+t/9iaLPCcBjwTGbmMmEWpNAwcMJJuMwNMJVIuEiuTnz84gcYKzJ97lY5jBWbaTEVnDl0xbFibm5UOQNdTfbavaC3PvQuiGrQPn41XOSrP9dnk/3GKE4zXijQjktm7Sjq5W5cMuMEl1C14sJCzvgVm8EIoWYK7LhcN13RDnpSOs0MXu3o2nu7omTK+u66FIFPsWtkVyrBYh+x2wRu+n5cCp0XDjTfvD8tJHUZ9YPTVBjgTq4QMG4Etkj5nBnGHcqzRezfdlkmbdVqdSiTswzT54oakMxBusXqdbe6UAkYSLv+K+2aQkKKMtwUHqIUnQ5NAUUyQBnOqhTTKY1PEKB4PsrMbC0kXQgpaQLUFsZkhU5RpGRFwwMaBAE9CFvxd3BfFnVlWduqxISqxDhSUVgylUugc+dy+yEMF4tFkOEWSGDTAMlDBEaHfppl+OmmTds+n8PkVteTesia8lR/LVx56gWuarMVwbsO1ba1pWku/C/0zhSmMefC8HZUxqnQszJG/WCZm6gfvWtHsZd5Wfl1jP5fvrtgeBhER8HRN9zLj2Rzdslr8oa8JRHpk2PymZyRAeEkJz/JNfnV+NvsNLvNYJPa2KlrXpKt0+z/A7RCI+4=</latexit>gen

<latexit sha1_base64="STfX36Ru423jU7PuSGsIK5qfunE=">AAADdHicZVLNbhMxEHYTfkr4a+FIDxZRpFCq3WwPLUIcinqh4kBRm7ZSNoq83tnEite7sr0k0WofAfUG78Nb8CBwZpxspYaOZM3n+fHMfJ4ol8LYXu/3RqN57/6Dh5uPWo+fPH32fGv7xYXJCs2hzzOZ6auIGZBCQd8KK+Eq18DSSMJlND12/stvoI3I1Lld5DBM2ViJRHBm0XTWnb4ZbbV7Xm8p9C4IatA+2rkOu39+XZ+OthuDMM54kYKyXDJjBkEvt8OSaSu4hKoVFgZyxqdsDAOEiqVghuWy14p20BLTJNN4lKVL6+2MkqUmZXayRxG4ELNEZpFGmOw8Zr2ATd4NS6HywoLiq/eTQlKbUTcvjYUGbuUCAeNaYIuUT5hm3CIra4Xd2zbLpKlarQ5lcpxh+CSlGiSzEK9VdXQbVaQRaIj33C3e04WEGGm4SdxHKjodGgOSpIEynDVNmYppeIwAyXNepsdLIulMSEkjoKbQOitUjCRFC+rvUs/z6K7fCs/Afp7VmWWtqxIDqhL9WIrCnKW5BDqxNjfvfX82m3kZfr4ElnhY3Eegle+mmfsfb9o07fMJjG51PaqHrEueqC+FLU8cwVWt1jx4lq5at9Y4zYX7QmeMIQk5F5q3gzKMhRqXIfIH81wHh8HbdhA6mudVhesY/L98d8HFvhcceAdfcS8/kJVsklfkNemSgBySI/KJnJI+4WRMvpMf5Gfjb3On2W52VqGNjTrnJVmTpvcPW7cfXg==</latexit>

(k)

Triangular Consistency Filtering

<latexit sha1_base64="xrLDt64oBzH3fMM/8UeZyZntgJI=">AAADx3icZZJLb9QwEMfdLo8SXi0ckZDFKlJpl2TTQ4s4LSoHVhwooi+pWVaOM9m16jiR7XR3ZeWAxKfim3DjCnfu2GkqdVtLlv/xzHhmfpmk5Ezpfv/Xymrnzt1799ceeA8fPX7ydH3j2bEqKknhiBa8kKcJUcCZgCPNNIfTUgLJEw4nyfm+s59cgFSsEId6UcIoJxPBMkaJtlfj9UM/zomeUsLNh/qb2TzHb3D0uh6bWMNcm4xxDRLSuvb8mFald8N7+5pvIdmECcLrerze7Qf9ZuHbImpFd9A7Pnjp//h3MN5YPYvTglY5CE05Ueos6pd6ZIjUjHKovbhSUBJ6TiZwZqUgOaiRadqvsW9vUpwV0m6hcXN7PcKQXLmye9gK56IapRZ5YoOdRS0n0NnbkWGirDQIevl+VnGsC+wQ4pRJoJovrCBUMlsiplMiCbWoll4y7m1dFFzVnudjwieWkZ7mWAInGtKlrO4PKlHliePdc19pT1YcUovhKnDHovB9nIKFJAET22ueE5HieN8KC89ZiZw0IPGMcY4TwKqSsqhEaiElCxxu4SAI8FboxV9Bf5q1kaY9a2MdamPtNhWGOclLDniqdaneheFsNgsKO08cSBbY5KEVUoSum3n4/qpM1T2cwvha1eO2yTblUHyutBk6wHV7LFnsbkzt6S0xLZn7he4yhSymlEnajUycMjExseUH81JGe9F2N4od5nkzjtHN4bstjneCaDfY/WLncoAu1xp6gV6hTRShPTRAH9EBOkIU/US/0R/0tzPsFJ2LzvzSdXWljXmOllbn+3+c1D+j</latexit>

D(k+1)
original

<latexit sha1_base64="mQ5STkZP3J0TPWuVWHldR4fhKKM=">AAADkXicZVJLbxMxEHYbHmV5pfSEkMAiiopKtZvtoQUkpJReqHqgFX1J3SjyeieJVa93ZXtJotVyQuK/cIVfwo3fwR9gnGylho5kzed5eGY+T5xLYWyn82dpuXHr9p27K/e8+w8ePnrcXH1yarJCczjhmcz0ecwMSKHgxAor4TzXwNJYwll8uef8Z19AG5GpYzvNoZeyoRIDwZlFU7/5/Ii+p0fr3lcvSpkd6bRkKqnwuov23fV+s9XxOzOhN0FYg1b36fd+9vvF38P+6vJFlGS8SEFZLpkxF2Ent72SaSu4hMqLCgM545dsCBcIFUvB9MrZIBVtoyWhg0zjUZbOrNczSpYa1+YmReBCzAyZaRpjsvOYxQJ28KZXCpUXFhSfvz8oJLUZdWTQRGjgVk4RMK4Ftkj5iGnGLVK2UNi9bbNMmsrz2pTJYYbho5RqkMxCslDV/YVRRRqDhmTT3ZJNXUhIkIarxC2kot2mCSBJGijDWdMUqafRHgIkz3mZHs6IpGMhJY2BmkLrrFAJkhRPabBBfd+nG4EXfQZ7MK4zy1pXJQZUJfqxFIUJS3MJdGRtbt4FwXg89jPcDAls4GPxAIFWgZtmEuxetWlaxyPoX+u6Xw9Zl9xXnwpb7juCq1otePDMXLX2FjjNhftCZ0xgEHEuNG+FZZQINSwj5A8muQ53wtetMHI0T6oK1zH8f/lugtMtP9z2t49wL7tkLivkGXlJXpGQ7JAu+UgOyQnh5Bv5QX6SX421xttGt/FhHrq8VOeskQVpHPwDJPsnYw==</latexit>

Q = Q0 and A = A0

<latexit sha1_base64="dQYcriVZG30gatTI0Lsxv8FT7jY=">AAADdXicZVLdbtMwFPZafkb524A7hGRRitCokmYXG+KGoQnBxAVDrNukpqoc57S15jiR7dCWKK/ALTwFD8IbcLmn4JbjNJNWdiTLn8+Pv3M+O8qkMLbX+7PWaF67fuPm+q3W7Tt3793f2HxwbNJcc+jzVKb6NGIGpFDQt8JKOM00sCSScBKd7bv4yVfQRqTqyC4yGCZsosRYcGadK+R5Ntpo97xeZfQqCGrQfvP7/P2vR9/OD0ebjUEYpzxPQFkumTGDoJfZYcG0FVxC2QpzAxnjZ2wCA4SKJWCGRdVsSTvoiek41biUpZX3ckXBEpMwO+1SBC7FVMgskgiLXcSsEtjxq2EhVJZbUHx5/ziX1KbUDUxjoYFbuUDAuBbYIuVTphm3KMsKsbvbpqk0ZavVoUxOUkyfJlSDZBbiFVant1F5EoGGuOtOcVfnEmKU4aJwG6XodGgMKJIGynDWJGEqpuE+AhTPRZmeVELSmZCSRkBNrnWaqxhFihbU36Ke59EtvxV+AftxVlcW9V4WmFAWGEcqCnOWZBLo1NrMvPb92Wzmpfj6EtjYQ3IfgVa+m2buv71o07SPpjC61PWoHrKmPFCfclscOIHLeluJ4KpC9d5a0TQT7gmdM4ZxyLnQvB0UYSzUpAhRP5hnOtgNXraD0Mk8L0v8jsH/n+8qON72gh1v53OvvfeOLG2dPCZPyQsSkF2yRz6QQ9InnEzJd/KD/Gz8bT5pPms+X6Y21uqah2TFmv4/B48g8g==</latexit>[

Figure 2: An overview of the Self-Refinement framework. The Self-Refinement framework
comprises three stages. First, we design multi-task fine-tuning to enhance the model’s instruction
generation capabilities. Next, we apply the Triangular Consistency principle to filter high-quality
instructions based on their scores. Finally, the selected data is used to refine the model. By using the
updated model and synthetic data as the starting point for the next iteration, the framework naturally
supports an iterative process.

million images accompanied by generated instructions, will be publicly released to facilitate
further research.

2 Method

In this section, we first define the task and present the overall framework, which consists of three
stages. We then detail each stage to demonstrate how the framework facilitates self-refinement in
VLMs. Finally, we show that the framework is flexible enough to support multi-round refinement.

2.1 Overall framework

Our primary objective is to enable VLMs to refine themselves by extracting supervisory signals from
an unlabeled image dataset Dunlabeled = {Ii | i = 1, 2, . . . , N}, where N denotes the number of
images. To achieve this, we utilize the VLM itself to generate Image-Question-Answer (IQA) triplets
for the unlabeled images, thereby constructing a synthetic dataset Dsynthetic = {(Ii, Qi, Ai)}. Here,
Ii denotes the image, Qi represents a question generated based on the content of the image, and Ai is
the corresponding answer to the question.

As illustrated in Figure 2, we propose a three-stage self-refinement framework. Our preliminary
experiments (Table 6) indicate that directly utilizing existing VLMs, such as LLaVA, struggles to
generate precise and diverse instructions (question-answer pairs). To address this, we introduce
a multitask learning objective in the first stage, incorporating an image-conditional instruction-
generation task. Next, a filtering process is applied to collect a refined data set Dfiltered, ensuring
high-quality supervisory signals. In the final stage, we retrain the VLM using this filtered dataset by
tuning the visual instruction.

2.2 Enhancing instruction generation

Although current VLMs exhibit strong visual understanding and perform well in answering visual
questions, they often lack the ability to generate rich and diverse instructions (e.g., question-answer
pairs). To address this limitation, we propose retraining the VLM to generate a synthetic instruction
tuning dataset Dsynthetic from an unlabeled image dataset Dunlabeled. For clarity, we denote the original
VLM as M (0) and the model after fine-tuning for instruction generation as M (0)

g .

Specifically, we modify the typical instruction tuning stage [2] by introducing three specific tasks:

• I→ QA: Given an image Ii, generate a corresponding question-answer pair (Qi, Ai).
Below is an example:

Human: For this image, what can be the instruction and answer pair?
VLM: Instruction: What object is the man holding above his head in the image?
Answer: The man is holding a skateboard above his head in the image.

3



• IQ→ A: Given an image Ii and a question Qi, predict the masked answer Ai. This task is
the typical instruction tuning task [1]. The following is an example:

Human: What other object is the person in the image holding or wearing?
VLM: The person is also holding or wearing a guitar around his neck.

• IA→ Q: Given an image Ii and an answer Ai, predict the masked question Qi. Here is an
example:

Human: Build the instruction based on the answer. Answer: Yes, the man in the
image appears to be in a band or a performer, as he is holding a guitar around
his neck and is in a location that could be a nightclub or performance venue.
VLM: Instruction: Does the man in the image appear to be in a band or a
performer?

Task I→ QA focuses on enhancing the model’s ability to generate instructions effectively. Tasks
IQ→ A and IA→ Q are aimed at improving data filtering in the subsequent stage by ensuring the
consistency and relevance of the generated question-answer pairs.

We preprocess the dataset [2] used in the instruction tuning of the original model M0 to create
training data suitable for these tasks. The templates to generate multi-task training data can be found
in Figure A2 of the Supplementary Materials. By organizing the training data in a way similar to an
instruction-tuning task, we can directly apply the training strategy used in visual instruction tuning.
Formally, the final multi-task loss function for this stage is defined as:

Lall = Lqa + La + Lq, (1)
where each loss term L corresponds to one of the tasks and is computed using the cross-entropy loss:

L = −
∑
t

logP (wt | Vinstruct, w<t) , (2)

where wt represents the target token at time step t. Vinstruct is the task-specific instruction including
the input information such as the image Ii, question Qi, or answer Ai, depending on the task.

2.3 Triangular consistency filtering

In this stage, we introduce the principle of Triangular Consistency to filter high-quality instructions
from the generated dataset. This principle is based on a simple hypothesis: robust instructions should
demonstrate consistency when any component of an image-question-answer (IQA) triplet is masked
and subsequently re-predicted. Specifically, for a given instruction triplet (Ii, Qi, Ai), where Qi, Ai

are generated by the VLMs:

• If we mask the answer Ai and let the same VLM predict it based on image Ii and question
Qi, the predicted answer A′

i should closely match the original Ai.
• Conversely, if we mask the question Qi and predict it using the image Ii and answer Ai, the

predicted question Q′
i should align with the original Qi.

According to the principle of triangular consistency, the predicted elements A′
i and Q′

i should be
consistent with the originals, Ai and Qi, respectively. To quantify this consistency, we define a
consistency score as:

S =
√

Sim(Qi, Q′
i)× Sim(Ai, A′

i), (3)

where Sim(Qi, Q
′
i) and Sim(Ai, A

′
i) represent similarity measures between the original and predicted

questions and answers, respectively.

In particular, in order to compute the similarity score across diverse types of question-answer pairs,
we have developed appropriate similarity metrics tailored to effectively handle each data type. For
single-sentence texts, we utilize a Sentence Transformer [22], while for longer texts, we employ
BERTScore [23]. When similarity can be precisely determined, such as in multiple-choice questions,
we apply fixed metrics by directly comparing the answers to assess the consistency score. In question-
answer pairs involving region descriptions and localization, we measure similarity by calculating the
Intersection over Union (IoU).

For each data type, we identify the top 20% of data exhibiting the highest triangular consistency
scores. These selected data points form a filtered synthetic instruction tuning dataset, Dfiltered, which
is then used to refine the VLMs.
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Figure 3: Causal modeling and understanding of involved data-generating processes. Panel (a)
presents causal relations among the language X , the semantic concept S, and the image Y . Panel (b)
summarizes the input-output relation of VLMs.

2.4 Instruction tuning & iteration

After obtaining the synthetic instructions about the unlabeled images, we merge this newly generated
data with the original seed dataset (e.g. llava_v1_5_mix665k used in LLaVA-1.5 [2]) as the final
training dataset. Then we finetune the VLM M (0) on this merged dataset to obtain the self-refined
VLM M1. The training strategy is the same as typical instruction tuning as shown in Equation 2.

We demonstrate that this three-stage process can be iteratively applied to enable continuous self-
refinement of the model. Starting with the initial VLM M (0) and an unlabeled image set D(0), we
execute the self-refinement procedure as outlined, producing an enhanced model M (1). In the next
iteration, we gather additional unlabeled data D(1) and repeat the process, treating M (1) as the new
base model. Through these repeated steps, the model is refined iteratively, resulting in M (2).

By iteratively repeating this process with the vast amount of unlabeled data available online, the model
can continually integrate real-world visual information from diverse image distributions. This iterative
approach drives progressive self-refinement, allowing the model to adapt to an ever-expanding range
of visual data. The self-refinement loop can continue until the VLM has learned from a sufficiently
comprehensive data distribution, encompassing most new images within its existing training domain.

3 Theoretical analysis

This section explores the self-refinement capability of VLMs from a causal perspective. Specifically,
we demonstrate that the language is selected by the semantic concept, and through which, eventually,
it serves as a cause of the image. We also present the theoretical foundation for the effectiveness of
our self-refinement framework.

3.1 Causal relations among language, image, and semantic concept

In order to see the causal relations between the language and the image, let us consider the roles
played by the semantic concept S as an auxiliary variable. Such a semantic concept is, in general,
regarded as a (latent) common cause of the observations for both image and text modalities [24, 25].
Here, we illustrate the asymmetric relationship between concepts and observations in image Y (with
pixels {Y1, Y2}) and text X (with words {X1, X2}). In this context, the semantic concept serves as a
selection mechanism for words rather than a common cause, considering the characteristics of natural
language. In particular, as illustrated in Figure 3 (a), the semantic concept serves as a selection for
language, i.e., {X1, X2} → S, and as a (latent) common cause for image, i.e., S → {Y1, Y2}.
Selection mechanisms indicate that samples are chosen based on specific criteria (e.g., only when
they meet certain principles) before being observed. Recent literature [26] in language processing
explores selection mechanisms, showing that language outputs are modulated by semantic concepts
specified in advance. Specifically, the semantic concept that the language needs to convey is a goal to
achieve, instead of a common cause for language. The key statistical difference between selection and
common cause lies in conditional independence. If a concept acts as a common cause, observations
(e.g., words) become more independent when conditioned on that concept. In contrast, selection
leads to the opposite effect. Clearly, when conditioned on certain topics, the relations of words would
be more dependent, indicating the selection instead of the common cause structure.
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Table 1: Comparison with advanced methods and baselines on 8 vision-language benchmarks.
Due to space limitations, the names of the benchmarks are abbreviated. LLaVAW: LLaVA-Bench (In-
the-Wild) [1]; MM-Vet [28]; MMEC: MME Cognition; MMB: MMBench [29]; MMBCN: MMBench-
Chinese; VQAv2 [30]; GQA [31]; SQAI: ScienceQA-IMG [32]. More evaluation results on additional
benchmarks are provided in Appendix C.1. Data: Number of Image–Instruction Pairs used during
visual instruction tuning. Recap-LLaVA-1.5 is obtained by using LLaVA-1.5 itself to caption one
million images and retraining on those new image–instruction pairs. For comparisons based on the
LLaVA-1.5 7B baseline, the best results are bolded and the second-best results are underlined.

Method LLM Data LLaVAW MM-Vet MMEC MMB MMBCN VQAv2 GQA SQAI

InstructBLIP Vicuna-7B 1.2M 60.9 26.2 - 36.0 23.7 - 49.2 60.5
IDEFICS-9B LLaMA-7B 1M - - - 48.2 25.2 50.9 38.4 -
Qwen-VL QWen-7B 50M - - - 38.2 7.4 78.8 59.3 67.1
Qwen-VL-Chat QWen-7B 50M - - 360.7 60.6 56.7 78.2 57.5 68.2
LLaVA Vicuna-1.5-7B 158K 63.0 26.7 247.9 34.1 14.1 79.0 - 38.5
LLaVA-1.5 13B Vicuna-1.5-13B 665K 70.7 35.4 295.4 67.7 63.6 80.0 63.3 71.6
SRF-LLaVA-1.5 13B Vicuna-1.5-13B 665K + 200k 73.5 37.7 334.2 68.6 64.0 81.3 65.1 72.2
LLaVA-1.5 7B Vicuna-1.5-7B 665K 63.4 30.5 316.1 64.3 58.3 78.5 62.0 66.8
Recap-LLaVA-1.5 7B Vicuna-1.5-7B 665K + 1M 63.3 29.9 321.3 66.1 58.5 79.2 62.5 69.01
SRF-LLaVA-1.5 7B Vicuna-1.5-7B 665K + 200k 66.9 33.1 331.8 66.3 59.2 79.6 63.35 67.72

3.2 Self-Refinement explanation

The input-output relations of a VLM can be summarized as generating the text X based on the
visual information Y and conditioned on a question Q, represented as P (X | Y ;Q). To simplify
the notation, we fix the question Q and use the shorthand P (X | Y ) in the following discussions
without ambiguity. The initial VLM models the mapping between Yold and Xold. To further refine the
VLM, we incorporate additional unlabeled images, Ynew, to improve the estimation of P (X | Y ). We
introduce the following mild assumptions, which are widely used in the causality theory [27]:

• Sufficiency and Independence. As shown in part (b) of Figure 3, the conditional distribution
P (Y | X), is defined by a deterministic function φ and an independent noise variable NY , such
that Y = φ(X,NY ) with NY ∼ P (NY ). Similarly, X is governed by an independent noise
variable NX with NX ∼ P (NX). The mechanism φ is irrelevant to the input distribution P (X).

• ANM and Decomposition. The Additive Noise Model (ANM) [33] assumes that the relationship
between X and Y can be expressed in the format of φ(X,NY ) = φ(X) +NY . We further posit
that the marginal distribution P (Y ) can be expressed as the convolution of two distributions:

P (Y ) = F ∗G =

∫
F (z)G(Y − z) dz, (4)

where F and G are component distributions. This decomposition is valid under conditions such as
NY being Gaussian and P (φ(X)) being indecomposable. The latter assumption is reasonable, as
X represents diverse textual data, making P (φ(X)) unlikely to be decomposable.

Both the independence-of-mechanism and ANM are standard functional assumptions that have been
extensively used to identify causal directions and to separate mechanisms from input distributions. In
our setting, they provide a principled reason why better estimating the image marginal P (Y )—via
additional unlabeled images Ynew—can improve our inference target P (X | Y ): the forward (causal)
model P (Y | X) is stable across changes in P (X), whereas the backward direction lacks such
invariance. Consequently, unlabeled images carry exploitable signal for refining P (Y ) and, through
Bayes’ rule, for improving P (X | Y ). We emphasize that Eq. (4) specifies the generative process
used for theoretical analysis and is not enforced during VLM training. While these assumptions
cannot be directly verified for modern VLMs, they are useful theoretical tools to capture plausible
structural properties and to derive interpretable insights.

Our goal is to estimate P (X | Y ) = P (Y |X)P (X)
P (Y ) . By incorporating unlabeled images Ynew, we can

refine the empirical estimate of P (Y ) with more observations. Since X is observed, improving the
estimate of P (Y | X) consequently improves our goal P (X | Y ).

Formally, under ANM assumptions, P (Y ) can be expressed as a convolution of the distributions of
φ(X) and NY . From the paired data (Xold, Yold), we can estimate the function φold and corresponding
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distribution P (φold(X)). Having estimates of both P (Y ) and P (φold(X)), we can identify the
noise distribution P (NY ) via deconvolution:P (NY ) = P (Y ) ∗ P (φold(X))−1. Due to the unique
decomposition of P (Y ), we can identify whether P (NY ) corresponds to F or G, and thus get the
true distribution P (NY ). This correction of P (NY ) can help obtain a better estimation of P (Y | X).

4 Experiments

4.1 Experimental settings

We adopted LLaVA-1.5 7B [2] as our baseline, which uses CLIP-Large [34] as visual encoder and
Vicuna-1.5 [35] as LLM. To rule out the possibility that our gains stem merely from more data or
longer training, we constructed an additional strong baseline, Recap-LLaVA-1.5, which uses the same
unlabeled images but replaces the Self-Refinement procedure with a straightforward self-annotation
pipeline: (i) starting from the same 1 M unlabeled images as SRF-LLaVA-1.5, we use a frozen
LLaVA-1.5-7B to generate one detailed caption per image; (ii) we retain all 1 M captions without
filtering and merge them with the original LLaVA-1.5 training set; and (iii) we fine-tune the model
using the identical training schedule as SRF-LLaVA-1.5.

Beyond the original training dataset llava_v1_5_mix665k used in LLaVA-1.5, we randomly
selected 2.8 million images from LAION [36] as the unlabeled image set to validate the self-
refinement ability. During fine-tuning on the merged dataset, we follow the standard LLaVA-1.5
instruction-tuning recipe. Specifically, we keep the vision encoder frozen and fine-tune both the
image-text projection layer and the LLM parameters. In the evaluation, we followed the setup of
LLaVA-1.5, which contains 8 benchmarks. For traditional VQA tasks, we used the VQAv2 [30],
GQA [31], and ScienceQA [32] datasets. For visual perception and reasoning tasks, we employed
MMBench [29], MMBench-Chinese [29], MME [37], and MM-Vet [28] benchmarks. To assess
visual dialogue ability, we utilized the LLaVA-Bench(In-the-Wild) [1] benchmark. Please note that
the goal of this work is to explore the self-refinement capability of VLMs without distilling knowledge
from other models like GPT-4V. Therefore, we did not incorporate such knowledge into our model
and did not conduct many comparisons with the methods using such models.

4.2 Implementation details

In the Enhancing instruction generation stage, we constructed the dataset using
llava_v1_5_mix665k as the seed. Specifically, we masked both the question (Q) and the
answer (A) in 50% of the data, only Q in 20%, and only A in the remaining 30%. For each task,
we randomly selected prompt templates combined with unmasked elements as inputs, with the
masked parts serving as ground-truth targets. Then we generate synthetic data from one million
unlabeled images and select the top 20% ones with higher Triangular Consistency scores. We design
a hybrid scoring approach suited to different instruction types. For shorter texts, we employed
UAE-Large-V1[22], a compact Sentence Transformer with only 335 million parameters, that
effectively compares single-sentence text similarity without introducing external knowledge. For
longer texts, since the performance of the Sentence Transformer diminishes, we opt for BertScore[23],
based on the bert-base-uncased model, as it provides robust discriminative capabilities for lengthier
text comparisons. To ensure fair comparisons with baseline, we adopted a head-to-head setup by
using the same base language model and prompts as LLaVA-1.5. Also, we adhered strictly to the
prompt templates and data preprocessing methods utilized by LLaVA-1.5. The specific calculation
procedure for Triangular Consistency scores is provided in Section B of Supplementary Materials.

4.3 Quantitative evaluation

We evaluated our framework alongside advanced VLMs, the baseline LLaVA-1.5 and the strong
baseline SRF-LLaVA-1.5 on 8 benchmarks. Overall, our framework offers consistent improvements
over LLaVA-1.5 on most of the benchmarks. For instance, in traditional VQA tasks—including
VQAv2 and GQA, our model outperformed LLaVA-1.5 by an average of 1.22%. For visual perception
and reasoning tasks such as MMBench, MM-VET, and LLaVA-Wild, we achieved improvements of
2.1%, 1.7%, and 3.5%, respectively. Although Recap-LLaVA-1.5 shows only small gains on most
benchmarks, SRF-LLaVA-1.5 improves them much more. This suggests that SRF-LLaVA-1.5’s
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LLaVA-1.5:The ending of this movie is not provided, as it is a scene from a movie or a TV show. However, it is likely that the couple will 

continue their adventure, as they are already on a boat and enjoying their time together.

Ours:The ending of the movie Titanic is well-known, as it is a classic romantic drama. In the film, the main characters, Jack and Rose, are 

on a ship called the Titanic. They fall in love and share a memorable night together on the deck of the ship. However, as the ship encounters 

an iceberg and begins to sink, Jack sacrifices his life by giving Rose a chance to survive by jumping into the icy water. The movie ends with 

Rose being rescued and the sinking of the Titanic. The emotional impact of the film and the tragic ending have made it a beloved classic 

and a symbol of love and sacrifice. 

Question: What’s the ending of this movie?

LLaVA-1.5: The image features a painting of a dog wearing a Renaissance-style dress, giving it a human-like appearance. The dog is sitting 

in a chair, looking directly at the viewer. The painting is quite detailed, capturing the dog‘s facial expression and the intricate design of the 

dress. In the background, there is a person partially visible on the left side of the painting. The overall scene is quite captivating and unique, 

as it combines the artistic style of the Renaissance with the subject matter of a dog.

Ours: The image features a painting of a dog dressed in a Renaissance-style outfit, resembling a woman. The dog is wearing a long dress 

and a hat, giving it a unique and artistic appearance. The painting is set in a landscape with a mountainous background, adding to the overall 

ambiance of the scene. The dog is positioned in the center of the painting, with its hands resting on its lap, as if it were a human. The 

painting captures the dog's unique and creative portrayal, making it an interesting and eye-catching piece of art.

Question: Describe this photo in detail.

Figure 4: Two comparison examples between our SRF-LLaVA-1.5 and LLaVA-1.5 in visual chat.
Red highlights indicate factual errors or irrelevant content in the response, while green highlights
emphasize image details critical for providing an accurate answer.

Table 3: Evaluations on MoblieVLM Baseline

Method LLM GQA SQAI VQAT POPE MMEP MMB

MobileVLM MobileLLaMA-1.4B 56.1 57.3 41.5 84.5 1196.2 53.2
SRF-MobileVLM MobileLLaMA-1.4B 58.1 59.8 43.3 85.3 1220.3 56.1

advantage comes mainly from the Triangular Consistency principle, which enhances self-refinement,
rather than from training on extra data.

Table 2: Training time compari-
son between LLaVA-1.5 and SRF-
LLaVA-1.5.

Model Total wall-clock time GPU-hours
LLaVA-1.5 7 h 56
SRF-LLaVA-1.5 12 h 96

Training cost analysis. At inference time, SRF-LLaVA-
1.5 and LLaVA-1.5 are identical in parameter count and
therefore require the same FLOPs and GPU memory. Dur-
ing training, however, SRF-LLaVA-1.5 processes a larger
number of images, leading to a longer training duration. Ta-
ble 2 compares the total wall-clock times of SRF-LLaVA-1.5
and LLaVA-1.5, both trained on a cluster equipped with 8
NVIDIA H100-NVL GPUs (96 GB each). The refinement procedure costs approximately 40 ad-
ditional GPU-hours (≈0.7×), which we report explicitly to inform practitioners of the trade-off
between accuracy and computational expense.

4.4 Qualitative evaluation

In this section, we illustrate how our self-refinement framework enhances the real-world visual
dialogue capabilities. Figure 4 presents two representative examples.

Enhanced World Knowledge. For the first example in Figure 4, our model correctly identifies the
individuals in the image as the protagonists of the movie Titanic and accurately describes the film’s
ending, whereas the original LLaVA-1.5 fails to do so. Though no external information is involved,
our framework can use the consistency principle to filter possible errors and do the refinement.

Improved Generalization Ability. For the second example, our model generates a description that is
significantly more detailed and accurate than that of LLaVA-1.5, without exhibiting hallucinations.
We attribute this improvement to the exposure to a wider variety of visual scenes and objects provided
by the unlabeled images. By learning from these diverse visual features during training, the model
enhanced its ability to recognize and represent them.

4.5 Ablation studies

Does Self-Refinement Generalize Across Different Scales and Architectures of VLMs? Yes. To
assess the generalization of our Self-Refinement framework across VLMs with different parameter
scales and architectures, we conducted experiments on MobileVLM-1.7B [38], QWen2.5-VL 3B [39],
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Table 4: Evaluations on QWen2.5-VL Baseline

Method LLM MMMU MMMU Pro MathVista MathVision MMStar MMB

Qwen2.5-VL Qwen2.5-3B 53.1 31.6 62.3 21.2 55.8 81.5
SRF-Qwen2.5-VL Qwen2.5-3B 55.0 31.9 64.7 23.3 56.5 80.8

and LLaVA-1.5 13B using an identical dataset and training pipeline. For MobileVLM and QWen2.5-
VL 3B, we followed their original configurations and, for each model respectively, evaluated SRF-
MobileVLM and SRF-QWen2.5-VL on six benchmarks selected from their official evaluation suites.
For LLaVA-1.5 13B, we mirrored the experimental setup used for LLaVA-1.5 7B. As shown in Table 3
and Table 4, SRF delivers consistent improvements in all baselines, indicating that self-refinement is
generalized across various VLM architectures. In particular, as shown in Table 1, SRF-LLaVA-1.5
13B exceeds LLaVA-1.5 13B in all 8 benchmarks, demonstrating effectiveness at larger parameter
scales.

Table 5: Ablation study on Framework Itera-
tion, Consistency Criterion, Selection Thresh-
old. Complete results are provided in Table A3 of
Supplementary Materials.

Ablations Patterns GQA SQAI MM-Vet LLaVAW

SRF-LLaVA-1.5 Default 63.35 67.72 33.1 66.9
LLaVA-1.5 Baseline 62.00 66.8 30.5 63.4
Multi-Round Round-2 63.25 67.77 33.9 67.7
Consistency Bottom 20% 62.85 66.70 30.4 64.4

Threshold

Top 5% 62.90 67.48 32.4 63.6
Top 20% 63.35 67.72 33.1 66.9
Top 50% 63.02 68.77 30.4 62.8
Top 80% 62.9 67.03 29.1 64.0

Top 100% 62.87 67.48 30.7 63.7

Can Multiple Iterations Lead to Better Per-
formance? Yes. As shown in Table 5, Round
2 performance was comparable to Round 1
on GQA and SQA, with noticeable improve-
ments on MM-Vet and LLaVA-Bench. How-
ever, the overall improvement in Round 2
was smaller. We hypothesize this satura-
tion stems from the finite exploitable signal
that unpaired images provide about the un-
derlying image distribution; once largely dis-
tilled, subsequent iterations yield diminishing
returns. Nevertheless, a second round still
produced measurable gains, implying that a
single pass does not fully harvest the avail-
able signal. Round 2 exhausted all our
collected images, suggesting that further performance gains would require additional data.

Table 6: Evaluations of GPT-4o accuracy, Type-
Token Ratio (TTR), and Distinct-2 on the gen-
erated QA pairs from SRF-LLaVA, baseline
LLaVA, and LLaVA with in-context learning.

SRF-LLavA 7B LLaVA-1.5 7B
Metrics 0-shot 0-shot 1-shot 5-shot
Acc(%) 85.3 73.9 79.2 63.6
TTR 0.1144 0.0888 0.0775 0.0692

Distinct-2 0.4790 0.3216 0.3075 0.2737

Does the Self-Refinement Framework Pro-
duce Better Instructions? Yes. Table 6
compares QA pairs generated by our Self-
Refinement framework against those from
prompted original LLaVA-1.5, evaluating GPT-
4o accuracy and diversity metrics (TTR [40] and
Distinct-2 [41]) on 1000 samples. Our model
demonstrates clear advantages over prompted
LLaVA-1.5, achieving superior accuracy and di-
versity. This indicates that explicitly training a
dedicated model for instruction generation ef-
fectively improves QA pair quality, particularly in diversity.

How does Triangular Consistency Principle work? To evaluate the effectiveness of the Triangular
Consistency Filtering stage, we conducted two comparisons: (1) between the retained and excluded
QA pairs after filtering and (2) by altering the filter criterion from the top 20% to the bottom 20%.
Table 7 presents both quantitative and qualitative evaluations of the retained versus excluded synthetic
data subsets. For the quantitative analysis, we used GPT-4o to evaluate 1,000 samples from each
subset. We also conducted a human study with 12 volunteers, each of the 100 samples reviewed
by 3 volunteers. The results confirm that the retained subset significantly outperforms the excluded
subset. Qualitative comparisons of the QA pair samples at the bottom of Table 7 further emphasize
the superior quality of data selected by the Triangular Consistency Principle. Additionally, as shown
in the “Consistency” group of Table 5, training the model on the lower 20% (ranked with consistency
score) of synthetic data resulted in a performance decline compared to SRF-LLaVA-1.5 (which using
top 20%), further validating the effectiveness of Triangular Consistency. More experimental details
on Triangular Consistency Filtering can be found in Section C of Supplementary Materials.

How do Different Instruction Types Influence Performance?
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Table 7: Quantitative and Qualitative Analysis of Retained
and Excluded QA Pairs. We evaluate the quality of the gener-
ated QA pairs through both GPT-4o assessments and a human
user study. Additionally, we present an example to qualitatively
compare the consistency between the Original and Recovered
QA pairs.

Type Evaluation / Examples

Quant.
Subset GPT Human

Retained 85.3 89.0
Excluded 59.9 83.0

Qual.

Subset Original QA Recovered QA

Retained

Q: What is the color of the
painting displayed in the im-
age?
A: The painting displayed in
the image is a blue picture.

Q’: What color is the picture
displayed in the image?
A’: The color of the painting
displayed in the image is blue.

Excluded

Q: What is the setting of the
image?
A: The setting of the image is
indoors, with the person using
a green case in a white room.

Q’: What is the setting of the
image?
A’: The setting of the image is
outdoors, with the person hold-
ing the small case or container
outside.

To further investigate which data
types have the greatest impact on
model performance, we replaced the
filtered synthetic data with different
subsets of data categories. Specifi-
cally, we retained only five types in-
cluding VQA (Visual Question An-
swering), Visual Chat, REG&REC
(Region Expression and Recog-
nition), Caption, and Multiple-
Choice/Judgment, and retrained
LLaVA-1.5 exclusively on these
subsets to observe any changes
in downstream performance. As
shown in Figure 5, different instruc-
tion types yield corresponding im-
provements, with captioning tasks
contributing the most overall en-
hancement. Please refer to Section
C of Supplementary Materials for
comprehensive comparisons, statis-
tical details on the distribution of
generated instructions, and further
experiments on the impact of different instruction partitions.
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Figure 5: Ablation study on specific synthetic
data types. The numbers denote the percentage
increase compared to LLaVA-1.5.

How Much Data is Required? More data of-
fers additional information but also introduces
more noise. We investigated the impact of vary-
ing the threshold of the triangular consistency
score used to screen high-quality synthetic data.
Specifically, we combined synthetic data with
scores ranking in the top 5%, 20%, 50%, 80%,
and 100% (i.e., without filtering and detailed
captions) with the LLaVA-1.5 665k dataset to
form the new training set, as illustrated in Ta-
ble 5. The results indicate that model perfor-
mance improves across all thresholds. However,
the best overall performance is achieved when
using the top 20% threshold.

5 Conclusion

In this work, we explored the self-refinement capability of Vision-Language Models (VLMs) through
a framework grounded in the Triangular Consistency principle. Our results demonstrate that this
self-refinement ability can be effectively activated, enabling VLMs to autonomously generate and
leverage high-quality supervision from unlabeled data. We further provided a causal explanation
for this phenomenon, showing how the model’s ability to infer missing modalities supports its
internal consistency and learning dynamics. Empirical evaluations confirm that our framework
consistently improves baseline performance without external supervision, highlighting the potential
of self-refinement as a pathway toward autonomous and continually improving multimodal intelli-
gence. Limitations: Although our approach successfully demonstrates self-refinement, the model’s
improvement diminishes when the newly introduced images closely align with the distribution of
the model’s existing training data. Societal Impact: By enabling self-improvement from unlabeled
images, our framework can reduce reliance on expensive and labor-intensive human annotations and
help democratize access to high-performance VLMs, particularly in low-resource settings. However,
learning from model-generated synthetic data risks reinforcing or amplifying biases and hallucina-
tions present in the pretrained model, and the absence of human-in-the-loop oversight can make
unintended behaviors harder to trace or audit.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract accurately reflect our contributions.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations of this work in Section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide complete experimental details in Appendix B. In addition, the full
code for our main experiments has been open-sourced in an github repository (the link is
given in Abstract.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide an github link to the code and describe how to reproduce the
experimental results in the README file of the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We describe the complete experimental details and hyperparameter choices in
Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the error bars of our main experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the computational resource requirements of our proposed method in
Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research aligns with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss both potential positive societal impacts and negative societal
impacts of our framework in Section 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The code and datasets used in the paper are publicly available and properly
credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.

20



• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have provided detailed documentation for our open-source code.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

21

paperswithcode.com/datasets


• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This paper does not involve LLMs as any important, original, or non-standard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Work

Vision Language Models. Vision-Language Models (VLMs) leverage large datasets to learn joint
representations of visual and linguistic information. These models commonly employ training
frameworks such as contrastive matching [42, 43, 44, 45, 46, 47, 48, 49], cross-modal genera-
tion [50, 51, 52, 53, 54, 55, 56, 57], or a combination of both. Key examples include contrastive
frameworks like CLIP [58] and ALIGN [59] which synchronize text and image representations
through contrastive objectives. Conversely, the cross-modal generation approach, exemplified by
works such as VirTex [50] and VisualBERT [52], emphasizes generative tasks like captioning or
masked content reconstruction for learning representations. Additionally, the emergence of large
language models has significantly enhanced the capabilities of multimodal systems. These meth-
ods [12, 1, 2, 4, 6, 13, 60] integrate and expand upon this rich multimodal knowledge by aligning
the pre-trained LLMs with the visual modality.

Visual Instruction Tuning with Synthetic Data. To address the high costs and complexities of
acquiring copyrighted visual instruction data, recent approaches [8, 9, 10, 11, 61, 62] have advocated
for the use of synthetic data in model training. These methods typically utilize advanced VLMs
such as GPT4V [12] to analyze requirements, generate detailed captions or instructions, and assess
synthetic data quality. For instance, ShareGPT4V [8] and LLaVA-Next [9] employ GPT4V to
produce captions and instructions, respectively, while MLLM-DataEngine [11] focuses on identifying
model weaknesses and generating instructions with specific targeting. While these methods enhance
performance, they encounter two major limitations tied to the reliance on advanced VLMs: firstly,
high-quality VLMs often come with restrictive usage limits and high costs; secondly, as models
evolve, sourcing superior teacher models for effective data annotation becomes increasingly difficult.

Self-Refinement of LLMs. While discussions on VLMs’ self-refinement are limited, debates about
LLMs’ self-refinement persist. These methods fall into two categories: extrinsic and intrinsic self-
refinement. Extrinsic methods utilize feedback from external sources, such as evaluation models [20,
19, 63, 21, 64] or interactions with humans or tools [65, 66, 67, 68]. More related to this work
is the intrinsic self-refinement [69, 18, 70, 71, 72], which utilizes the model’s capabilities without
external feedback. For instance, Self-Refine [69] employs the in-context learning of LLMs to generate
and iteratively correct instructions using seed examples. Sun et al. [15] apply templates and text-
based rules for instruction selection, while IoE Prompt [72] uses carefully designed prompts for
self-correction through re-inference. However, applying these methods to VLMs presents significant
challenges. Multiple inferences [72] and multi-example in-context learning [69] are resource-intensive
with images. In addition, the use of image modality means that sample templates or text-only rules,
which only focus on textual quality without considering alignment, are less effective.

B More Implementation Details

In this section, we present some key implementation details of the Self-Refinement Framework to
facilitate a better understanding of its mechanisms.

B.1 Templates for Generating Multi-Task Training Data

We provide the prompts used to generate multi-task training data. During the training phase of
Enhancing Instruction Generation, we transform the original training data from the LLaVA-1.5
database, llava_v1_5_mix_665k, into data suitable for multi-task training by setting specific
prompt templates. Specifically, for the Image-Question-Answer (IQA) data triples in original dataset,
we established the following task types: I→ QA, IQ→ A, and IA→ Q.

For the IQ→ A task, we use the original data without modification. For the I→ QA and IA→ Q
tasks, we prepend a randomly selected prompt to the inputs to assist the VLM in more accurately
aligning the instructions with the respective downstream tasks. Additionally, we have also redesigned
the system prompts used by the VLM due to changes in training tasks. The complete prompts used
for training are detailed in Figure A1.
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System Prompt

• You are a visual-language assistant. You will be given one of the three kinds of tasks with
specified task type. Complete the task by generating a response.

Prompts for I→ QA Instructions

• Generate the instruction and answer pair corresponding to the image.
• Build the instruction and answer pair for this image.
• What can be the question and answer pair corresponding to the image?
• For this image, what can be the instruction and answer pair?
• Given the image, generate the question and answer pair.
• Can you generate the question and answer pair for this image?

Prompts for IA→ Q Instructions

• Generate the instruction based on the answer.
• Build the instruction based on the answer.
• What can be the instruction for the answer?
• What’s the question for this answer?
• For the response, what can be the instruction?

Figure A1: The list of prompts for Enhancing Instruction Generation. Given that IQ→ A task
is the same as typical instruction tuning, We provide the system prompt and template prompts for I
→ QA, and IA→ Q tasks. Notably, we do not enforce any particular question–answer type. The
prompts simply ask the model to generate a question and its answer. The distribution of generated
QA types is therefore emergent

B.2 Similarity Calculation across Diverse Data Types

We demonstrate detailed information on the similarity indices designed for different types of data
during the Triangular Consistency Filtering stage. We process various types of question-answer
data generated during the previous stage and flexibly adjust the similarity calculations based on data
characteristics, as follows:

• To assess text similarity, we use either Sentence Embedding or BertScore. As detailed
in Section 2.3, we separately calculate the similarities of questions (Q,Q′) and answers
(A,A′), then compute their geometric mean. For Visual Question Answering (VQA) data,
we employ Sentence Embedding for both questions and answers. In contrast, for Visual Chat
data with longer answers, we apply Sentence Embedding to questions and use BertScore for
answers, as it performs better with extended texts.

• When similarity values can be precisely calculated, we compute them directly using specific
metrics. For example, in Region Description (REG) and Recognition (REC) data involving
a region description query (Q) and corresponding coordinates (A), or vice versa, we use
Intersection over Union (IoU) to measure the similarity of region coordinates. The similarity
of region descriptions is calculated using Sentence Embedding, and we take the geometric
mean of both similarities. Similarly, for multiple-choice and true-false data consisting of
only a question and an answer, we do not compare question similarity since the same answer
might correspond to different questions. Instead, we check if the answer remains the same
before and after reconstruction; if identical, the similarity score is 1; otherwise, it is 0.
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VQA
Question: What is the color of the man’s shirt? Answer the question using a single word or
phrase.
Answer: Blue

Visual Chat
Question: Why might each of the three shots in this photograph be taken?
Answer: Each of the three shots in the photograph captures a different high angle angle
and side view of a man wearing a suit and tie, possibly for a wedding, as one of the angles
suggests. These shots might be taken to showcase the suit, tie, and overall look from different
angles and perspectives, providing a more comprehensive and visually appealing coverage of
the desired outfit. The variations in camera angles also provide a sense of uniqueness and
individuality, helping the viewer better understand the significance of the clothing and the
overall attire being presented.

REG & REC
Question: Please provide the bounding box coordinate of the region this sentence describes:
the mans right arm.
Answer: [0.82, 0.83, 0.97, 0.98]
Question: Please provide a short description for this region: [0.67, 0.78, 0.8, 0.93].
Answer: Two buttoned up shirts.

Caption
Question: Provide a one-sentence caption for the provided image. Reference OCR token:
Book, BEST
Answer: A poster of a smiling cartoon character in a white and blue shirt with the words best
at the bottom of the photo.

Multiple-Choice & True-False
Question: What kind of bag is shown? A. backpack B. tote C. purse D. briefcase Answer
with the option’s letter from the given choices directly.
Answer: B
Question: Is there a balcony in the picture? Answer the question using a single word or
phrase.
Answer: Yes

Figure A2: The list of Q-A pairs of different types. The parts marked in orange are fixed prompt
templates, which are not included in similarity calculations.

• For data where the questions are in a fixed format, we only compute the similarity of the
answers. For example, for Caption data, which includes an instruction (Q) and its corre-
sponding image description (A), we focus solely on the similarity of the image descriptions.
This is because the instructions primarily contain hints and OCR tokens without significant
meaning.

To fairly treat different types of data, we select the top 20% of data from each category. Additionally,
to prevent the similarity calculations from being influenced by repeated instruction templates, we
exclude all fixed-format instructions. Examples of each data type are shown in Figure A2.

B.3 Hyperparameters

To ensure a fair comparison, we adopted a head-to-head setup by using the same base language model
and prompts as LLaVA-1.5. The training hyperparameters were consistent with those of LLaVA-1.5:
an initial learning rate of 2 × 10−5 and a batch size of 128. Most of the training (including all
ablation studies) was conducted on 8 NVIDIA A100 GPUs, with both the first and third stages
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each taking approximately 20 hours. For evaluation, we compared our SRF-LLaVA-1.5 against the
original LLaVA-1.5. We adhered strictly to the prompt templates and data preprocessing methods
utilized by LLaVA-1.5. Decoding was performed using greedy search to maintain consistency and
reproducibility in our results.

B.4 Training Details of Other Baseline VLMs

The merged dataset for MobileVLM consists of (i) samples generated by MobileVLM itself through
our self-refinement loop on the 1M unlabeled images, and (ii) its original supervised training set. For
QWen2.5-VL, since its original training set is not publicly available, we follow the official repository’s
recommendations by combining our self-refinement dataset with the officially suggested datasets [73]
(nyu-visionx/Cambrian-10M, lmms-lab/LLaVA-NeXT-Data, FreedomIntelligence/ALLaVA-4V, and
TIGER-Lab/VisualWebInstruct) and subsequently perform SFT on the combined corpus.

B.5 Pseudo Code

Algorithm A1 Iterative Self-Refinement

1: Input: M0 . . . initial VLM
2: D0 . . . human-labeled (I,Q,A) dataset
3: U . . . unlabeled images
4: K . . . number of refinement rounds
5: for k = 1 to K do

▷ —– iterative self-refinement —–
Stage 1 – Multi-task fine-tune (caption, VQA, instruction)

6: Mgen
0 ← TRAIN(M0, D0)

7: S ← { (I,Q,A) produced by Mgen
0 for every I ∈ U }

8: S′ ← { (I,Q′, A′) | Q′ ←Mgen
0 (I,A) ∧ A′ ←Mgen

0 (I,Q) }
Stage 2 – Generate & filter synthetic IQA

9: for all (I,Q,A) ∈ S and (I,Q′, A′) ∈ S′ do
10: if Q = Q′ and A = A′ then
11: F ← (I,Q,A)
12: end if
13: end for

Stage 3 – Instruction tuning with filtered data
14: D1 ← D0 ∪ F
15: M1 ← TRAIN(M0, D1) ▷ instruction-only objective
16: end for
17: return M

As shown in Algorithm A1, we provide the pseudo code for the core algorithm of our SRF-LLaVA-1.5.
This pseudo code serves as a high-level description of the algorithm’s workflow, outlining its core
computational steps and logical structure.

C More Quantitative Results

C.1 Evaluation on More Challenging Benchmarks
Table A1: Comparison on more chal-
lenging benchmarks. For both LLaVA-
1.5-7B and SRF-LLaVA-1.5-7B, we ob-
tained the results through local evalua-
tion using VLMEvalKit.

Model MMMU MMMU Pro
Baseline 34.7 17.6
After refinement 36.6 18.3

To evaluate whether our method generalizes to more chal-
lenging benchmarks, we further assess SRF-LLaVA-1.5
7B and LLaVA-1.5 7B on MMMU and MMMU-Pro. The
results are shown in Table A1.

C.2 Ablation Results on More Benchmarks

This section presents the complete ablation study data conducted within the Self-Refinement Frame-
work. We examined the impact of various factors on the framework’s performance, including the
number of framework iterations, the selection of consistency criteria, the setting of filtering thresholds,
and the adjustment of data distribution. As shown in Table A2, we observed the following phenomena:
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Table A2: Complete ablation study results on Framework Iteration, Consistency Criterion,
Selection Threshold, and Data Partition. LLaVAW: LLaVA-Bench (In-the-Wild) [1]; MM-Vet [28];
MMEC: MME Cognition [37]; MMB: MMBench [29]; MMBCN: MMBench-Chinese; VQAv2 [30];
GQA [31]; SQAI: ScienceQA-IMG [32].

Ablations Patterns LLaVAW MM-Vet MMEC MMB MMBCN VQAv2 GQA SQAI

SRF-LLaVA-1.5 Default 66.9 33.1 331.8 66.3 59.2 79.6 63.35 67.72
LLaVA-1.5 Baseline 63.4 30.5 316.1 64.3 58.3 78.5 62.0 66.8
Multi-Round Round2 67.7 33.9 335.0 66.3 60.3 79.52 63.25 67.77
Consistency Lower Score 64.4 30.4 337.5 66.0 60.3 79.19 62.85 66.7

Partition
without long caption 64.8 30.1 321.4 66.3 60.2 79.41 63.27 67.03
LLaVA-1.5 partition 62.2 30.2 282.1 66.8 60.0 79.42 63.17 68.12

Threshold

top 5% 63.6 32.4 337.5 65.8 61.2 79.34 62.9 67.48
top 20% 66.9 33.1 331.8 66.3 59.2 79.6 63.35 67.72
top 50% 62.8 30.4 319.3 67.1 60.9 79.44 63.02 68.77
top 80% 64.0 29.1 316.4 66.5 60.4 79.33 62.9 67.03

top 100% 63.7 30.7 312.5 65.4 59.4 79.35 62.87 67.48

Table A3: Consistency score between reference and candidate answers.

Type Answer Similarity
Ref The answer is an apple. –

Cand1 The answer is an orange. 0.79
Cand2 The answer happens to be an apple. 0.98
Cand3 An apple is the correct answer. 0.94

Improved Performance with Additional Iterations With more iterations, the model’s performance
improves. The Round-2 model slightly surpasses SRF-LLaVA-1.5 on 5 benchmarks and is comparable
on others, achieving an average improvement of 0.4% across all benchmarks (excluding MME-C due
to unnormalized values, and keeping this setting for all following discussions). The performance gain
is more significant on real-world visual chat benchmarks than on traditional VQA tasks, suggesting
that supervisory information from unlabeled images in the new distribution benefits real-world
dialogue scenarios.

Preserving Data Distribution and Detailed Captions Improves Performance Maintaining
the original distribution of synthetic data, along with detailed captions, enhances self-refinement
performance. Adjusting the data distribution to match that of the LLaVA-1.5 training set causes a
slight performance drop. Likewise, removing all long-caption data decreases performance.

Impact of Filtering Threshold The filtering threshold affects model performance. A 20% threshold
yields the best results among thresholds of 5%, 20%, 50%, and 80%, suggesting the importance of
balancing data quality and quantity. Even without filtering (threshold of 100%), the model shows
some performance improvement (about 0.73%). This indicates that the VLM can learn supervisory
information from new images, even with low-quality synthetic annotations.

C.3 Effectiveness of Consistency Score Measurement

We used to explore several consistency score measurements, including RoBERTa and Vicuna1.5,
which yielded lower accuracy and higher costs, so we adopted the current method. Specifically,
we employ Sentence Transformer for shorter sentences, while for longer sentences or paragraphs,
we utilize BertScore, ensuring an optimal balance between evaluation accuracy and computational
efficiency. Table A3 presents consistency scores for sentence meaning shifts due to word changes.
The score is notably lower when the factual word “apple” changes to “orange.”
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Figure A3: The comparison between the data distributions of synthetic data and LLaVA-1.5
training dataset.

Table A4: Complete ablation study results on specific synthetic data types. Each value in the
Data Partition column corresponds to retaining only the indicated synthetic–data type.

Data Partition LLaVAW MM-Vet MMEC MMB MMBCN VQAv2 GQA SQAI

Add VQA 68.7 31.1 322.5 65.8 59.5 79.28 63.12 69.66
Add Caption 63.5 33.0 326.4 67.2 61.4 79.20 62.90 70.10
Add Visual Chat 69.5 32.8 335.4 66.4 60.5 79.27 62.35 68.82
Add REG&REC 68.4 33.0 287.9 66.6 59.5 79.20 62.45 68.62
Add True-False/Multiple-Choice 66.5 32.0 309.3 66.8 59.0 79.09 62.49 67.92

C.4 Data Types Investigation

This section presents the complete results of ablation studies on specific synthetic data types. This
experiment aims to comprehensively assess the impact of integrating different data types on the
Self-Refinement performance of VLMs.

Figure A3 illustrates the proportional differences in distribution between our synthetic data and the
original LLaVA-1.5 data. Compared to the original distribution, our synthetic data is more balanced,
without categories that are excessively underrepresented.

As shown in Table A4, we retained data solely from five types: VQA (Visual Question An-
swering), Visual Chat, REG&REC (Region Expression and Recognition), Caption, and Multiple-
Choice/Judgement tasks, and tested the performance of VLMs when re-instructed to fine-tune on
these filtered data distributions. The results indicate that the VLM generally shows performance
improvements in the training sets corresponding to the integrated data types. For instance, the
VLM integrated with VQA data outperformed others on the VQAv2 and GQA datasets. However,
this trend is not without exceptions. For example, after integrating multiple-choice data, the VLM
did not surpass the performance achieved with other data types on the ScienceQA and MM-Vet
benchmarks, which are also multiple-choice in nature. Moreover, the integration of Visual Chat data
resulted in the highest average performance improvement of 2.3%, while the performance gain from
Multiple-Choice/True-False data was the least. This could be due to Visual Chat data containing
richer image features compared to other types, thus providing more supervisory information during
the fine-tuning phase.

C.5 Ablation Study on Alternative Masking Ratios for QA pairs

Pilot results suggested limited sensitivity to the exact Q/A masking split, so we
used a balanced 50/30/20 (Q-mask/A-mask/None). To verify this, we retrained
Multitask-LLaVA-1.5 with two alternatives: Q-heavy (60/20/20) and A-heavy (40/40/20).
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Table A6: Comparison with advanced methods and baselines on 8 vision-language benchmarks
with error bar. Note: SRF-LLaVA-1.5 results are reported as mean ± standard deviation over three
independent fine-tuning runs with identical hyperparameters and random seeds.

Method LLM Data LLaVAW MM-Vet MMEC MMB MMBCN VQAv2 GQA SQAI

LLaVA-1.5 7B Vicuna-1.5-7B 665K 63.4 30.5 316.1 64.3 58.3 78.5 62.0 66.8
Recap-LLaVA-1.5 7B Vicuna-1.5-7B 665K + 1M 63.3 29.9 321.3 66.1 58.5 79.2 62.5 69.01
SRF-LLaVA-1.5 7B (mean ± std) Vicuna-1.5-7B 665K + 200K 67.2 ± 0.62 33.1 ± 0.06 332.0 ± 0.21 66.4 ± 0.16 59.1 ± 0.12 79.6 ± 0.03 62.4 ± 0.25 68.2 ± 0.35

Table A5: Masking configurations and results (Accuracy,
Type-Token Ratio, and Distinct-2).

Mask Type Mask Q&A Mask Q Mask A Acc(%) TTR Distinct-2
Original 50% 20% 30% 85.3 0.1144 0.4790
More Balanced 33% 33% 33% 87.7 0.0995 0.4381

Then, in Stage 1, generated QA
pairs for 1,000 unlabeled images
and evaluated their accuracy and
diversity: Acc↑ (GPT-4o judged
image–QA consistency), TTR↑
(type–token ratio), and Distinct2↑
(unique bigrams ratio). As shown in Table A5, all strategies yield comparable results; we therefore
keep 50/30/20 for simplicity and reproducibility.

C.6 Error Bars in the Main Experimental Results

We have repeated the entire instruction-fine-tuning phase of SRF-LLaVA three times, each time using
identical hyperparameters, the same random seed, and the same training-dataset order. The resulting
mean ± standard deviation across the three runs has been reported in Table A6.

D More Qualitative Results

Figure A4: More qualitative examples of our SRF-LLaVA-1.5 and LLaVA-1.5. In all three
examples, SRF-LLaVA-1.5 provides more detailed and instruction-aligned responses compared to
LLaVA-1.5. Red highlights indicate factual errors or irrelevant content in the response, while green
highlights emphasize image details critical for providing an accurate answer.

In this section, we present a series of qualitative results to intuitively compare the differences between
SRF-LLaVA-1.5 and the original LLaVA-1.5.

Improvements in Model Capabilities From these analyses, we observed several enhancements
in our model. As mentioned in Section 4.4, SRF-LLaVA-1.5 exhibits enhanced detail recognition,
capturing more subtle features in images than LLaVA-1.5; and possesses richer world knowledge,
successfully identifying artists and interpreting underlying meanings in artworks, as shown in
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Figure A5: Failure cases. Both SRF-LLaVA-1.5 and LLaVA-1.5 fail to correctly understand the
implications of the meme. Red highlights indicate factual errors or irrelevant content in the response,
while green highlights emphasize image details critical for providing an accurate answer.

Figure A4. In addition to the aforementioned capabilities, we have also observed that SRF-LLaVA-
1.5 demonstrates superior instruction-following capabilities, allowing it to flexibly adjust its responses
based on different types of prompts. For instance, in the second example of Figure A4, the user’s
instruction is to introduce the character "Joker." While LLaVA-1.5 continues to focus on describing
the image content, our SRF-LLaVA-1.5 provides a comprehensive summary of the Joker as per the
user’s request, without being confined to the content displayed in the image.

Failure Case Analysis Despite these improvements, SRF-LLaVA-1.5 shares some shortcomings
with the original LLaVA-1.5. In a meme presented in Figure A5, which superficially consists of four
unrelated images, a deeper analysis reveals concerns about students’ situations in online learning.
However, both models provide only surface-level analyses of the image. While this limitation is likely
due to constraints in the logical reasoning capabilities of the underlying language models used, we
are optimistic that future advancements through our Self-Refinement approach will help us overcome
this boundary, enabling SRF-LLaVA-1.5 to understand deeper meanings and provide more insightful
analyses.

E Empirical justification of Equation (4) on synthetic data

To examine the conditions underlying Equation (4), we design a controlled synthetic experiment
that follows the generative process in Section 3.3, where the output distribution P (Y ) arises from
the convolution of a deterministic component with independent noise. Concretely, we draw X ∼
Laplace(0, 1) and independent noise N ∼ Laplace(0, 0.6) in dimension d = 50, then set

Y = XΦ⊤ +N,

with a random full-rank matrix Φ ∈ R50×50. The dataset is split into Nlab = 1900 labeled pairs
(X,Y ) for training, Nunl = 4900 unlabeled observations Ynew for self-refinement, and Ntest = 1000
labeled pairs for evaluation.

A three-layer MLP with two hidden layers of 128 ReLU units takes a test vector Y ∈ R50 as input
and outputs two 50-dimensional vectors (µ, b), where µ estimates the conditional median of X and
b ∈ R50

>0 the coordinate-wise Laplace scales. The network is trained on labeled data by minimizing
the Laplace negative log-likelihood

L(X,µ, b) =

d∑
j=1

[
log(2bj) +

|Xj − µj |
bj

]
,

using Adam (learning rate 10−3, batch size 128, 50 epochs). During self-refinement, the model
predicts pseudo-labels X̂new = µ(Ynew), retains the top 40% most confident samples (smallest
predicted scales b), augments the training set with these pseudo-labels, and retrains; this process is
repeated for several rounds. On the test set, we report (i) Laplace NLL as above; (ii) mean squared
error

MSE =
1

Ntest d

Ntest∑
i=1

∥∥Xi − µi

∥∥2
2
;
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Table A7: Synthetic-data self-refinement under the generative model in Section 3.3. Lower
NLL/MSE is better; higher R2 is better.

Setting NLL MSE R2

Baseline 1.1840 0.4691 0.7635
After refinement 0.9046 0.2872 0.8551
Improvement (∆) 0.2794 0.1819 0.0916

and (iii) R2 computed by scikit-learn’s r2_score with multioutput="uniform_average"
(higher is better). Results are summarized in Table A7. The self-refinement procedure consistently
improves NLL, MSE, and R2, supporting the premise that additional observations of the effect
variable Y help estimate P (X | Y ) under the assumed decomposition. We note, however, that
directly transferring this decomposition to real-world VLMs remains a theoretical abstraction; see
Section 3.3 for discussion of this limitation.
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