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Abstract

We introduce GeoDANO, a geometric vision-
language model (VLM) with a domain-agnostic
vision encoder, for solving plane geometry
problems. Although VLMs have been em-
ployed for solving geometry problems, their
ability to recognize geometric features remains
insufficiently analyzed. To address this gap,
we propose a benchmark that evaluates the
recognition of visual geometric features, in-
cluding primitives such as dots and lines, and
relations such as orthogonality. Our prelimi-
nary study shows that vision encoders often
used in general-purpose VLMs, e.g., Open-
CLIP, fail to detect these features and struggle
to generalize across domains. To overcome
the limitation, we develop GeoCLIP, a CLIP-
based model trained on synthetic geometric di-
agram—caption pairs. Benchmark results show
that GeoCLIP outperforms existing vision en-
coders in recognizing geometric features. We
then propose our VLM, GeoDANO, which aug-
ments GeoCLIP with a domain adaptation strat-
egy for unseen diagram styles. GeoDANO out-
performs specialized methods for plane geome-
try problems and GPT-40 on MathVerse.

1 Introduction

Large language models (LLMs) have achieved re-
markable success in automated math problem solv-
ing, particularly through code-generation capabil-
ities integrated with proof assistants (Moura and
Ullrich, 2021; Nipkow et al., 2002; Chen et al.,
2023; Wu et al., 2022; Hendrycks et al., 2021). Al-
though LLMs excel at generating solution steps and
correct answers in algebra and calculus (Zhou et al.,
2024), their unimodal nature limits performance
in plane geometry, where the solution depends on
both diagram and text (Zhou et al., 2024).
Specialized vision-language models (VLMs)
have accordingly been developed for plane geom-
etry problem solving (PGPS) (Chen et al., 2021,
2022; Lu et al., 2021; Zhang et al., 2023; Zhang
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Figure 1: Examples of diagram-caption pairs and their
solution steps written in formal languages from the
GeoQA and PGPS9k datasets. The problem description
highlights the visual geometric premises and numerical
variables in green and red, respectively. A significant
difference in the style of the diagram and formal lan-
guage can be observed.

and Moshfeghi, 2024; Li et al., 2024b; Xia et al.,
2024). Yet, whether these models genuinely lever-
age diagrams or rely almost exclusively on textual
features remains unclear. This ambiguity arises
because existing PGPS datasets typically embed
sufficient geometric details within problem state-
ments, potentially making the vision encoder un-
necessary (Zhang and Moshfeghi, 2024). Fig. 1
illustrates example questions from GeoQA and
PGPS9K, where solutions can be derived without
referencing the diagrams.

We propose a new benchmark created via a syn-
thetic data engine, which systematically evaluates
the ability of VLM vision encoders to recognize
geometric premises. Our empirical findings reveal
that previously suggested self-supervised learning
(SSL) approaches, e.g., vector quantized variational
auto-encoder (VQ-VAE) (Liang et al., 2023) and
masked auto-encoder (MAE) (Ning et al., 2023;



Xia et al., 2024), and widely adopted encoders,
e.g., OpenCLIP (Radford et al., 2021) and Di-
noV2 (Oquab et al., 2024), struggle to detect ge-
ometric features such as perpendicularity and de-
grees.

To this end, we propose GeoCLIP, a model
pre-trained on a large corpus of synthetic dia-
gram—caption pairs. By varying diagram styles
(e.g., color, font size, resolution, line width),
GeoCLIP learns robust geometric representations
and outperforms prior SSL-based methods on our
benchmark. Building on GeoCLIP, we introduce
a few-shot domain adaptation technique that ef-
ficiently transfers the recognition ability to real-
world diagrams. We finally propose GeoDANO by
combining this domain-adapted GeoCLIP with an
LLM, forming a domain-agnostic VLM for solving
PGPS tasks.

In our experiments on MathVerse (Zhang et al.,
2024a), which encompasses diverse plane geom-
etry tasks and diagram styles, GeoDANO consis-
tently outperforms both task-specific PGPS models
and generalist VLMs. Ablation studies confirm
the effectiveness of our domain adaptation strat-
egy, showing improvements in optical character
recognition (OCR)-based tasks and robust diagram
embeddings across different styles.

We summarize the contributions as follows:
We propose a novel benchmark for systemati-
cally assessing how well vision encoders recog-
nize geometric premises in plane geometry dia-
grams (§3); We introduce GeoCLIP, a vision en-
coder capable of accurately detecting visual ge-
ometric premises (§4.1), and a few-shot domain
adaptation technique that efficiently transfers this
capability across different diagram styles (§4.2);
We show that our VLM, named GeoDANO, in-
corporating domain-adapted GeoCLIP, surpasses
existing specialized PGPS VLMs and generalist
VLMs on the MathVerse benchmark (§5.2) and
effectively interprets diverse diagram styles (§5.3).

2 Related Work

In this section, we summarize the known PGPS
benchmarks and models. Detailed comparison with
previous work and work on contrastive learning in
PGPS is reported in Appendix A.

2.1 PGPS benchmarks

Several studies have introduced benchmarks for
PGPS, including a set of diagrams and correspond-

ing problem and solution descriptions (Chen et al.,
2021; Lu et al., 2021; Zhang et al., 2023; Chen
et al., 2022). The problem and solution descrip-
tions are provided in natural languages or formal
languages. Often, the solution steps are provided
in the form of formal language. Given the dataset,
the goal of PGPS is to train a model that produces
a valid solution as an executable program.

Recently, MathVerse (Zhang et al., 2024a) pro-
vides an alternative view to existing PGPS bench-
marks by directly encoding the geometric proper-
ties and relations into the diagrams rather than text
description. Therefore, it is impossible to produce a
valid solution without recognizing the necessary in-
formation from diagrams. CogAlign (Huang et al.,
2025) introduces a benchmark that evaluates the
spatial relationship understanding of pretrained vi-
sion encoders via linear probing. However, the
questions in this benchmark focus purely on spatial
relationships and do not involve symbols represent-
ing geometric relations.

2.2 Program generation based PGPS

A core challenge in program generation-based
PGPS is processing both diagrams and text to inter-
pret geometric premises. One approach tackles the
challenge by converting a diagram into alternative
representations such as lists of geometric primitives
and relations that can be represented as text (Seo
et al., 2015; Sachan et al., 2017; Lu et al., 2021;
Zhang and Moshfeghi, 2024; Zhang et al., 2022;
Peng et al., 2023). Although reducing the prob-
lem to a single modality can be effective, building
such converters typically requires labeled diagrams,
which are expensive to collect and eventually limit
generalization across diverse diagram styles.

Another line of research typically employs
vision-language models (VLMs), where a VLM
comprises a vision encoder and a language
model (Zhang et al., 2023; Chen et al., 2021; Cao
and Xiao, 2022; Ning et al., 2023; Chen et al., 2022;
Liang et al., 2023; Xia et al., 2024; Li et al., 2024b).
The vision encoder produces a visual embedding
from the diagram, and the language model then gen-
erates solution steps in an autoregressive manner,
conditioned on the textual description and the vi-
sual embedding. While the VLMs apply to various
diagram formats, the visual geometric premises per-
ception of the VLMs remains underexplored due
to the abundance of textual information in existing
benchmarks.



3 Benchmark for Geometric Premises

In this section, we first develop a benchmark for
evaluating a vision encoder’s performance in rec-
ognizing geometric features from a diagram. We
then report the performance of well-known vision
encoders on this benchmark.

3.1 Benchmark preparation

We design our benchmark as simple classification
tasks. By investigating PGPS datasets, we iden-
tify that recognizing geometric primitives, such as
points and lines, and geometric properties repre-
senting relations between primitives, such as per-
pendicularity, is important for solving plane geom-
etry problems. Recognized information forms geo-
metric premises to solve the problem successfully.
To this end, we carefully curate five classification
tasks as follows:

* Concyclic: A circle and four points are given.
The task is identifying how many of those points
lie on the circle.

* TwoLines: Two lines, AB and BC, are given
alongside other geometric objects. The task is de-
termining whether AB and BC are perpendicular,
collinear, or neither.

* ObjectShape: A given diagram includes one of
the following geometric objects: a segment, tri-
angle, square, or pentagon. The task is to classify
which object is present.

* SquareShape: A diagram including a square
ABCD and other geometric objects is given. The
task is to classify whether the square is a trape-
zoid, parallelogram, or rectangle.

* AngleDetection: A diagram is given with at
least three points: A, B, and C. The task
is to classify the correct angle of ABC from
{15°,20°,...,75°}.

An example of each task is provided in Fig. 2.
Our benchmark is built on top of AlphaGeome-
try (Trinh et al., 2024), which is designed to solve
IMO-style plane geometry problems. The program
provides useful functions such as formal language
describing plane diagrams. The language prede-
fines a set of geometric premises listed in Table A1,
including all necessary properties to define our
benchmark tasks. In addition, once a diagram
description is given in formal language, the pro-
gram renders a corresponding diagram with varying

Object Con  Two  Square Angle

Models Shape cyclic Lines Shape Detection
OpenCLIP 100.00 99.13 86.57 85.20 64.81
SigLIP 100.00 99.71 89.26 89.31 76.86
£ DinoV2 100.00 98.01 8530 91.24 22.43
§ ConvNeXT 100.00 9920 89.39 88.13 61.84
MAVIS-CLIP 91.64 71.78 5884 60.48 16.12
GeoGLIP 98.40 9197 6022 63.10 11.58
Jigsaw 86.11 63.85 4998 61.88 11.44

a MAE 9399 7225 71.73 82.70 13.08
VQ-VAE 63.05 6097 48.10 5735 9.22
& GeoCLIP (F x) 99.52 98.61 88.33 86.76 65.68
§ GeoCLIP (2K)  99.32 9873 94.73  89.22 74.95
S GeoCLIP 99.21 99.24 96.05 95.95 78.56

Table 1: Results on the proposed visual feature bench-
mark. We report the test accuracy of the models with
the best validation performance.

fonts, colors, widths, orientations, and resolutions,
allowing us to have diagrams with diverse styles.

We create question-and-answer pairs based on
AlphaGeometry. To sample a diverse set of ques-
tions and answers, we first establish a foundational
geometric structure corresponding to the key prob-
lem of the task and then repeatedly add new points
or lines with randomly selected geometric relation-
ships to the existing diagram with the help of the
formal language. The pseudo-code for the random
question generation is presented in Algorithm 1.
For each task, we generate 50,000, 10,000, and
10,000 question-and-answer pairs for training, vali-
dation, and testing, respectively. Additional details
on the benchmark generation process are available
at Appendices C.1 and C.2.

3.2 Results

We evaluate four widely adopted vision encoders
for the open-sourced VLMs: OpenCLIP (Rad-
ford et al., 2021), SigLIP (Zhai et al., 2023), Di-
noV2 (Oquab et al., 2024), ConvNeXT (Liu et al.,
2022), GeoGLIP (Zhang et al., 2025), and MAVIS-
CLIP (Zhang et al., 2024b). For MAVIS-CLIP, we
train OpenCLIP using synthetic diagram-caption
pairs generated by MAVIS, following the original
MAVIS training configuration.

To evaluate the vision encoder, we use linear
probing, i.e., adding a linear layer on top of each
encoder as a prediction head and training the linear
layer from scratch while freezing the parameters of
the vision encoder. We use a training set to train the
prediction head and report the test accuracy with
the best validation performance. The details for the
hyper-parameters are described in Appendix C.3.

As shown in Table 1, many existing vision en-
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Figure 2: Illustration of the proposed visual feature perception benchmark. We introduce five different diagram
classification tasks that require visual feature perception to answer geometry-related questions.

coders relatively well recognize the shape of ob-
jects but fail at the correct angle between two lines.
The encoders also show some difficulties in recog-
nizing the shape of a square and the relationship
between two lines. Although the result may seem
satisfactory at a glance, these errors will propa-
gate to the downstream tasks when combined with
LLMs.

4 GeoCLIP: Enhanced Vision Encoder

In this section, we first propose GeoCLIP, a new
vision encoder designed to recognize geometric
premises from diverse styles of diagrams. To trans-
fer the recognition to real-world PGPS benchmarks,
we then propose a domain adaptation technique
for GeoCLIP that leverages a small set of dia-
gram—caption pairs from target domains.

4.1 Training GeoCLIP

We propose a GeoCLIP, a vision encoder trained
with the CLIP objective with a newly developed
200,000 diagram-caption examples. From the ran-
dom diagram generator developed in §3.1, we ad-
ditionally sample 200,000 diagrams written in the
formal language. Directly rendering these samples
can result in a diagram that may not preserve the
geometric properties. For example, the perpendicu-
larity between two lines cannot be observed from
the diagram without having the right angle sign,
i.e., k. Therefore, we ensure to render the images
containing all necessary geometric premises from
their visual illustration.

For the caption of a diagram, we filter out some
geometric properties from the original description
of a diagram used to render the image. Specifi-
cally, we only keep the following four properties,

concyclic, perpendicularity, angle measures, and
length measures, from the visual premises shown
in Table A1l. After that, we convert the remaining
descriptions written in the formal language into nat-
ural language. We filter out some properties for two
reasons. First, some properties are not recogniz-
able from the rendered diagram without additional
information, e.g., congruency. These properties
are listed as non-visual premises in Table A1. Sec-
ond, collinearity and parallelity occur so frequently
that they can marginalize others. Some examples of
generated captions after filtering and translating are
provided in the right-most column of Fig. A1. We
call the filtered caption as GeoCLIP-style caption.

With this dataset, we fine-tune OpenCLIP (Rad-
ford et al., 2021) via the CLIP objective, formulated
as:

Lcup(D, g, h) =
exp(g(Di)" M(X3)/7)
ZXG{Xi}i exXp (g(Di)T h(X)/T) ,
ey

Ep|—log

where D := {(D;, X;)}, is the diagram-caption
pairs, g is the vision encoder, h is the text encoder,
and 7 is a temperature parameter. We named the re-
sulting vision encoder as GeoCLIP. Appendix C.3
provides the details, including hyper-parameters.
We compare the performance of GeoCLIP to
other self-supervised approaches trained with the
same dataset. We test three self-supervised ap-
proaches: Jigsaw (Chen et al., 2021; Cao and Xiao,
2022), MAE (Ning et al., 2023; Xia et al., 2024),
and VQ-VAE (Liang et al., 2023), used in previ-
ous work to improve the recognition performance
of plane diagrams. We use the same architecture



used for GeoCLIP for Jigsaw and MAE with the
hyper-parameters used in the previous works. For
VQ-VAE, we follow the architecture of Liang et al.
(2023). All model performances are measured
through the linear probing used in §3.2.

As shown in Table 1, GeoCLIP recognizes geo-
metric features better than existing baselines and
self-supervised methods. The self-supervised ap-
proaches generally perform poorly for the bench-
mark, justifying the choice of the objective. We
also compare the performance of GeoCLIP against
other encoders such as OpenCLIP. Note that al-
though we outperform the other encoders in tasks
such as SquareShape and AngleDetection, these
results might be unfair compared to the existing
pretrained vision encoders, since the training set of
GeoCLIP is similar to the diagrams in the bench-
mark. The t-SNE plots of the embeddings from the
vision encoders are illustrated at Fig. A3.

We further ablate the filtering process in Geo-
CLIP. To this end, we compare GeoCLIP with its
two variants: GeoCLIP (F x ), which uses the cap-
tions generated without filtering. We also test Geo-
CLIP (2K), which is trained on only 2,000 pairs, to
see the effectiveness of the large-scale dataset. The
results in Table 1 imply that both the filtering and
the training set size matter in enhancing geometric
properties recognition.

4.2 Domain adaptation of GeoCLIP

Although GeoCLIP enhances the geometric
premises recognition on the benchmark set, the
diagram styles in existing PGPS benchmarks differ,
necessitating further adaptation. To overcome this
challenge, we propose a few-shot domain adapta-
tion method utilizing a few labeled diagrams.

A domain-agnostic vision encoder must match
the same diagrams drawn in different styles. To
do so, we need a target domain diagram translated
into the source domain style or the source diagrams
translated into the target domain style. With these
translated images, we can guide the model to focus
on key geometric information instead of irrelevant
attributes, such as color and font family. However,
in practice, it is difficult to obtain the same dia-
grams with different styles.

We develop a way to translate the target dia-
grams into the source style. Thankfully, since well-
known PGPS datasets come with diagram captions
written in formal languages (Lu et al., 2021), we
can easily convert them to the AlphaGeometry-
style descriptions. Given the translated descrip-

tions, we utilize the rendering engine of Alpha-
Geometry to translate the target domain images
into the source domain. With the translation, we
can generate the same diagram in the source do-
main style. Fig. A4 provides examples of the dia-
gram pairs with different styles. However, in some
cases, the original description contains geometric
premises that are unrecognizable from the diagram,
such as ZACB = 35.0 in Fig. 1a. Therefore, we
apply the same filtering process used in GeoCLIP
to translate the AlphaGeometry-style descriptions
into natural languages. Additional details in the
translation process is described in Appendix D.1
and Fig. AS.

Formally, let Dg := {(Dg), Xg))}i]\fl be
the diagram-caption pairs from source domain
S, e.g., the synthetic diagrams, and let Dy, :=

{(D%), X%))}j\ff be the set of diagram-caption
pairs of target domain 7}, e.g., the PGPS bench-
marks. With the translation process described
above, we can synthesize a style-transferred
diagram-caption pair (ﬁ%), X j(f] )) for each diagram

D(T? and caption X;)

» in target domain Tj.

We adapt the domain by fine-tuning the vi-
sion encoder through the style-transferred diagram-
caption pairs. Let 15TJ. be a collection of the orig-
inal diagram and style-transferred captions, i.e.,
@Tj = {(D%), X%))}j\ff, and let @Tjs be a col-
lection of the original and style transferred diagram

~ . n [ N,
pairs, i.e., Dr;5 = {(D%), Déf))}i:Tf. The cross-

. . . . . J .
domain adaptation objective is written as

Lcup-pa(Ds, {Dr;}j, 9, h) := Lcup(Ds, g, h)+
EjECLIP(ﬁTjaga h) + CCLIP(ﬁTjS,ga g), (2

where ¢ and h are the vision and text encoders of
GeoCLIP, respectively. Note that we do not use
the original captions from the target domain, since
our goal is to adapt the vision encoder to the target
domain, not the text encoder.

S Experiments

In this section, we evaluate the PGPS performance
of our VLM equipped with the domain-adapted
GeoCLIP on MathVerse (Zhang et al., 2024a). We
compare its performance against established PGPS
baselines. We also present ablation studies high-
lighting our VLM’’s strong visual feature recogni-
tion and resilience to domain shifts, both of which
are facilitated by the adapted vision encoder.
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Figure 3: The overall training process of GeoDANO. The GeoDANO training consists of two stages. (a) Using
the CLIP objective, we first train GeoCLIP-DA by optimizing OpenCLIP’s vision and text encoders on synthetic
diagram-caption pairs and apply domain adaptation. (b) We then construct GeoDANO by combining GeoCLIP-DA
with a projection layer and a language model. We train the projection layer and language model jointly in an
end-to-end manner using diagram-text pairs annotated with logic programs.

5.1 Experimental settings and training details

Datasets. We use MathVerse (Zhang et al.,
2024a) to measure the performance of VLMs.
MathVerse is a benchmark designed to evaluate
both the reasoning and visual-feature recognition
capabilities of VLMs, covering plane geometry,
solid geometry, and function problems. It is
constructed by compiling problems from various
sources, including Geometry3K (Lu et al., 2021),
GeoQA (Chen et al., 2021), and GEOS (Seo et al.,
2015). Each problem is presented in five variants:
text-dominant, which provides all essential tex-
tual information for solving the problem; text-lite,
which omits descriptive details, e.g., object shapes,
from the text; vision-intensive, which removes cer-
tain textual conditions that can be inferred from
remaining information; vision-dominant, which re-
locates numerical measurements, such as angles
and lengths, from the text to the diagram; and
vision-only, which offers only the diagram as input,
embedding all text within the diagram. In the fol-
lowing experiments, we focus on plane geometry
problems and exclude the vision-only task.

Training details. We describe the construction of
our geometric VLM with domain-agnostic vision
encoder, named GeoDANO. Based on GeoCLIP de-
veloped in §4.1, we apply the domain adaptation to
GeoQA and Geometry3K datasets. For the domain
adaptation, we randomly sample 50 diagrams and
translate the diagram and caption styles following
the procedure described in §4.2. Finally, GeoCLIP
is fine-tuned via Eq. (2). We name the GeoQA and
Geometry3K adapted GeoCLIP as GeoCLIP-DA.
We combine LLama-3-8b-Instruct (Dubey et al.,
2024) and GeoCLIP-DA to construct a VLM. The
combined model is then fine-tuned again with the

training set of GeoQA and PGPSOK to predict the
solution program. For PGPS9K, we use the Ge-
ometry3K split. While previous works focusing
on PGPS do not consider optical character recog-
nition (OCR) from diagrams since the benchmark
datasets, GeoQA and PGPS9K, provide necessary
details in problem descriptions, numerical values
can appear within diagrams in real-world settings.
Therefore, we fine-tune GeoDANO with additional
OCR capability by modifying the problem state-
ments. Fig. 3 illustrates the whole pipeline of train-
ing GeoDANO, including the training of GeoCLIP-
DA. Additional details about the modification pro-
cess with hyper-parameter configurations can be
found in Appendix E.

In addition, we unify the programming lan-
guages used in the solution programs of GeoQA
and PGPSO9K by converting the GeoQA language
into the PGPS9K format. The unification makes
the output of VLM consistent since both datasets
use different types of formal languages.

Baselines. We use two different types of baseline
models for the experiments: PGPS specialist VLMs
and generalist VLMs. Specialist VLMs produce a
solution program as an output of a given problem,
and generalist VLMs produce a natural language
solution as an output.

For the specialist VLMs, we test PGP-
SNet (Zhang et al., 2023), NGS (Chen et al., 2021),
SCA-GPS (Ning et al., 2023), GeoFormer (Chen
et al., 2022), UniMath-Flan-T5 (Liang et al., 2023),
GeoX (Xia et al., 2024), and MAVIS (Zhang et al.,
2024b). For GeoX, we use the two variants GeoX-
Geo3K and GeoX-GeoQA, which are fine-tuned on
Geometry3K and GeoQA, respectively. We mimic
MAVIS by replacing the vision encoder of Geo-



Models Text Dominant Text Lite Vision Intensive Vision Dominant
Completion T Top-10 T Completion T Top-10 T Completion T Top-10 T Completion T Top-10 T

PGPSNet 4.37 14.55 2.08 12.06 2.08 11.02

NGS 6.45 34.57 6.64 28.52 5.86 26.37

SCA-GPS 6.84 18.16 5.66 16.80 3.52 15.23

GeoFormer 16.22 32.85 16.84 30.77 13.10 29.11

UniMath-Flan-T5 17.88 32.43 16.42 30.56 13.93 28.27

GeoX-Geo3K 541 9.98 4.16 6.86 3.53 5.61

GeoX-GeoQA 24.32 37.42 17.26 32.43 13.51 16.25 - -

MAVIS 21.83 42.62 15.80 39.50 12.68 35.55 3.54 10.83

GeoDANO (0C) 19.13 40.12 16.63 34.72 13.31 31.81 1.25 8.12

GeoDANO (GC) 20.37 41.79 18.09 38.25 15.80 35.34 5.62 19.38

GeoDANO (GC-D) 22.66 43.45 21.00 38.46 18.30 35.76 6.67 20.42

GeoDANO 23.70 47.82 21.21 45.11 18.09 42.20 12.08 36.04

Table 2: PGPS accuracy on MathVerse benchmark. We compare the performance of GeoDANO against PGPS
specialist models, which generate a solution program as an output. GeoDANO-OC, -GC, and -GCD are three
variants of our model with different encoders. Further details about these variants can be found in §5.3.

DANO with MAVIS-CLIP, while keeping other
components, e.g., the projection layer architecture,
language model, and training process, unchanged’.
For the generalist VLMs, we test two GPT-40
variants (Hurst et al., 2024): gpt-40-2024-11-20
and gpt-40-mini-2024-07-18, the InternVL2.5 vari-
ants: 8B and 26B models (Chen et al., 2024),
SPHINX-MoE (Liu et al., 2024), and Math-PUMA-
DeepSeek-Math-VL-7B (Zhuang et al., 2025).

Evaluation metric. For each plane geometry
problem, both the specialist VLMs and GeoDANO
generate 10 outputs via beam search. Following
Zhang et al. (2023), we then use completion accu-
racy and top-10 accuracy as our primary evaluation
metrics. The completion accuracy assesses whether
the first successfully executed solution from the
beam is correct; the solutions are reviewed in beam
order, and success is recorded if the first executable
solution produces the correct answer. Top-10 ac-
curacy examines all ten beam outputs, counting
a success if any of these solutions yield the cor-
rect result upon execution. Note that, as described
before, the specialist VLMs do not have OCR ca-
pability. For the evaluation, we feed the correct
values to the outputs of these models by using the
parser developed in Zhang et al. (2023). For the
models that are trained in Chinese, i.e., NGS and
SCA-GPS, we use problem descriptions translated
by GPT-4o0 (Hurst et al., 2024).

To measure the performance of the generalist
VLMs, we use multiple-choice questions instead
of open-ended questions due to the difficulty in
parsing the final answer from free-form text. We

"Reproducing MAVIS is not feasible due to the unavail-
ability of both the trained model checkpoint and the complete
dataset used for training.

use the multiple-choice question provided in Math-
Verse as an additional input to each problem. We
ask VLMs to produce the answer in a pre-specified
form. We report the top-1 accuracy of these mod-
els. To compare GeoDANO against the generalist
models, we use the same protocol used in Zhang
et al. (2023) to measure the accuracy.

5.2 Results

Performance against specialist VLMs. In Ta-
ble 2, GeoDANO shows the best performance in
almost all the problem variants and metrics except
the completion accuracy in the text-dominant task.
Note that the specialist models cannot solve the
vision-dominant problems since these problems do
not contain variables representing numerical val-
ues, such as a length, in the problem description.
When comparing the performance between text and
vision-dominant tasks, the top-10 accuracy of Geo-
DANO on the vision-dominant task is higher than
the top-10 accuracy of the specialist models on
the text-dominant task, except for GeoX-GeoQA.
Given that the two tasks use the same problem set,
the result implies that GeoDANO performs better
than the specialist models without having the ge-
ometric premises in the problem description. In
other words, our vision encoder can extract geo-
metric premises accurately from the visual infor-
mation.

Performance against generalist VLMs. Table 3
reports the performance of generalist VLMs and
GeoDANO on multiple choice questions. Geo-
DANO outperforms proprietary closed models, i.e.,
GPT-40 variants, and open-sourced models, i.e.,
the InternVL2.5 variants. Especially, the perfor-
mance gap between GeoDANO and InternVL2.5-



Text Text Vision Vision
Dominant  Lite Intensive Dominant

GPT-40 40.35 39.18 38.01 36.95
GPT-40-mini 41.12 39.53 35.59 30.50
InternVL2.5-8B 38.30 36.26 35.09 21.99
InternVL2.5-26B 42.40 40.06 38.01 38.71
SPHINX-MoE 27.49 25.15 26.61 22.58
Math-PUMA 33.04 29.53 28.36 21.11
GeoX-GeoQA 52.05 4591 37.43 -
GeoDANO 48.54 49.71 41.81 39.30

Table 3: Comparison between GeoDANO and generalist
VLMs on multiple choice questions.

26B reflects the parameter efficiency of our VLM.
While GeoDANO shows impressive results among
the variants, the performance of GeoX-GeoQA
degrades dramatically as the visual information
moves from the text to the diagram. Our work is
the first to show that the specialist can compete
with the generalist in MathVerse.

5.3 Ablation studies

Variation of GeoCLIP. We perform a detailed
empirical analysis to evaluate how effectively the
GeoCLIP-style captions and the proposed domain
adaptation technique improve GeoDANO’s per-
formance. Specifically, we compare GeoDANO
against other VLMs trained on the GeoCLIP vari-
ants, including OpenCLIP (Radford et al., 2021)
and the GeoCLIP without domain adaptation. We
also test a variant of GeoCLIP trained with addi-
tional diagram-caption pairs from the target do-
mains without having any filtering process. In this
case, we utilize all the data in the training sets.

We show the experimental result in Table 2.
GeoDANO-OC and GeoDANO-GC represent the
VLM with OpenCLIP and GeoCLIP without do-
main adaptation, respectively. GeoDANO-GCD
represents the GeoCLIP with additional unfiltered
domain captions. GeoDANO outperforms other
variants on most tasks, except the completion accu-
racy on the vision-intensive task.

OCR performance. We assess the accuracy of
GeoDANO and its variants in OCR on the Math-
Verse diagrams, focusing on the vision-dominant
task. We evaluate the OCR performance of
the first executable solution program in top-10
VLM predictions. GeoDANO-OC, GeoDANO-GC,
GeoDANO-GCD, and GeoDANO achieve 1.84%,
20.26%, 13.95%, and 46.58% accuracy, respec-
tively. The result explains the accuracy improve-
ment of GeoDANO in the vision-dominant task
against other variants.

Models PGPS9K GeoQA
MR| mAP? MR| mAP?
OpenCLIP 5050 27.87  111.70  1.29
GeoCLIP 88.99 17.61 12873  1.05
GeoCLIP-D  58.83 1335  107.25  2.86
GeoCLIP-DA 12.88  41.13 35.60  33.25

Table 4: Domain adaptation analysis. We report the
mean rank (MR) and mean average precision (mAP) of
the test diagrams.

Domain adaptation analysis. We examine how
effectively GeoCLIP-DA generalizes to new do-
mains with different diagram styles. For this ex-
periment, we compare the embedding similarity
between two diagrams representing the same struc-
ture in different styles. To create the paired dataset,
we use a similar process described in §4.2. Specifi-
cally, a total of 100 diagrams are sampled from the
test sets of GeoQA and PGPS9K, and these sam-
ples are rendered in AlphaGeometry style through
the diagram description.

For evaluation, we sample 100 diagrams from
each of the target domain’s training sets and com-
pare the similarity against the original diagram via
cosine similarity. We also compute the similar-
ity between the style-transferred diagram and the
original diagram. We report two metrics for test di-
agrams: the mean rank (MR) and the mean average
precision (mAP) of the style-transferred diagram.

As reported in Table 4, GeoCLIP-DA produces
similar embeddings for structurally equivalent di-
agrams, regardless of their stylistic differences.
Fig. A6 visualizes the diagram embeddings of
OpenCLIP and GeoCLIP-DA. As one can observe,
the OpenCLIP embeddings are largely separated
by the domain of the diagrams, whereas those of
GeoCLIP-DA appear to capture and align with un-
derlying visual features more effectively.

6 Conclusion

In this work, we propose a domain-agnostic PGPS
method, GeoDANO, by implementing a synthetic
data engine and proposing a contrastive learning
framework with domain adaptation. We demon-
strate the effectiveness of GeoDANO in visual fea-
ture perception at both VLM and vision encoder
levels by evaluating on the MathVerse and through
a newly proposed geometric feature recognition
benchmark for vision encoders. Eventually, the
reasoning ability in plane geometry problems is en-
hanced with the improved perceptual capabilities.



Limitations

In this work, we present a domain-agnostic VLM
for PGPS by refining the vision encoder. Although
our VLM performs strongly in recognizing visual
features, its coverage remains limited to geometric
premises. Building on the success of the synthetic
data engine and contrastive learning, extending this
combination to different kinds of visual features,
e.g., sub-structures in molecular graphs (Kamoi
et al., 2024), statistics from charts (Masry et al.,
2022), and solid geometry, promises further im-
provements in recognition of VLM. Due to the
limitations in the experimental environment, we
are unable to test LLMs with more than 30B pa-
rameters.
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Appendix
A Details of Related Work

A.1 Contrastive learning in PGPS

Contrastive learning is applied in diverse domains
such as computer vision (Schroff et al., 2015) and
natural language processing (Gao et al., 2021).
In the context of PGPS, contrastive learning is
employed to address domain-specific challenges.
GeoX (Xia et al., 2024) applies contrastive learn-
ing to the adapter layer of the VLM to enhance
formal language comprehension. GeoGLIP (Zhang
et al., 2025) utilizes grounded language-image
pre-training with synthetic diagram and junction,
boundary triples. Other approaches train the vi-
sion encoder itself using the contrastive language-
image pre-training (CLIP) (Radford et al., 2021)
objective: LANS (Li et al., 2024b) aligns patch
embeddings from a vision Transformer (ViT) with
text token embeddings if they describe the same
point. MAVIS (Zhang et al., 2024b) employs dia-
gram—caption pairs generated by a synthetic engine
for CLIP, where the captions contain all the infor-
mation in the diagram.

A.2 Comparison between MAVIS and ours

Our contributions differ from MAVIS primarily in
three aspects. Firstly, we introduce a systematic
benchmark specifically designed for the quantita-
tive analysis of vision encoders’ capabilities in un-
derstanding geometric diagrams. This benchmark
enables a fine-grained recognition evaluation across
distinct geometric features, which is not addressed
in MAVIS.

Secondly, we investigate the influence of cap-
tion style on vision encoder training by explicitly
comparing GeoCLIP-style captions with MAVIS-
style captions. MAVIS similarly employs extensive
geometric diagram-caption pairs, namely MAVIS-
Caption, where the captions include detailed ge-
ometric attributes such as object shape and con-
nectivity. However, our empirical results com-
paring GeoCLIP and GeoCLIP (F x), where Geo-
CLIP (F x) uses captions incorporating all possible
geometric premises, demonstrate that redundant
geometric information within captions negatively
impacts the vision encoder’s recognition perfor-
mance. Moreover, Table 1 shows that fine-tuning
OpenCLIP with MAVIS-Caption with the setting
as MAVIS yields significantly poorer performance
on our visual geometric premise recognition bench-
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Visual premises Non-visual premises

* Perpendicularity * Middle point

* Collinearity * Congruency in degree
* Concyclicity » Congruency in length
* Parallelity * Congruency in ratio

Angle measure
Length measure

Triangle similarity
Triangle congruency
Circumcenter

Foot

Table Al: Geometric premises used in AlphaGeometry.
Visual premises denotes the geometric premises which
can be directly perceived from the diagram. Non-visual
premises requires reasoning to be recognized.

Algorithm 1 Sampling process of the synthetic
data engine

Input Geometric relations R, geometric objects O,
number of clauses 7.

Output AlphaGeometry program c

1: Initialize points and clauses with the sampled
object: P,C' ~ O
for i < 1ton.do
Generate points: Pew
Sample relation and points: r, Poig ~ R, P
Construct clause: Chew = 7'( Prew, Poid)
Update points and clauses: P,C < P U
PneW7 cu C’new

Generate program with points and clauses:
¢ < Clauses2Program(P, C')
return c

A A

mark compared to GeoCLIP and OpenCLIP.

Finally, our work explicitly addresses the issue
of domain shift across different diagram styles by
proposing a few-shot domain adaptation technique,
a critical problem not considered in MAVIS.

B Synthetic Data Engine

In this section, we provide the details of our
synthetic data engine. Based on AlphaGeome-
try (Trinh et al., 2024), we generate synthetic dia-
gram and caption pairs by randomly sampling an
AlphaGeometry program with Algorithm 1. We vi-
sualize the AlphaGeometry program and diagram-
caption pairs generation process in Fig. A2.
Examples for randomly sampled AlphaGeome-
try problems and their corresponding diagrams and
lists of geometric premises are described in Fig. Al.
The types of geometric premises that appear in our



AlphaGeometry problem: Geometric premises:

£DHV = 122°

DH L DX.HV L HL

HD = DX.VH=HL

DH || SX. HS | DX. HV || FL. FV || HL

x0 x1 = segment;

x2 = s_angle x0 x1 x2 122;
%3 x4 = square x1 x2;

x5 x6 = square x0 x1

%0 x1 x2 x3 = rectangle;
x4 x5 = square x2 x3;
%6 = on_circle x1 x5

DX L DZ

DT=DG.ZN=N]
T, ] are concyclic

%0 x1 x2 = iso_triangle; NZ L Hj

x3 x4 = trisect x0 x1 x2;

%5 = intersection 1t x0 x1 x2 x3 x4 4HXK = 2KXN . 2KXH = ZNXK

JX=]N.

J,H, N are collinear . J, H, K are collinear ., Z, K are collinear

DX NZ.NX [IDZ.]N || DZ. NZ | G] . GZ || J]N

ZJXN = £XNJ . £NX] = £]NX. £X = £HXK .

Diagram: GeoCLIP-style caption:

£DHV =122°.DH 1L DX.HV L HL

DX L DZ.T,G are concyclic

NZ L H]

J

Figure Al: Example of randomly sampled AlphaGeometry problems. For each row, the first element describes the
randomly sampled AlphaGeometry problem and the others are the geometric premises, diagram, and GeoCLIP-style
caption that can be obtained from the AlphaGeometry problem. Note that the GeoCLIP-style caption can be obtained
by filtering certain geometric properties, e.g., angle measure, perpendicularity, and concyclicity, from the geometric

premises.

Sample A D Add points A D F A D g Generate
. ) an object & relations = Repeat Caption
Geometric objects — — - .. - —
ANDT T T T TS
Relations Relations Relations Caption

000

[] ABCD is square

[] ABCD is square
[] DCEF is square

[] ABCD is square
[] DCEF is square
TC LCF

AT,Eis concyclic

TC LCFREFLFD
AT,Eis concyclic

Figure A2: Tllustration of the synthetic diagram-caption pairs generation. We first sample an object from a predefined
object set. We then iteratively add points and relations to the existing primitives and relations. Finally, we generate
a GeoCLIP-style caption based on the resulting primitives and relations.

synthetic data engine are listed in Table Al.

C Details of Benchmark

C.1 Generation details

We describe the details of our benchmark genera-
tion process in detail. First, for each benchmark,
we explicitly define key geometric premises using
the formal language provided by AlphaGeometry.
For instance, in the AngleDetection benchmark, we
specify AlphaGeometry problems that guarantee
the presence of angle ABC with degree between
15° and 75° in the diagram.

We then execute Algorithm 1 to generate dia-
grams and corresponding answers from these pre-
defined geometric specifications. Specifically, Al-
gorithm 1 first samples an initial AlphaGeome-
try problem containing the essential geometric
premise, then incrementally adds random geomet-
ric primitives and relations to diversify the dia-
grams. Finally, the answer to the generated dia-
gram is determined from the initial sampled Alpha-
Geometry problem. Importantly, in the TwoLines,
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SquareShape, and AngleDetection benchmarks, the
answer obtained from the initial AlphaGeometry
problem remains unchanged and visually present
despite adding other geometric elements. In con-
trast, for ObjectShape and Concyclic benchmarks,
no additional geometric elements are introduced,
further ensuring the accuracy of the answer. Con-
sequently, the answers derived from these formal
specifications consistently match the generated dia-
grams.

C.2 Role of the textual description

During the evaluation of the vision encoders, only
the visual diagram serves as input to the model, and
no textual information is provided during training
or inference. Specifically, the evaluation is con-
ducted using a linear probing approach, wherein
the parameters of the vision encoder remain frozen,
and only a linear classifier, initialized randomly,
is trained atop the visual embeddings produced by
the encoder.

Here, the textual questions from our benchmarks
are implicitly represented in the classification la-



(a) OpenCLIP (b) SigLIP

(d) DinoV2

(e) GeoCLIP

Figure A3: The embeddings of the vision encoders
on the diagrams of TwoLines task. We visualize the
embeddings of the vision encoders on the diagrams of
TwoLines task. The blue, orange, and green dots are the
diagrams where the two lines AB and BC are collinear,
perpendicular, and otherwise, respectively.

bels assigned to each diagram. For instance, the
textual question "How are lines AB and BC re-
lated?" corresponds directly to classification labels
such as "Perpendicular,” "Collinear," or "Neither."
These labels are used as supervision signals to train
the linear classifier. Thus, while the vision encoder
receives no explicit textual input, the questions’
semantics are reflected indirectly through the clas-
sification labels.

C.3 Training details

To evaluate the visual feature perception of the vi-
sion encoder, we utilize a linear probing approach,
which involves freezing the vision encoder parame-
ters and training a simple linear classifier on top of
its features.

We train the linear classifier on the training set
of each task for 50 epochs with batch size 128 and
learning rate le-4. We use Adam optimizer for
optimization.

C.4 Visualization of the vision encoders

We visualize the embeddings of the vision encoders
used in §3.2 at Fig. A3.

D GeoCLIP-DA

D.1 Details of the translation process

Note that the formal language is mentioned solely
as an optional tool to accelerate the translation pro-
cess when available, but it is not essential. The pri-
mary purpose of diagram translation in our method
is to generate synthetic diagrams that visually re-
semble real-world diagrams. Since the objective is
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Figure A4: Examples of diagram pairs curated for do-
main adaptation. For each row, the first diagram is
from the target domain, and the remaining diagrams are
from the source domain. To generate source domain
diagrams, we translate the target diagram by our dia-
gram generator with the textual description of the target
image.
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visual feature alignment rather than formal seman-
tics, diagrams can effectively be translated manu-
ally by simply recreating the visual structure.
While manual translation might appear time-
consuming, the effort is minimal and feasible in
practice. Specifically, we manually translated only
around 50 diagrams per domain, which required
less than 3 hours in total. This modest effort sub-
stantially improved our model’s cross-domain gen-
eralization performance. Thus, manual translation
without formal annotations is not only practical but
also highly beneficial for domain adaptation. The
process of the translation is illustrated in Fig. AS

D.2 Domain adaptation data

We adopt GeoCLIP to the two PGPS benchmarks:
GeoQA (Chen et al., 2021) and PGPS9K (Zhang
etal., 2023). For PGPS9K, we use the Geometry3K
split. Fig. A4 shows the pairs used to adapt the
domain of GeoCLIP.

D.3 Training details

We start from OpenCLIP (Radford et al., 2021),
a pre-trained model where the architecture is
ViT-L/14 with image resolution 336 x 336. To
train OpenCLIP, we use total of 200,000 diagram-
caption pairs generated with our synthetic data en-
gine. For the domain adaptation to GeoQA and
Geometry3K datasets, we randomly sample 50 dia-
grams and translate the diagram and caption styles
following the procedure described in §4.2. Finally,
GeoCLIP is fine-tuned via Eq. (2). We name the
GeoQA and Geometry3K adopted GeoCLIP as
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Figure AS: Illustration of the translation process for domain adaptation. We first translate the given geometric
diagram from the target domain into an AlphaGeometry problem. Once we obtain an AlphaGeometry problem that
accurately captures the visual premises of the target diagram, we can generate multiple diagrams sharing the same

visual geometric premises in the AlphaGeometry style.

GeoCLIP-DA.

We set the batch size for the source domain
diagram-caption pairs to 256. For the domain adap-
tation parts, i.e., applying CLIP on the diagram-
caption pairs and the diagram pairs of target do-
mains, we vary the batch size to 32. We set weight
decay to 0.2. We optimize for 50 epochs using
Adam optimizer (Kingma, 2014) and a cosine an-
nealing scheduler with 2,000 warmup steps, and
the maximum learning rate is set to be le-4. We
train the model with eight RTX3090 GPUs for ap-
proximately 24 hours.

D.4 Visualization of GeoCLIP-DA
embeddings

We compare the embeddings between GeoCLIP-
DA and OpenCLIP in Fig. A6.

OpenCLIP GeoCLIP-DA

Figure A6: Visualization of OpenCLIP and GeoCLIP-
DA embeddings. The orange, green, and blue dots
represent PGPS9K, GeoQA, and synthetic diagrams,
respectively. In the top row, the three diagrams on the
left and right are those with the highest cosine similar-
ities to the center under OpenCLIP and GeoCLIP-DA,
respectively.

E GeoDANO

E.1 Modification of training data

Our fine-tuning strategy differs slightly from previ-
ous works (Chen et al., 2022; Zhang et al., 2023;

15

Xia et al., 2024). Here, we clarify the difference
between our approach and previous approaches.
In previous works, the VLM is trained to produce
the solution program given a diagram and problem
description, as shown in Fig. 1. An interesting ob-
servation from GeoQA and PGPS9K datasets is
that the numerical measurements, such as angles,
lengths, and volumes, are not written in the prob-
lem description but given as additional conditions,
and the numerals are substituted as a variable in
the problem description as shown in Fig. 1a. There-
fore, the VLM only needs to produce the solution
program without having optical character recogni-
tion (OCR) from the diagram. The variables are
automatically substituted with the actual numbers
when the program is executed. Therefore, the vi-
sion encoders do not need to learn OCR from the
image.

However, this approach cannot be generalized
to a broader class of problems where the numerals
are embedded in the diagram instead of being writ-
ten in the problem description. Some variants of
MathVerse, such as the vision-dominant problems,
fall into this category as well. To incorporate OCR
into the solution of the problem, we modify some
problem statements in the training set, such that the
numerical measurements are only shown in the dia-
gram and not in the statements. We further modify
the solution problem so that the solution contains
OCR results as a part of the final output. Finally, we
unify the language of the solution programs used
in GeoQA and PGPS9K by converting GeoQA pro-
grams into PGPS9K format. The unification makes
the output of VLM consistent since both datasets
use different types of formal languages.

Fig. A7 shows examples of the modified input
pairs and solutions, where the first problem state-
ment does not have numerical measurements, and



NO = 7, NI = 300</num>

Sum N1 VO C360

300 ArcSeg Area V0 NO V1 Get V1</program>

Find the area of the shaded segment.
— [>

D

NO = 36.0</num>
Sum NO VO C90
Get V0</program>

As shown in the figure, BC is the
diameter of ©0, AD L BC, if £D = 36.0,
then the degree of 2BAD is ()

Figure A7: Examples of the training data for GeoDANO.
While previous PGPS models require only predicting
the solution steps and assuming the numerical values
are explicitly given, GeoDANO is trained to predict
both the solution steps and the numerical values in the
diagram and text.

the OCR results are in the part of the output solu-
tion program.

E.2 Training details

Architectural details. We begin by summariz-
ing the architecture of our VLM, a combination of
a vision encoder and a language model. For the
vision encoder, we use GeoCLIP-DA, with a two-
layer MLP of GeL.U activation as the projection lay-
ers following LLaVA-OneVision (Li et al., 2024a).
For the language model, we employ LLama-3-8B-
Instruct (Dubey et al., 2024). For a given diagram
and question pair in PGPS, we feed the vision en-
coder with the given diagram, and then the output
of the encoder is used as an input token of LLM
through the projection layer. The question text is
then fed into the LLM, followed by the diagram
embedding.

Training approach. With the modified training
data, we apply supervised fine-tuning on the VLM,
i.e., the gradient only flows through the prediction
of numerical values and solution steps, not the dia-
gram and text. During the training of GeoDANO,
the parameters of the vision encoder, i.e., GeoCLIP-
DA, are frozen and remain unchanged. The pro-
jection layer, which maps visual embeddings to
language model inputs, is randomly initialized and
trained from scratch simultaneously with the lan-
guage model.

Hyper-parameters. We train the VLM with
AdamW optimizer (Loshchilov and Hutter, 2019)
and cosine annealing scheduler with warmup ra-
tio 0.03 and maximum learning rate le-5. We use
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LoRA (Hu et al., 2022) with rank 128. We set
the batch size to 16 and train with 5 epochs. We
train the VLM with four A100-80GB GPUs for
approximately 24 hours.
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