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Abstract—This paper investigates the basic characteristics of
perceived empathy in Breithaupt’s three-person model to con-
sider a way of realizing its automatic prediction or empa-
thy reading machines. More specifically, we report the ex-
tent to which interlocutors differ from external observers in
perceiving the empathy aroused during group conversation.
We also evaluate the accuracies of various frequently used
models, including majority voting and multiple regression,
in predicting an interlocutor’s ratings from those of other
interlocutors and/or those of the observers. Defining empathy
as the emotional congruence between pairs of interlocutors,
we studied a four-person conversation, in which previously
unacquainted people held a decision-making discussion. We
used a 5-point Likert scale when collecting self-reports of
empathy from the interlocutors, and reports from a total
of forty external observers (ten for each interlocutor) who
adopted a target interlocutor’s perspective. We obtained three
indications. First, when no empathy ratings are available from
the target interlocutor for model training, it is beneficial to
ask observers to take the target interlocutor’s perspective.
Second, when target interlocutors’ self-reports are available, it
is advantageous to instruct observers not to take the target in-
terlocutor’s perspective. Third, in both scenarios, it is useful to
ask interlocutors to rate the pairs excluding themselves. These
findings provide some insights into good rating procedure as
regards studying perceived empathy.

1. Introduction

Empathy is the basic mechanism by which we under-
stand and share others’ thoughts and feelings [1], and shape
the nature of social interactions [2], e.g. by side-taking when
encountering others in conflict [3]. Unfortunately, empathy
is often hard for individuals to achieve, and especially for
those lack social cognition skills such as people with autism.
And this can also alter their group behavior, e.g. in the form
of the social pressure effect [4]. Accordingly, computer-
mediated conversation support systems are expected that can
enhance the quality and efficiency of communication. This
will require the automatic understanding of empathy.

Empathy is a complex phenomenon with several aspects
[5], [6]. Batson [1] for example used eight phenomena to
summarize empathy, including cognitive empathy, imagine-
self perspective, and behavioral coordination. “These phe-

nomena are related to one another, but they are not elements,
aspects, facets, or components of a single thing that is
empathy, as one might say that an attitude has cognitive,
affective, and behavioral components” [1]. It is therefore
important to target a specific aspect if we are to make steady
progress in dealing with this challenging construct. We
chose emotional congruence/contagion, which represents a
pairwise state where the emotion of a subject is the same
as or similar to that of the target person [7]. Emotional
congruence is a kind of affective/emotional empathy [1], and
explains a basic aspect of empathy [8], [9]; it is based on
the simulation theory, which states that empathy is realized
through behavioral mimicry, feedback, and contagion [1].

When considered in terms of multi-party conversations,
this definition necessitates different experimental designs
and analysis approaches from those used in previous studies
on individual emotion in a dyad, e.g. [10], [11]. In particular,
this definition inevitably forces us to focus on perceived
empathy, since the interpersonal definition precludes us from
handling felt empathy, unlike intrapersonally felt emotion,
because the pair consists of two members, where they know
only little about the partner’s actual feelings [11].

Furthermore, group analysis must pay attention to the
relationship between the target pair and the perceiver; i.e.
whether the perceiver is one of the pair (i.e. an insider), or
not (i.e. an outsider). An insider’s perception, namely what
each insider in a pair believes about their relationship, can
be partly explained by the two-person models of empathy
considered in many theories, while an outsider’s perception
would require a three-person model [3]. Such a relationship
impacts on their perception, although perception is also
affected by various other factors, including interpersonal
differences in personality, and social cognitive skills [12].

This study aims at obtaining insights for the automatic
prediction of pairwise or interpersonal affective relation-
ships. Specifically, this paper investigates the following four
research questions: RQ1) How similarly do interlocutors
perceive empathy in a group as an insider and outsider
of the target pair? RQ2) How differently do interlocutors
participating in a conversation and external observers (here-
inafter observers unless the full term is necessary) outside
the conversation perceive empathy in the group? RQ3) How
accurately can an interlocutor’s perception be predicted by
aggregating the other interlocutors’ and/or observers’ per-
ceptions? RQ4) What type of raters are informative, and for
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Figure 1. Empathy raters consisting of conversation interlocutors and ex-
ternal observers. Every person provided empathy rating for all interlocutor
pairs (4C2 = 6 pairs here) for each short time interval of the conversation.

what purpose? Figure 1 shows the structure of our empathy
raters, and Fig. 2 describes what we investigated. RQ1-4
correspond to Fig. 2 1-2), 3-5), 1-5), and 3-5), respectively.

As computational models, we introduce various models
that have been frequently used in different research areas
for different tasks, including empathic accuracy (the use of
a partner’s rating) [11], majority voting (wisdom of crowds
(WoC) [13]), and multiple regression, as introduced in [14]
as standard crowd aggregation methods. Our main aim is
to provide the basic characteristics of perceived empathy
ratings. This is a crucial step for validating crowdsourced
affective computing approach, including their computational
modeling, like [15]. Note that the proposal of a new machine
learning technique, such as the deep neural networks used
in [16], is beyond the scope of this paper.

2. Related Work

While emotion still remains one of the main target in
the affective computing research community [17], empathy
is gaining attention. For example, computation models of
empathy that allow conversation agents to behave empathi-
cally were proposed in [18], [19]. Xiao et al. [20] proposed
a method for identifying therapists’ empathy from their
speech behaviors while they were interviewing simulated
patients. In [21], the observers’ perception of empathy, as
emotional contagion, aroused in four-person conversations,
was analyzed together with the interlocutors’ gaze and facial
expression. Furthermore, in [22], an observer’s cognitive
tendency as regards empathy was predicted from his/her
personality traits and gender by using topic modeling. How-
ever, none of these studies tackled the prediction of the
subjective, idiosyncratic empathy perception of interlocutors
during multi-party conversations.

This community is keen to predict affective states per-
ceived by observers, i.e. objective perception. To alleviate
the subjectivity of perceivers, or increase the reliability of
ratings, most previous work gathered the perceptions of
multiple observers, and targeted representative values, e.g.
the majority/peak [23] or mean [24]. They are assumed
to well approximate the affect/emotion felt by the target
person. However, previous studies often demonstrated that
this assumption is not valid for felt/perceived emotion, e.g.
[25], [26]. Furthermore, it remains unclear whether it is
also invalid as regards the subjective perception of empathy,
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Figure 2. The investigated similarities between the ratings of interlocutor
i (∈ {a, b, c, d} in Fig. 1) for the pair i-j and those of five types of
raters: 1) the other pair partner (insider)(j), 2) outsiders (o( �= i, j)), 3)
observers who take self’s (i’s) perspective (ei· ), 4) observers who take
the other insider’s (j’s) perspective (ej· ), and 5) observers who take the
outsiders’ (e’) perspective (eo· ).

i.e. whether empathy perceived by those involved in group
conversation can be predicted by aggregating the empathy
perceived by observers. This paper examines this issue to
determine whether or not we can progress toward the fully
automatic prediction of subjective empathy perception by
extending previous studies on objective perception.

Ickes et al.’s study [11] on empathic accuracy, the ac-
curacy of social cognition, is well known. It targets dyadic
interactions, where the members of the pair rate their own
and their partner’s thoughts and feelings. Levenson and Ruef
[27] also targeted dyadic interactions, and used observer’s
impressions. Kenny et al.’s social relations analysis [28]
aimed at measuring the effects of rater, ratee, and their
interaction on the impressions in dyads. Our study differs
from these studies in terms of target, i.e. pairwise emotional
congruence versus individual affective states.

How individuals perceive the networks of relationships
around them has long been of importance in social network
research. The research has been motivated by the finding that
cognition of the network determines interaction, and interac-
tion in turn changes the network [29], [30]. Cognitive social
structures in social network research are of particular note
as regards the present study in that no assumptions are made
about how the perceptions of one individual will relate to
the perceptions of others [31], in contrast to traditional (non-
cognitive) network analyses which assume that individuals’
perceptions of their social structure should be correlated
with perceptions of others for the same network [32]. To
the best of our knowledge, cognitive social network analysis
has rarely been applied to affective computing studies, and
never to empathy studies.

3. Method

3.1. Subjects

We recruited four female students in their early twenties
as interlocutors for a four-person group. We employed in-
dividuals who were unacquainted before the experiment to
reduce idiosyncrasy and emphasize social rules and stereo-
types. We recruited a further forty female students of the
same ethnicity and also in their early twenties as naı̈ve



(non-expert) observers. They were unacquainted with the
interlocutors.

3.2. Conversation settings

We introduced the following settings to encourage em-
pathy in the interlocutor group. The group was asked to
hold a decision-making discussion, where they had to agree
on a single answer related to a given topic. To stimulate
their interests in the discussion, the interlocutors performed
another task before the discussion session, which was not
related to empathy rating but to the discussion topic. The
additional task involved playacting according to a given
scenario as if behaving spontaneously. The discussion topic
was “what is the most important thing while acting”1. The
requested discussion length was 10 min, and the result was
11.5 min. The participants were seated at equal intervals in
a circle with a radius of 1.4 m. This session was videotaped
at 30 fps with two full-HD color cameras, each of which
captured two participants. These videos were synchronized
by using a clapperboard, and were combined into one video
in which they are displayed vertically.

To be more exact, we first recruited 17 conversation
participants (three three-person groups and two four-person
groups) as a preliminary step, and asked them to perform
the task mentioned above. We then selected one four-person
group who yielded the highest correlation coefficients for
ratings between interlocutors (corresponding to the first two
rows in Table 3) as the main target of the present study, and
further recruited the observers for the group.

3.3. Rating design

To compare ratings between interlocutors, between ob-
servers, and between interlocutors and observers, this study
employed a rating design that combines round-robin [28]
and one-with-many designs [28]. In the round-robin design,
each interlocutor pair is rated by both the insiders and out-
siders of the pair in the group. In the one-with-many design,

1. The exact settings were as follows. Before the discussion session, the
interlocutors were asked to take part in a self-introduction session according
to the experimenters’ instructions given via a document in advance. The
document stated: First, as a self-introduction, all participants, including
you, will be asked to spend about 2 min introducing “the best domestic
tourist spot I can recommend.” However, some of the participants, rather
than spontaneously recommending a tourist spot, will act according to
given instructions. You were randomly selected as an actor by drawing
lots. Speak as if you had been to the tourist location, and try to talk others
into wanting to go there. The tourist spots were different for different
participants and randomly assigned to them. After the conversation, they
completed several paper-and-pencil questionnaires, including a question
that asked whether they had really been to the spot they recommended. They
were told that none of the answers to the questionnaires would be shown to
the other group members. No one answered that she had been to the spot
she recommended. To avoid very negative feelings for ethical reasons, the
participants were prevented from pointing out other members’ faults, but
were allowed to praise others’ good points during the discussion. At the
end of the self-introduction session, they were debriefed that they had all
been playacting. After the session, they completed several paper-and-pencil
psychological questionnaires, including the big five personality traits, and
Davis’ Interpersonal Reactivity Index [33]; although these measures were
not used in the present study.

TABLE 1. RATING DESIGN FOR FOUR-PERSON GROUP

Ratee pair
Rater 1-2 1-3 1-4 2-3 2-4 3-4
1 I I I O O O
2 I O O I I O
3 O I O I O I
4 O O I O I I
e11 I’ I’ I’ O’ O’ O’
...

...
...

...
...

...
...

e1M I’ I’ I’ O’ O’ O’
e21 I’ O’ O’ I’ I’ O’
...

...
...

...
...

...
...

e4M O’ O’ I’ O’ I’ I’

Rater means an interlocutor or observer, while ratee pair means a pair of
interlocutors who are being judged. Numbers indicate interlocutor IDs,
while ei· are observers whose target is interlocutor i. Letters I and O
denote the insider and outsider in the ratee pair, respectively. Primes

indicate the observers’ pseudo relationship in a pair, if they were
participating in the conversation. Each rater judges all the ratee pairs.

each pair in the group is also rated by observers, who are
not rated by any other people. The task of the observers was
to view a group conversation and simultaneously to take the
target interlocutor’s role, and to rate each interlocutor pair
from the target’s perspective, i.e. to predict the ratings that
would be given by the target interlocutor. Taking imagine-
self perspective is one aspect of empathy [1], and enhances
accuracies of social cognition [34]. Table 1 shows the rating
design. The forty observers were randomly assigned to
one of the four interlocutors. Thus, each interlocutor had
M = 10 observers who took her perspective.

3.4. Rating procedure

All the interlocutors and observers participated in a
rating task. The interlocutors completed it immediately after
the discussion session. They performed this task in a differ-
ent room from the conversation room. The rating room was
equipped with a 24-inch monitor and had headphones on a
desk for each subject. The desks were arranged so that the
participants sat back to back. The interlocutors gave a report
on their own emotional states and their subjective ratings
regarding the empathy between each pair of participants.

Each interlocutor sequentially viewed non-overlapping
7.5-sec long video clips spaced at intervals; this yielded
T = 92 clips. During the intervals, each person reported
her own emotion (valence-arousal dimension), and judg-
ment regarding the empathy (emotional congruence) be-
tween each pair in the group on a 5-point Likert scale;
rating y ∈ {−2,−1, 0,+1,+2} (-2: Dissimilar, -1: Slightly
dissimilar, 0: Neither, +1: Slightly similar, and +2: Similar).
No further details of the empathy definition was given to
them. We determined the clip length with reference to [27],
[35]. The intervals were set at 25 sec. The emotion rating
scores were not analyzed in this study.

The observers completed similar tasks. The differences
between the observers’ and interlocutors’ tasks were as



follows. First, the observers were asked to predict the rat-
ings given by the target interlocutor. Second, the observers
viewed the discussion video instead of conversing. The
observers thus watched the video twice: the first time with-
out stopping, and then including a pause for rating. The
interlocutor situations, including the instructions and tasks
for the target interlocutor, were given to the observers via
documents. Moreover, they were separately seated in a room
different from the room used for the interlocutors; there was
no interaction between the observers during the experiment.

3.5. Models

The rating procedure, explained in 3.4, yielded 4 (inter-
locutors) + 40 (observers) = 44 ratings for each video clip
and for each pair. The task was now to predict the ratings
of interlocutor i to pair i-j (j is the other pair insider) in
clip t, yit (where the superscript indicates the rater, and ratee
pair i-j is omitted for simplicity), from other interlocutors’
and/or observers’ ratings. Candidate sources are ratings yxt ,
where x indicates one of the insiders (i.e. interlocutor i or
j), outsiders (i.e. other interlocutors), o( �= i, j), or external
observers, e. External observers e∗ indicates those taking
the perspective of interlocutor ∗ ∈ {i, j, o}. Figures 1 and 2
and Table 1 show the obtained ratings and their relationship.

This study employs a leave-one-interlocutor-out cross-
validation scenario and a leave-one-out cross-validation sce-
nario. The former is more challenging, since no rating given
by the target interlocutor i is available as training samples;
the only ratings available are those of all other raters. This
scenario simulates a case where it is difficult to ask target
interlocutors to provide ratings. In the leave-one-out cross-
validation scenario, ratings of i for all clips except for target
clip t are also available as training samples. This scenario
limits the applications, but we can expect better prediction
performance.

This study tests the following three models because of
their success in various research fields [11], [13], [14]. The
first two are used for the leave-one-interlocutor-out cross-
validation scenario, while the last one is applicable only for
the leave-one-out cross-validation scenario.

3.5.1. Prediction from another rater’s rating. This model
predicts interlocutor i’s rating yit from another rater’s rating
for time t. This is divided into three types. The first source is
the other insider, i.e. the interlocutor j’s rating, yjt . The sec-
ond is the outsiders in the conversation, namely interlocutor
o’s rating, yot . The last is the external observer e’s rating, yet .
This simple model aims to measure the pairwise similarity
of ratings between an interlocutor and another rater, namely
inter-rater agreement.

3.5.2. Wisdom of crowds. WoC [13] is a general tech-
nique for collecting answers from a group of individuals
and aggregating them to obtain a better answer than the
answer given by any of the individuals. In actual applica-
tions, the mean and mode (i.e. majority) are probably the
most frequently used representative values of the observers’

ratings in the psychology and affective computing fields
for increasing rating reliability. This study predicts yit by
majority voting from other raters’ ratings for time t.

3.5.3. Multiple regression. Multiple regression can be ap-
plied when the target interlocutor’s ratings on an interval
or ratio scale are available for model training, namely in
the leave-one-out cross-validation scenario. In the present
study, the predictors are rating values given by some or all
of the raters other than the target interlocutor. The training
data for predicting yit were yxt′ , where t′ ∈ {1, · · · , t−1, t+
1, · · · , T}. The model was separately trained for each target
interlocutor i and each ratee pair i-j.

3.6. Prediction performance measures and their
comparison metrics

As performance evaluation measures, we follow [36]
which recommend the use of three different measures: Pear-
son’s correlation coefficient r, mean absolute error (MAE)2,
and a sign agreement metric (SAGR). MAE is defined as:∑

t |ŷ·t−y·t|/
∑

t 1. SAGR [36] is obtained as the agreement
level of the prediction with the target observer rating by
assessing the rating as either positive (+) or negative (-):∑

t δ(sign(ŷ·t), sign(y·t))/
∑

t 1, where δ is the Kronecker
delta function; δ(ŷ, y) returns 1 if ŷ = y or 0 otherwise.
Unlike [36], our data include zero (no-sign) values, and so
we calculate SAGR as the mean of the two SAGR values:
the SAGR for a positive-nonpositive binary classification
task and the SAGR for a negative-nonnegative binary clas-
sification task. In summary, for r and SAGR, larger is better,
while for MAE, smaller is better (with the best being zero).

To test the significance of performance differences be-
tween models, we focus on the practical significance or
effect sizes for the reasons given below and with reference
to [37]. Due to the sequential rating procedure, the rating
time series exhibited strong autocorrelation, as reported in
4.1. We were therefore forced to aggregate each of the time
series for valid statistical tests. First, for each model, we
obtained r, MAE, and SAGR separately for each T -length
sequence. This yielded 6 (interlocutor pairs) × 2 (insiders)
= 12 values for each evaluation measure. We then calculated
Cohen’s d [38] between pairs of models by using the twelve
samples. We consider there is at least a small effect between
the models, if d ≤ 0.2, according to Cohen’s criteria [38]3.

4. Results

4.1. Basic rating characteristics

As general rating statistics, Table 2 shows the frequen-
cies (probabilities) of each rating score for interlocutors and

2. This paper uses MAE instead of the root mean square error due to its
heavy weighting for outliers, as acknowledged in [36].

3. The sample size of twelve was unfortunately prone to cause type-
II errors, namely failure to find the true difference. A power analysis
suggested that the detectable effect size is as large as 0.89 to guarantee
a type-II error rate of .2 with N = 12, and the power is only 0.09 (meaning
type-II error rate = 1 - .09 = .91) when N=12 and the effect size = 0.2.



TABLE 2. PROBABILITIES OF EMPATHY RATING SCORES

Rating score
+2 +1 0 -1 -2 Mean

Interlocutors .22 .37 .25 .12 .04 .62
Insiders .23 .36 .23 .12 .06 .59
Outsiders .21 .38 .28 .11 .02 .66

Observers .15 .34 .23 .19 .09 .26
Insiders’ .15 .34 .21 .20 .10 .22
Outsiders’ .15 .34 .26 .17 .08 .31

observers; each rater class is further divided into insiders
and outsiders. A chi-square test revealed that there is a
statistically significant difference between the frequency
distributions of the interlocutors and observers, but it was
practically trivial (χ2(8, N = 24288) = 200, p < 0.001,
Cramer’s V = .09). Pairwise t-tests revealed that the mean
score of the interlocutors is larger (more positive) than that
of the observers (t(2206) = −13.5, p < 0.001, Cohen’s
d = .32). These results match those of some previous
studies. For example, [39] argued that participants rate in-
teraction events more positively than observers due to social
desirability [40]. Post hoc pairwise t-tests for the 2×2 con-
ditions revealed that both the difference between the mean
scores of the insiders and outsiders (within interlocutors) and
that between those of the insiders’ and outsiders’ observers
(within observers) were practically trivial. This suggests that
both the interlocutors and observers had no or at worst
a trivial bias when rating outsiders compared with rating
insiders (themselves).

Table 3 shows the pairwise rating similarity between
interlocutors and observers. Note that the low correlations
between interlocutors suggests that it is difficult to predict
an interlocutor’s rating from other interlocutors’ ratings,
even from the rating of the partner in the pair. Our re-
sults do not conflict with the findings of previous studies
showing that the self-report matching rate with the partner’s
report regarding valance was not statistically significantly
greater than the chance level [11]. The key reason is that
communication has a subjective, idiosyncratic meaning for
participants [39]. There is no mutual influence between the
behavioral, affective, and cognitive responses of the observer
and participants, and they are not cognitively interdependent
because they do not have unique subjective knowledge about
on another [39].

Moreover, each rating time series y·· (each of 6 interlocu-
tor pairs × 2 insiders = 12 time series) showed a strong au-
tocorrelation (Ljung-Box test for lag=1, p = .0002± .00009
(standard error, S.E.)).

4.2. Prediction performance of WoC

Table 4 shows the WoC prediction performance in a
leave-one-interlocutor-out cross-validation scenario. When
only observers’ ratings were used, the best performance was
obtained when both insiders’ observers were used (WoC
3+4, where the numbers in the model name correspond to
the rater categories in Fig. 2, n (number of raters used) = 20:

r = .315 ± .050 (S.E.), MAE = 0.928 ± 0.044, and SAGR
= .708± .020). This was better than when using outsiders’
observers (WoC 5, n = 20: d = 0.29 for r, d < 0.2 for
MAE, and d = 0.35 for SAGR), and all the observers (WoC
3+4+5, n = 40: d =< 0.2, 0.43, and < 0.2, respectively).

The WoC 3+4 performance was further enhanced when
combined with both the outsiders’ ratings (namely WoC
2+3+4, n = 22: r = .329 ± .050 (d = 0.24), MAE =
0.897± 0.046 (d = 0.57), SAGR= .712± .020 (d = 0.22)),
and with all the other interlocutors’ ratings (namely WoC
1+2+3+4, n = 23: r = .335 ± .051 (d = 0.28), MAE
= 0.892 ± 0.046 (d = 0.55), SAGR= .714 ± .018 (d =
0.27)). WoC 2+3+4 and WoC 1+2+3+4 are comparable
(d < 0.2 for all the three measures), and both are better
than WoC 1+3+4 (the pair partner + insiders’ observers, n
= 21; d > 0.43 for MAE), and WoC 1+2+3+4+5 (all other
interlocutors + all observers, n = 43: d > 0.22 for both r and
SAGR). Note that the worst model among the models that
combine interlocutor(s) and observers in Table 4 was WoC
2+5 (outsiders + their observers, n = 22: r = .239 ± .033,
MAE = 0.949 ± .049, SAGR = .685 ± .174), which was
much worse than the two top-ranked models (d > .42).

From these results, it seems reasonable to conclude that
WoC 3+4 and WoC 2+3+4 are the most practical choices
in this scenario considering the rating cost; n = 22 (WoC
2+3+4) was more economical than n = 23 (WoC 1+2+3+4).
This suggests that, when no rating data are available for
target interlocutor i, it is beneficial 1) to ask observers
to focus on the pairs including the interlocutor whose
perspective she will take, and 2) if possible, to ask all
interlocutors to rate pairs composed of other interlocutors.
This procedure is expected to be helpful in filling the gap
between the subjective perceptions of target interlocutor and
other raters without using any idiosyncratic data about the
target interlocutor.

4.3. Prediction performance of regression

Table 5 shows the prediction performance of regres-
sion in a leave-one-out cross-validation scenario. First, as
expected, this scenario yielded much higher performance
than that in the previous leave-one-interlocutor-out cross-
validation scenario, thanks to the use of the self-reports of
target interlocutor i. For example, when compared with the
best WoC, WoC 2+3+4, Reg 2+3+4 (outsiders + insiders’
observers, n = 22: r = .383± .048, MAE = 0.773± 0.041,
and SAGR = .716±.017) was better in terms of r (d = 0.34)
and MAE (d = 0.84), although not in SAGR (d < 0.2).

Second, and more strikingly, in contrast to the previous
scenario in 4.2, observers taking the insiders’ perspective
turned out to be counterproductive in this scenario. The best
regression model was Reg 2+5 (outsiders + their observers,
n = 22: r = .450± .046, MAE = 0.726± 0.055, and SAGR
= .744± .019), which corresponds to the worst WoC model,
WoC 2+5. The improvement was huge; 88% increase for r
(d = 1.41), 31% decrease for MAE (d = 1.44), and 9%
increase for SAGR (d = 1.13). Reg 2+5 was better than all
of Reg 2+3+4 (n = 22: d = 0.31, 0.31, and 0.44 for r, MAE



TABLE 3. RATING SIMILARITIES OR INTER-CODER AGREEMENT WITH TARGET INTERLOCUTOR i

Sources of prediction (model) #Raters used (n) Pearson r ↑ MAE ↓ SAGR ↑
Interlocutors’ ratings

1) Pair partner (x = j) 1 .143 (.032) 1.174 (0.054) .607 (.007)
2) Outsider (x = o) 1 .195 (.032) 1.038 (0.057) .638 (.013)

Observers’ ratings
3) Self’s observers (x = ei) 1 .146 (.021) 1.180 (0.039) .647 (.017)
4) Pair partner’s observers (x = ej ) 1 .163 (.025) 1.172 (0.037) .642 (.016)
5) Outsiders’ observers (x = eo) 1 .135 (.016) 1.149 (0.029) .638 (.009)

The rater category numbers (1-5) correspond to those in Fig. 2. Mean and standard error in brackets.
“#Raters used” denotes the number of source raters used for prediction. “↑” and “↓” denote higher and lower performance.

TABLE 4. PREDICTION PERFORMANCE OF WOC

Sources of prediction (model) #Raters used (n) Pearson r ↑ MAE ↓ SAGR ↑
Interlocutors’ ratings

WoC 1+2) All interlocutors 3 .167 (.033) 1.150 (0.041) .625 (.010)
Observers’ ratings

WoC 3) Self’s observers 10 .239 (.033) 1.047 (0.061) .694 (.020)
WoC 4) Pair partner’s observers 10 .301 (.045) 1.016 (0.049) .685 (.022)
WoC 5) Outsiders’ observers 20 .265 (.030) 0.942 (0.048) .693 (.018)
WoC 3+4) Insiders’ observers 20 .315 (.050) 0.928 (0.044) .708 (.020)
WoC 3+4+5) All observers 40 .303 (.044) 0.888 (0.052) .707 (.018)

Both interlocutors’ and observers’ ratings
WoC 1+3+4) Pair partner + insiders’ observers 21 .322 (.049) 0.923 (0.044) .709 (.021)
WoC 2+3+4) Outsiders + insiders’ observers 22 .329 (.050) 0.897 (0.046) .712 (.020)
WoC 2+5) Outsiders + outsiders’ observers 22 .239 (.033) 0.949 (0.049) .685 (.017)
WoC 1+2+3+4) All interlocutors + insiders’ observers 23 .335 (.051) 0.892 (0.046) .714 (.018)
WoC 1+3+4+5) Pair partner + all observers 41 .292 (.041) 0.908 (0.049) .701 (.017)
WoC 2+3+4+5) Outsiders + all observers 42 .318 (.046) 0.877 (0.050) .710 (.018)
WoC 1+2+3+4+5) All interlocutors + all observers 43 .306 (.046) 0.890 (0.052) .706 (.017)

TABLE 5. PREDICTION PERFORMANCE OF REGRESSION

Sources of prediction (model) #Raters used (n) Pearson r ↑ MAE ↓ SAGR ↑
Interlocutors’ ratings

Reg 1+2) All interlocutors 3 .255 (.041) 0.853 (0.055) .690 (.013)
Observers’ ratings

Reg 3) Self’s observers 10 .306 (.053) 0.777 (0.036) .722 (.017)
Reg 4) Pair partner’s observers 10 .350 (.042) 0.769 (0.041) .724 (.016)
Reg 5) Outsiders’ observers 20 .415 (.038) 0.738 (0.049) .745 (.016)
Reg 3+4) Insiders’ observers 20 .350 (.051) 0.803 (0.040) .709 (.016)
Reg 3+4+5) All observers 40 .378 (.047) 0.829 (0.047) .707 (.014)

Interlocutors’ ratings + observers’ ratings
Reg 1+3+4) Pair partner + insiders’ observers 21 .345 (.056) 0.801 (0.036) .708 (.018)
Reg 1+5) Pair partner + outsiders’ observers 21 .395 (.041) 0.752 (0.049) .737 (.016)
Reg 2+3+4) Outsiders + insiders’ observers 22 .383 (.048) 0.773 (0.041) .716 (.017)
Reg 2+5) Outsiders + outsiders’ observers 22 .450 (.046) 0.726 (0.055) .744 (.019)
Reg 1+2+3+4) All interlocutors + insiders’ observers 23 .358 (.046) 0.795 (0.044) .711 (.017)
Reg 1+2+5) All interlocutors + outsiders’ observers 23 .439 (.045) 0.735 (0.056) .741 (.019)
Reg 1+2+3+4+5) All interlocutors + all observers 43 .383 (.039) 0.838 (0.049) .707 (.013)

and SAGR, respectively), Reg 5 (outsiders’ observers, n =
20: d = 0.50, 0.24, and < 0.2, respectively), and Reg 1+2+5
(all other interlocutors + outsiders’ observers, n = 23: d =
0.76, 0.81, and 0.55, respectively).

These results suggest that when the rating data of target
interlocutor i for other conversational scenes are available,
it looks advantageous to ask the raters, including both the
interlocutors and observers, to take a perspective that is dif-
ferent from that of the target interlocutor (which is expected
to yield a more objective perspective). More specifically,

it seems effective 1) to instruct the observers to focus
on the pairs excluding the interlocutor whose perspective
she will take, and 2) to ask the interlocutors to rate pairs
excluding themselves. These are reasonable results because
the perspectives of both the outsiders and their observers
are more objective than the insiders’ subjective perspec-
tives, and the subjective perspectives are provided by using
the target interlocutor’s ratings. These findings also match
the results of a recent emotion study [41], which showed
the complementarity of self-reports and observers’ reports,



although their target was individual emotional state, not
pairwise empathetic state. These higher performance levels
obtained with rater aggregation suggest that the raters are
not completely random, although individual raters showed
low performance.

5. Discussion

We have provided various results that will be helpful
for the automatic prediction of perceived empathy. However,
several issues still remain.

5.1. Low pairwise correlation of ratings

As shown in Table 3, the pairwise correlation coefficients
were not very high compared with previous studies on
individual emotions, e.g. [25], [26], [35]. However, it should
be noted that many previous studies, e.g. [27], [29], targeted
only scenes with high inter-coder agreement. Actually, the
clips whose SD by all raters was smaller than 0.5 yielded
a moderate mean absolute correlation of around 0.5. Ac-
cordingly, as in [21], this would suggest data characteristics
rather than unreliable rating. We thus used all the samples
to capture the big picture.

5.2. Sample size

This study only targeted a single four-person conver-
sation, whereas we recruited forty observers. The statistical
tests revealed certain practical significance, but these should
be further validated with various interlocutors and conver-
sation settings, e.g. different group sizes. However, we still
believe these results can provide the affective computing
community with some insights for the following two rea-
sons. First, to reduce the effect of the above issue, from
five conversation groups (three three-person groups and two
four-person groups), we selected the group that showed
the highest inter-coder agreement between the interlocutors.
Second, we obtained reasonable results that well match
those in the literature or can be explained by them, as
described in Section 4.

5.3. Perceived dyadic state vs. perceived self-state

Motivated by Breithaupt’s three-person model of em-
pathy [3], this paper introduced the framework of Krack-
hardt’s social structures analysis [31] to analyze the pairwise
empathy (defined as emotional congruence in this study)
perceived by the interlocutors. This opens several future
directions.

First, this study used a pairwise rating design. However,
other empathy definitions require a different design, and thus
their results are comparable with ours. For example, cogni-
tive empathy, which is the other major aspect of empathy,
necessitates an individual-oriented design, where internal
states felt by each interlocutor and those perceived by others
should be corrected and then compared. In terms of design,

this is much more relevant to previous emotion studies. The
pairwise design differs from the individual-oriented design
according to [42] who reported that ratings of pairwise
relationships would be affected by the balance schema, as in
Heider’s theory [43]. The comparison of different empathy
definitions is an important issue.

Second, the current definition also makes it possible
to approximate the actual dyadic state by determining the
similarity between emotions felt by a pair; the emotions
would be those provided as self-reports or those measured
via physiological responses, like galvanic skin response and
heart rate, in felt-emotion studies [16], [44]. It would be
necessary to compare the approximated and self-reported
empathy ratings.

5.4. Rating procedure

This study employed a discrete annotation procedure for
both time and empathy space. However, we acknowledge
that the recent trend in the affective computing community is
rating in continuous time with a continuous value, e.g. [45],
[46], although observer-specific delays should be considered
[47], [48]. It would also be interesting to investigate whether
or not our results hold in continuous annotation scenarios.

6. Conclusion

This paper investigated the basic characteristics of per-
ceived empathy. We reported the extent to which interlocu-
tors differ from external observers in perceiving empathy
aroused in a group conversation, and also evaluated the
accuracies various frequently-used models in predicting an
interlocutor’s ratings from those of other interlocutors and/or
those of observers. We obtained three indications. First,
when no empathy ratings for the target interlocutor are
available for model training, it is beneficial to ask observers
to take the target interlocutor’s perspective. Second, when
target interlocutors’ self-reports are available, it is advanta-
geous to instruct observers not to take the target interlocu-
tor’s perspective. Third, in both scenarios, it is useful to
ask interlocutors to rate the pairs excluding themselves. We
believe that these findings provide insights regarding how
to collect perceived empathy for its automatic prediction.
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