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Abstract

Graph neural networks (GNNs) have been analyzed from multiple perspectives,
including the WL-hierarchy, which exposes limits on their expressivity to distin-
guish graphs. However, characterizing the class of functions that they learn has
remained unresolved. We address this fundamental question for message passing
GNNs under ReLLU activations, i.e., the de-facto choice for most GNNS.

We first show that such GNNs learn tropical rational signomial maps or continuous
piecewise linear functions, establishing an equivalence with feedforward networks
(FNNs). We then elucidate the role of the choice of aggregation and update
functions, and derive the first general upper and lower bounds on the geometric
complexity (i.e., the number of linear regions), establishing new results for popular
architectures such as GraphSAGE and GIN. We also introduce and theoretically
analyze several new architectures to illuminate the relative merits of the feedforward
and the message passing layers, and the tradeoffs involving depth and number of
trainable parameters. Finally, we also characterize the decision boundary for node
and graph classification tasks.

1 Introduction

Message passing has been a cornerstone of machine learning, from inference in graphical models
[} 2] to embedding of graphs [3\ 4,15, 16l [7]. Message passing neural networks (MPNNs) are easy to
implement, and can handle large scale, heterogeneous, and dynamic real world data effectively; so
continue to be an active area of research [8,19,|10]. Indeed, several popular GNNs are usually cast
and implemented as MPNNSs, see e.g., [[L1} 12, 13} 14} [15].

Unsurprisingly, GNNs as MPNNs have been analyzed from multiple theoretical perspectives. A
major theme is inspired by connections to the so-called 1-WL (Weisfeiler-Leman) test for group
isomorphism and its higher order extensions, where nodes in a (hyper-)graph repeatedly refine
their colors based on the messages from their neighbors [16]]. MPNNs are known to be bounded
in power according to the WL-hierarchy [[15/ 17, |18]], implying their inability to distinguish some
non-isomorphic graphs. Unlike WL that strives to expose what GNNs cannot do, here we seek to
unravel what they can.

Notably, the WL formalism implicitly relies on injective hash functions; in contrast, most successful
GNN s typically use ReLLU activations that violate injectivity. Bounding the expressivity of such
GNNss via their injective surrogates is theoretically valid; however, it does not illuminate what they
learn. Indeed, several fundamental questions remain elusive for these practical models; e.g., (a) what
class of functions can they represent, (b) how does their expressivity vary with the choice of message
aggregation and update functions, (c) what complexity tradeoffs (e.g., in terms of the number of
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Theoretical contributions of this work

Characterizing the class of functions learned by ReLU MPNNs:

Equivalence with ReLU FNNs, TRSMs and CPLMs Proposition EI
Estimating the number of linear regions, and complexity tradeoffs:

First general lower bound for ReLU MPNNs Theorem

First general upper bound for ReLU MPNNs Theorem

Max aggregation has greater geometric complexity than sum Proposition

Recovery of existing upper bounds for FNN and GCN Corollary (1}

New upper bounds for GraphSAGE and GIN Corollary ,
New ReLU MPNNs and complexity tradeoffs:

New architectures that can all learn CPLMs, and their tradeoffs Proposition |§I
Characterizing the decision boundary:

Decision boundary of ReLU MPNNSs for graph classification Proposition

Decision boundary of ReLU MPNNS for node classification Proposition E

Figure 1: Overview of our results. Formulating ReLU MPNNS as tropical geometric objects allows
us to shed light on several important aspects where WL falls short.

layers or parameters) exist for models of comparable expressivity, and (d) what decision boundary
emerges for node and graph classification tasks?

We appeal to tropical algebra and geometry to address these questions in the context of ReLU MPNNS.
Specifically, casting these networks as tropical geometric objects, we analyze their ability to represent
different weighted sums of tropical monomials (the basic objects of interest in tropical algebra,
akin to monomials for standard polynomials) at different nodes. We first show that the family of
functions represented by these networks is precisely the family of tropical rational signomial maps
(TRSMs). Since TRSMs are known to be equivalent to ReLU FNNs [[19], this reveals an equivalence
between ReLU MPNNs and ReLU FNNs: they represent exactly the same class of functions, namely,
continuous piecewise linear maps (CPLMs).

This equivalence in terms of expressivity does not, however, translate into parity in efficiency, e.g., as
quantified in terms of their respective requirements for the number of layers and trainable parameters
to represent an arbitrary TRSM. Indeed, MPNNs have some strengths and limitations relative to FNNs.
On the positive side, MPNNs benefit from parallel computation and streamlined communication
between the nodes and their neighbors. On the flip side, MPNNSs are constrained by permutation-
equivariant layers that employ permutation-invariant aggregation operators [20], which impedes their
ability to represent arbitrary combinations of tropical monomials.

In order to better understand the efficiency of different MPNN architectures, we investigate their
geometric complexity, the number of linear regions that they can distinguish. Towards that end, we
establish the first general upper and lower bounds on the geometric complexity of ReLU MPNNs,
recovering the existing results [19, [21]] for FNNs and graph convolutional networks (GCNs) as
special cases. Importantly, we also unravel new results for two of the most prominent MPNNs whose
complexity was previously unknown, namely, GraphSAGE [13]] and GIN [15]].

A particularly attractive aspect of our bounds is manifested in segregation of the contribution from
different components, such as aggregation and update steps. In particular, they reveal that selecting
coordinate-wise max as the aggregation operator affords greater geometric complexity than sum for
ReLU MPNNS. In order to provide further insights about various complexity tradeoffs, we introduce
and analyze four novel MPNN abstractions. Notably, they can all represent arbitrary TRSMs, i.e., they
are as expressive as ReLU FNNs, but differ in terms of layers as well as total learnable parameters
in their corresponding architectures. Fundamentally, we expose a general trend about the relative
merits of the feedforward and message passing paradigms: fewer layers for MPNNs (particularly
with coordinate-wise max aggregation) but fewer trainable parameters for FNNs.



Finally, we study the decision boundaries for node and graph classification, uncovering the underlying
connections with tropical hypersurfaces; i.e., the set of points where two or more tropical monomials
achieve the same value.

We summarize our key contributions in[Figure 1 We now proceed to reviewing some related works.

1.1 Related work

Tropical Geometry and Machine Learning. Tropical geometry [22] 23] provides tools to study
the algebraic geometry and combinatorics of continuous piecewise linear functions, and finds several
applications (e.g., in optimization). Two seminal works [[19, [24]] initiated the analysis of deep learning
models via tropical geometry, establishing the link between ReLU FNNs and tropical rational
functions. The connection was then extended to maxout-layers in [25]. The decision boundaries
of FNNs through a tropical lens were studied in [26]]. Other aspects of deep neural networks have
also be analyzed [27}128] 29,130} 131, [32]. We refer to [33] for a survey on the current use of tropical
geometry in deep learning.

Expressivity and WL. Much work on GNNSs has been inspired by noticing the parallels between
MPNNSs and the WL test for isomorphism [15) 34} [35]]. Standard MPNNs are no more powerful than
1-WL (equivalently, 2WL), so higher order models that consider tuples of vertices have been proposed
[L7,[18]. Several adaptations of WL such as geometric WL [36], cellular WL [37/],temporal WL [10],
and persistent WL [38] have been introduced in different contexts. Limited expressivity and symmetry
considerations have led to the design of new MPNN architectures [[15} 139,40, 41} 142} 43]], inclusion
of different types of features [39) 144]], and integration with topological descriptors [45. 46, |47]].
Other notions of expressivity have also been proposed, e.g., equivariant polynomials [48] and
homomorphism counts [49].

Other results about GNNs. GNNs as MPNNs are also known to be prone to information bottle-
necks [50, 51} 52]], oversmoothing and oversquashing [53]], and heterophily [54, 55]]. Some works
have also established their inability to count substructures, compute graph properties, or learn topol-
ogy [49, 156, 57]]; connections to algebraic topology [58], biconnectivity [59], and communication
complexity [60} 61]], behavior in overparametrized regimes [62, 163]; power of recursion in counting
substructures [64]); benefits of positional encoding [65]]; and ability to generalize and achieve universal
approximation [56] 166} 167,168,169, (70} (71} (72, [73| [74} [75]].

However, neither expressivity in terms of WL nor these other results characterize the class of functions
learned by GNNs, and in this work we bridge this glaring gap for ReLU MPNNss.

Complexity of Neural Networks. The complexity of deep neural networks is typically studied in
terms of the number of linear regions [[76} (77, [78.,79], and the intricacy of decision boundary [19]],
though other notions such as trajectory length [[80]] have also been considered recently. The number
of linear regions quantifies the flexibility of the function class, thus bounding the number of regions
relates closely to both expressivity and generalization [[79]. To our knowledge, only the geometric
complexity upper bounds for GCNs are known in the context of GNNs [21]]. We provide the first
general lower and upper bounds for ReLU MPNNS, establishing complexity of popular architectures
such as GraphSage and GIN, and recovering the results for GCNs and FNNs as special cases.

2 Preliminaries

2.1 Message Passing Neural Networks (MPNNs)

A general T-layer MPNN Yy is defined as a sequence of layers {¢® 17|, and takes as input a
(directed) graph G = (V, E, X) with vertices v € V, edges (u,v) € E C V x V, and features

X = (Xv, XEg) consisting of node attributes Xy € RIVIxdo and edge attributes Xp € RIBIxdo 1¢
produces as output a refined embedding for each vertex and edge. Formally, x acts on X as

x(X) = <p(T) 0..0 <p(1)(X) , where each <p(t) cRIVIXdi—1 o RIBIXd: .y _y RIVIXde o RIEIXd:

is permutation-equivariant [20]. Subsequently, depending on the task, the embedding for each node
produced by Y is fed into another neural network, e.g., n : R%" — R°“! for node classification or



regression (and similarly for edges). An additional readout step preadout : R!VI1*47 x RIEI*dr _; Rdc
is usually required to obtain a single vector from the output of x for graph-level prediction.

We thus proceed to describing the working of each layer (*) that yields a representation hq, € R%
for each vertex v € V and a representation e G R% for each edge (u,v) € E. Assuming node

embeddings are updated before edge embeddlngs (the converse works analogously), we have
Al = wggdate(h’(t D m®),  where

v

l®) = o (B, LR, etV el Dl € Ne(o) )

Aggregation functions { A) } are typically permutation-invariant, and we use an operator [] such as
sum, average, or coordmate -wise max/min to combine the messages [15} 81]]:

t) t) ¢ -
QOEAgg( {{h uv t 1)}}u6Ne(v ) - ( )(Dq(LéNe 1,)¢( )( )t 1) h(t 1) gv 1)761()tu 1)))a
ey
where {qbgt)} and {gbét)} are usually implemented as FNNs, Ne(v) denotes the set of neighboring
vertices of v, and {{-}} denotes a multiset. When there is no confusion, we usually write [J(*) instead.

Let Lgt) and Lgt) denote, respectively, the number of layers in ¢§t) and qbét). We use ni’g (and ng’e)
to denote the dimension of layer ¢ in ¢§“ (and ¢§t)). On the other hand, the update functions take the
form

t — t t — t
SDISgdate (hg)t 2 ) mg)t) ) JISTp)date (Ws(el% hgt Y + Wn(el?ghm(t) )

Henceforth, we focus on sum and coordinate-wise max, since coordinate-wise min and average can
be obtained from coordinate-max and sum respectively. We shall also number the vertices in V' with
Ay, ..., Ajy| and edges in E with ey, ..., ¢ g|, and use the lexical order for edges, i.e.,

Eup < ey S u<u or(u=uandv <v').

2.2 Tropical Algebra

Here we adopt the notation from [19]. Let T = R U {—oc} be an extended set of real numbers. We
equip T with two binary operators tropical sum & and tropical multiplication ©:

a®b=max{a,b}; a®b=a+b;
aP—oco=—-oc0oPa=a; a@®—-—o00=-000Oa=—00,

where max and + are the usual operators in R. Thus, (T, ®, ®) is a semi-ring with additive identity
—oo and multiplicative identity 0. We also define the tropical power z©¢ for each z € R:

200 — rT@..0r=a-z ifaeN Coo®a _ @ ifa e N\ {0}
(—z)°C ifaeZ\N ~ 0 ifa=0 ’

where - is the standard product over IR, and often abbreviate x®¢ to 2 without inducing any confusion.
A tropical monomial in m variables takes the form c® z{* ©...©z%» forc € Tand ay, ..., a;m €N,
and is often denoted by multi-index shorthand cx®, where « = (a1,...,a,) € Z™ and x =
(z1,...,7m) € R™. Note that this may be interpreted as the affine combination = "« + c.

A tropical polynomial f(z) = c12* @ ... ® ¢, x*" is a finite tropical sum of tropical monomials,
and amounts to a max over finitely many terms, i.e., f() = max’_, {z " «; + ¢;}. Without loss of
generality, we assume «; # «; for ¢ # j since we can combine monomials with the same « into one.
A tropical rational function f © g(x) = f(z) — g(x) is the difference between two tropical
polynomials. A map F' : R™ — RP with each component a tropical polynomial [resp. tropical
rational function] is called a tropical polynomial map [resp. tropical rational map], and belongs to
the set Pol(m, p) [resp. Rat(m,p)].

When we allow a; € R™ instead of restricting its components to integers (o; € Z™), we obtain a
tropical signomial function/map [resp. tropical rational signomial function/map] instead of a
tropical polynomial/map [resp. tropical rational function/map]. It is known that each tropical rational
signomial map (TRSM) is a continuous piecewise linear map (CPLM) and vice versa [19].



3 Tropical Algebra of MPNNs

In this section, we characterize the class of functions learned by ReLU MPNNs, whose activation

functions for both nodes and edges (i.e., those used for 7, gt), gt), Uggdme, etc.) are of the form:

o (z) = max{z, tV}, where t) € (R U —o0)™ .

In particular, note that oY) (2) = 2 when t(!) = —oo0. In contrast, t{") = 0 purges all negative inputs.

Let FreLU MPNN; FReLU ENN, FCPLM; FTrsM be the set of functions represented by all ReLU MPNNSs,
ReLU FNNs, CPLMs and TRSMs respectively. [19] established the equivalence of ReL.U FNNss,
CPLMs and TRSMs.

Lemma 1 ([19). Fgerv rvy = Fepim = Frrsm -

We will now extend this result to establish equivalence with FgreLumpnn. Equating ReLU MPNNs
with CPLMs is rather nuanced, since nodes in each layer share the weights. Therefore, we employ
two reductions showing (1) every ReLU FNN can be cast as a ReLU MPNN, and (2) every ReLU
MPNN, in turn, can be expressed as a TRSM.

Proposition 1. [Equivalence of ReLU MPNNs, ReLU FNNs, TRSMs and CPLMs] Fr.Lu mpNN =
Frerurny = Fepem = Frrsm- In other words, the following families are equivalent (with m =
|V|d + |E|d" and p = |V |do + |E|d,

out’*

1. ReLU MPNNs x : RIVIXd x RIEIxd" _y RIVIXdon 5 RIEIXdy, -
2. Tropical rational signomial maps (TRSMs) FF © G : R™ — RP ;
3. Continuous piecewise linear maps (CPLMs) ¢ : R™ — RP ;

4. ReLU FNNs v : R™ — RP,

Remark 1. In contrast to the WL test, which exposes the limitations of MPNNs via injective hash
functions, Proposition[l| characterizes the class of functions that can be represented by MPNNs
with ReLU activations (that are non-injective). Note, however, that Proposition[l|does not quantify
how effective ReLU MPNNs are in representing CPLMs. Moreover; the equivalence between ReLU
MPNNs and ReLU FNNs (according to Proposition[I) does not explain the observed empirical
discrepancy between ReLU MPNNs and ReLU FNNs in practice. This motivates our subsequent
analysis and results (Section S and Table[I), which investigate the benefits of ReLU MPNNs in terms
of both the number of learnable parameters and the number of layers required to represent the same
CPLM.

4 Geometric Complexity of ReLU MPNNs

We now invoke tools from tropical algebraic geometry to study the geometric complexity of ReLU
MPNNSs, and provide some insights into the model architecture. Following [19], for a CPLM
f:R™ — RP, we define its linear degree N'(f) to be K, where K is the least number of connected
regions Q0 of R™ such that the restriction f|q, is affine. Equivalently, following [82], we can also
define K = N(f) as follows: f : R™ — RP is a CPLM if f is continuous and there exists a set
{fr : k € {1,..., K}} of affine functions and maximal connected subsets ()5, satisfying the
following conditions:

K
QNQ; = 0; |_| Q. =R™; fla, = fr
=1

Similarly, we define the convex degree N_.(f) where we require additionally that )y is convex.
We further define N.(f|m') as the maximum convex degree across restrictions of f to different
m/-dimensional affine subspaces of R™, m’ < m. We will analyze general upper and lower bounds
on N (x) for a ReLU MPNN Y. Recall our setting of MPNN layers from Section consisting of

qbffg)g and qbggdate. Note that nﬁ’l and ng’l denote the intermediate dimensions in ¢§t) and qbg). Let d;
® .

;’Lz = dy.

To analyze the number of linear region for a ReLU MPNN y, we make a simplifying assumption that

all input graphs to x have the same graph structure G. In particular, we denote the sum of degrees
of all vertices in G by D, and the maximum degree by S. A key step in our analysis of geometric

and d; be the output dimension of gf)gt) and gf)gt), thus n



complexity is building a ReLU FNN that can be applied on the vectorized input H(*~1) of all node
embeddings hgt_l). Using the notation indicated in Equation |1} we form a ReLU FNN @gt) that
achieves the same effect as qbét) for every adjacent node embedding. The aggregation operator can be
seen as either a matrix multiplication for sum, or a FNN @ét) for max aggregation - the difference
between these two cases will be discussed in Section4.3| Similarly, we form a ReLU FNN <I>gt)

gt), which in combination with @;t) and <I>( ) can be seen as a ReLU FNN @Efg)g

for

Our next proposition is important in the analysis for geometric complexity of y, as it relates the
geometric complexity of the model up to the ¢ 4 1-th layer to that of the ¢—th layer, and the update as
well as the message components. We define the vectorized concatenated embedding of all the vertices
in the ¢-th layer to be H®) € R!V4 and show that the result of ¢-th message aggregation step can be
written as a result of a FNN ‘I)fxgg(H (t)). Modifying any aggregation or update component thus will
affect the bound and in particular, the choice of aggregation operator has an impact on the geometric
complexity (which we will discuss in Section [4.3).

Proposition 2. [Recursive formula for geometric complexity]

N (D) < N (@) < No(@hanlVIde + desn)) No(@EV V] No(e®). @)

Agg

The ideas and proofs for Proposition 2] build on [19]], and the details can be found in the Appendix.

4.1 Lower bound of geometric complexity

We note that the lower bound on the linear degree of x depends heavily on the choice of weights
and biases; e.g., setting their value to O trivially results in A'(x) = 0. Thus, a lower bound on
the geometric complexity (i.e., maximal linear degree) is of greater interest. In this subsection, we
will provide a general lower bound for the maximum number of linear regions for a ReLU MPNN,
building on the work of [76]].

Theorem 3. [Lower bound on the maximum number of lmear regions ] Assume for all t,l, we have

io d()
tl tl R tl _ | nbt . .
ny,ny > do and let n1 o = {W andny , = | % then the maximum number of linear

regions of functions computed by any ReLU MPNN is lower bounded by

" (Hf 1 <Hz t1”1 .do Hz 1 ”2d0>> i': <dT>,

7,07 o\ 4
nq do 7=0

where tq is the number of MPNN layer having max as aggregation operator and for each layer t, the
index | runs through every layer in gb(;), gt).
We now sketch some intuition about this result. We can add to <I>§t) (constructed in Algorithm

in the Appendix) an initial layer to calculate 0®) = 3, while the aggregation (1(¥) = max can be
seen as a FNN-layer with rank .S max activation, thus we can identify S input regions (indicated in
red). By setting go{fgdm(hﬁf‘”, mS,t)) = m,, we can express the whole MPNN x as a FNN applied

to input X (details in Algorithm [I] 2] and [3]in the Supplementary). We build on the analysis in

. . o 2| do .
[76] to construct intermediate layers that identify {%J input regions. Our procedure amounts to

sequentially folding the input space until the last layer (indicated in blue), and then replicating the
hyperplane arrangement in the last layer (indicated in green).

4.2 Geometric complexity - Aggregation and Update steps

We now provide a general upper bound for the geometric complexity of ReLU MPNNs when all the
weights take integer values - this assumption is mild and holds without loss of generality (details in
the Appendix). We call these models integer-weighted ReLU MPNNs. A result similar to Proposition
[T]establishes the equivalence of integer-weight ReLU MPNNs with tropical rational maps.

For our analysis, we require a technical condition that the network “does not shrink™ the representation
in the following sense: each intermediate dimension n’i’l and ng’l of gb(lt) and gbét) should be sufficiently



large; and the dimension of the new embedding is at least the dimension of the aggregated message
plus the dimension of the previous embedding. These conditions are standard in the analysis using
tropical geometry, see e.g., [19].

Theorem 4. [Upper bound on the geometric complexity] Let x : RIVId0 — RIVIT be an integer-
weight ReLU MPNN. If o) satisfies the following conditions for all MPNN layert =1,..,T

. ngl |V\dt 1foralll =1,. L(t)

J nl >di_q foralll =1, ...,Lgt);

(t)
t,L
e n Tt Hdimg <dg;

then the linear degree of HT) is at most

L —ll‘ ‘dt 1 1‘V‘th 1

(S ) (ST ) (S e

t=1 = = =0
from @EO from fbét) from 4,:[(1;3214“,
. (t) .
where N.(O®)) < :i Dd l.fD(t) 1.s S . . .
5(88)7% if OW is coordinate-wise max/min .

We emphasize that, to the best of our knowledge, this the first upper bound for general ReLU message
passing architectures. Furthermore, we recover the upper bounds for FNNs and GCNs (with ReLU
activations and integer-weights) established in [[19] and [21] respectively as special cases.

Corollary 1. The linear degree of an integer-weight FNN is at most Hle (Z?:o (d;))

Corollary 2. The linear degree of a GCN x with T hidden layers, ReLU activation, sum aggregation
and integer weight is at most [}, (Z‘Vld ('V!dt))

On the other hand, we obtain new bounds for popular GNN models, particularly GraphSAGE[13]
and GIN[15]. For GraphSAGE, note that the normalization steps do not change the linear degree.

Corollary 3. Let d, be the output dimension of Aggregate, in GraphSAGE [|I3]. If d; > d¢—1 + d, >
2d;_1 for all MPNN layerst = 1, ..., T, then the linear degree of integer-weighted ReLU GraphSAGE
described in [13] is upper bounded by

Ne(@®) - Ne(eh),
where
. valdt ! (‘Vl!dt) if the aggregation step is mean,
Nele') < {(de ' (lDiljt)) (Zlvl (di+di-a) (lvi‘d‘)) if the aggregation step is pooling.

Corollary 4. Node embedding of integer-weighted ReLU GIN can be written as [15| Equation 4.1].
Let ny ; be the dimension of each of the intermediate layer in the M LPW, then its linear degree

T [L®-1|V]d, |V|n”
voo=<IT( I X (7))
t=1 =1 =0

4.3 Coordinate-wise max vs. sum for aggregation

Proposition 5. [Coordinate-wise max has greater geometric complexity than sum]

N@OM) =1 ifa® = 3,
Smin{ﬂ/\,D}dt < N(D(t}) < min{z!iggdﬂrl (Sr-"?i/|dt)7s\\/|d~t} lf':l(t) — max.

To establish Propositionwe again adapt [76]. Note that if D > |V| (the graph is not too sparse, and

we have enough messages between the vertices), we have that A/(0®) = SIVId: if O®) = max. In
that case, the geometric complexity will grow polynomially with S’ (maximum degree).



Remark 2. Interestingly, in [\L5)], the authors point out that if 1 and ¢ are injective, then x is as
powerful as the WL test. Under that assumption, coordinate-wise is less “expressive” than mean,
which is less “expressive” than sum.

In contrast, ¢1 and ¢o are not injective in our case (since ReLU activation is not injective), max is
more “expressive” (as measured by the notion of geometric complexity), thus providing another novel
insight. Here, the connectivity of the graph plays a particularly important role.

5 New ReLU MPNN:s architectures and complexity tradeoffs

Note that while both ReLU FNNs and ReLU MPNNs learn TRSMs/CPLMs (Proposition [I), they
might differ vastly in terms of their resource requirements (e.g., the number of layers and parameters).
Therefore, we proceed to comparing the complexity of representing a TRSM under the two paradigms
(we do not need integer-weight assumption in this section). We simplify our analysis by noting that
each component of a TRSM results from the difference of two tropical signomial functions (TSFs)
and these TSFs can be computed in parallel using shared layers. Thus, hereafter, we shall focus on
TSFs, i.e., functions f : R™ — R of the form f(z) = ®I_,c¢; ® °%, where ¢; € R, a; € R™.

Our idea is to construct as input a clique (i.e., a fully-connected graph) with m nodes Ay, ..., A,, and
distribute the » monomials (almost) evenly such that each node A; contains 1’ = [%1 monomials
(padding with zero monomials if m - ' > ). Our construction makes use of a comparison gadget
which is already introduced in [19] and [83]], and introduces a novel selection gadget (details in the
Appendix) which proves to be useful with the permutation equivariance restriction of MPNNSs.

The two MPNNSs below differ in terms of the way they compare the monomials.

Global comparison: Compare m monomials, one from each A;, simultaneously using coordinate-
wise max aggregation. Now redistribute (using the selection gadget) the resulting O(r’) maximum
monomials (each coordinate yields one such monomial) evenly across the nodes, and recur until the
maximum across all monomials is obtained.

Local comparison: First employ a recursive procedure to compare ' monomials assigned to each
A; locally in order to find a maximum monomial for A; (breaking ties arbitrarily). Now compare the
maximum monomials across the nodes using a single global comparison described above.

One limitation of both these architectures is that they can make no more than m comparisons at a
time but r can be much larger. Fortunately, a theorem due to [84], also exploited previously by [83],
motivates our construction of a Constant MPNN consisting only a constant number of layers to
represent any TSF. However, the number of learnable parameters in this MPNN can be exponential in
the worst case.

Remark 3 (Nature of MPNN and FNN). Without the equivariance constraint on the message
component of MPNN, FNN is much more efficient at constructing affine combinations or tropical
monomials. On the other hand, thanks to the parallel MP paradigm of MPNN, it is more effective
at comparing these monomials, or in other words, increases the geometric complexity of the model.

This benefit of MPNN can be seen in Theorem where one has to build much bigger <I>gt) and @ét) to
reconstruct the result of the parallel qﬁgt) and (;ﬁgt).

We therefore proceed to our final algorithm that combines the strengths of these two paradigms.
Hybrid MPNN: We first use a layer of FNN to calculate r tropical monomials and then employ a
single layer of MPNN over an r-clique with coordinate-max to learn f.

Proposition 6. There exist ReLU MPNN algorithms (Local, Global, Constant, and Hybrid that
can learn any TSF f : R™ — R with r monomials. Their respective complexity and tradeoffs are
summarized in Table[l]

We provide details about these algorithms and proofs of their correctness as well as complexity
in the Supplementary. Local architecture: Algorithm [6] and Proposition Global architecture:
Algorithm[7]and Proposition[I7] architecture, Constant architecture: Algorithm [§and Proposition [T8]
Hybrid architecture: AlgorithmE] and Proposition




Previously Message layers | Feedforward layers | Learnable parameters
Deep NN in [19] None [log,(r)] + 1 O(rm)
Deep NN in [83]] None [log,(m)] + 1 O(rm)
New (in this work)
Local (Algorithm [6) 2 [Mog,(r/m)] +5 O(rm)
Global (Algorithm|7) [log,(r)]+1 3 Tlog,,(r)] +2 O(rm)
Constant (Algorithm 8) 2 7 O(mrm*2)
Hybrid (Algorithm[9) 1 1 O(rm)

Table 1: Complexity of representing any tropical signomial function (TSFs) f : R”™ — R consisting
of r tropical monomials with different architectures. One more layer is required to compute any
tropical rational signomial map (TRSM). The four new methods introduced here construct a graph
(based on m and r) and leverage message passing to efficiently compare these monomials.

6 Decision boundary

Lastly, we proceed to characterizing the decision boundary of integer-weighted ReLU MPNNs for
classification. We focus on binary classification tasks with a single output to keep the exposition
transparent and explicit, albeit one can adapt our construction and analysis accordingly to accommo-
date multiple classes and outputs. We analyze the decision boundary for both graph and node/edge
predictions.

We begin with the analysis for graph classification. Recall from Section 2] that we need an additional
readout step Preadout : RIVI*97 x RIFI¥dr 3 Rée prior to classification 7, i.e.

y (T o, 0D ’ :
X RdX‘V| x Rd xX|E| ¥ L RdTX”/‘ X RdelEl $PReadout Rd(; g R.

Let v : R — R be an injective score function. For ¢ € R in Im(+y), we define the decision boundary
of yas B={z € R™: x(z) = v (c)}, where m = d|V| + d’'| E|. The tropical hypersurface 7 (f)
is precisely the set of points z where f is not linear; i.e., two or more monomials in f achieve the
value of f at z. We adapt a result from [[19] Proposition 6.1] to arrive at the following proposition.

Proposition 7 (Decision boundary for graph classification). Let y : R4*IV] x REXIEl 5 R pe a
ReLU MPNN and v : R — R be an injective score function with c in its range. Then x can be viewed
as a tropical rational function, [ © g and the decision boundary B defined above divides R™ into at
most N'(f) connected positive regions and at most N'(g) connected negative regions. Furthermore,
B is contained in the tropical hypersurface of a specific tropical polynomial, namely,

BCT(v ' (e)ogaf).

However, the characterization for node and edge classification requires a more nuanced analysis. We
focus on node classification, since the treatment for edges is analogous. In this setting the neural
network n : R4 — R is applied to the embedding of each node simultaneously, and a scoring
function v; : R — R is then employed for each node to predict its class based on its score c;.
Generally, different scoring functions ; may be applied, but in practice, we often use the same score
function for all the nodes. Viewed individually, the decision boundary for each vertex is similar
to Proposition [/} so we pursue a more interesting problem, namely, characterizing the decision
boundary of the vertices resulting from a vectorized score function I : RIVI — RIVI [T'(2)], = ~;(2).
However, we immediately hit a roadblock, since choosing a meaningful order for ¢; is problematic:
the product or subset order is not total whereas the lexical order relies heavily on the ordering of the
vertices and thus violates permutation equivariance of the MPNN paradigm. Therefore, we introduce
the following notion for the decision boundary.

De[linition 1. The decision boundary B is defined as U‘lg B;, where B; = {z € R™ : 1;(2) =
Vi (e}
In order to proceed, we need to generalize the analysis to tropical hypersurfaces. Specifically, we

relate B with the tropical hypersurface of the components of the corresponding tropical rational map.
Invoking Proposition 6.1 in [[19], we establish the following proposition.

Proposition 8 (Decision boundary for node classification). Let x : R¥XIVI x R XIEl — RIVI pe
a ReLU MPNN and v; : R — R,i = 1,2, ..., |V| be injective score functions with c; in their range.



Then x can be viewed as a tropical rational map F @ G and its decision boundary is contained in
the tropical hypersurface of a specific tropical polynomial, namely,

V|
B C U T(’V_l(ci) ©G; 9 F,).

i=1
Conclusion, Broader Impact, and Limitations

In this paper, we characterize the class of functions learned by ReLU MPNNSs through the lens of
Tropical geometry. Thus, beyond previous works that are limited to utilizing tropical geometry in the
context of ReLU FNNss, our analysis expands the scope to a widely employed class of GNNs, laying
the groundwork for further work on the connections with other machine learning models.

We provide both the lower and upper bounds for the number of linear regions of ReLU MPNNs. The
upper bound makes some simplifying assumptions; however, Theorem []is still general enough to
recover existing bounds for FNNs, GCNs, and provide new bounds for widely used GNN architectures
such as GraphSAGE and GIN. Our bound is rather analytical; a numerical approach to counting
the number of linear regions can be found in [85]. Adapting the method in [85]] for MPNNs, and
comparing to our analytical bounds, is an interesting future direction.

We also show that the max aggregation operator is more expressive than the sum operator in terms
of geometric complexity of ReLU MPNNs (see Remark [2] on how this result contrasts with the
implications of the WL test for injective aggregation functions). We thus showcase the dependence
of expressivity on message aggregation operator, and furthermore, the connectivity of the graph
structure (max and total degree). It remains open whether spectral quantities such as the spectrum of
Laplacian have any effect on the geoemetric complexity of ReLU MPNNs.

The theoretical result on equivalence of class of functions learned by ReLU MPNNs and ReLU FNN5s
is usually not reflected in practice, where ReLU MPNNs typically outperform FNNs. This motivates
our results in Section[5} where we consider several ReLU MPNN architectures to represent CPLMs
and compare them to ReLU FNNs. Remark [3] Proposition [6]and Table [T|show that ReLU MPNNs
can be more efficient in terms of both the number of learnable parameters as well as the number of
layers required in order to be able to represent the same CPLMs. We however, sidestepped other
important and practical considerations such as the difference in training time, prediction error and the
role of optimisation algorithm (e.g. SGD/Adam). Our focus here has been purely theoretical, and
we believe that (at least some of) proposed new architectures would benefit from a comprehensive
empirical evaluation. We also characterize the decision boundary for graph classification and node
classification, explaining the difference between the two.

Overall, we hope that this work fosters further research on design and analysis of modern deep
architectures through the fruitful machinery of tropical geometry.
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Technical Appendix - Supplementary Material

We now describe in detail all the algorithms introduced in the main paper, as well as proofs for all
our results. We begin with the results from the section on Tropical algebra.

Tropical algebra

Lemma 2. Every ReLU FNN v : R™ — RP can be represented by a ReLU MPNN x : R1*™ —
RI Xp

Proof. This is obvious when we set G to be a one-clique (i.e., one vertex graph with a self-edge) and

él) = v, with max or sum aggregation, qbgl) =id, Wg(;t) = 0 and Wlfeli)gh = Id,xp. O

Lemma 3. Any ReLU MPNN y : RIVIXd x RIEIxd" _ RIVIXdow 5 RIEIX o can be expressed as a
TRSM F @ G : R™ — R?, withm = |V|d + |E|d’ and p = |V |dgy + |E|d,,-
Proof. To prove the proposition, we will show that each layer <p(t) is a TRSM on its input, thus
X is a TRSM as well. ¢{ : Ré-1 x Rt-1 x R¥i—1 x R — R and ¢\ : R% — R are
ReLU FNNS, hence by [19, Proposition 5.6], they are TRSMs. The aggregation operators (sum and
coordinate-wise max for our purpose) are tropical operators pertaining to tropical multiplication

and addition respectively. Thus, each component of (p(t) is a TRSF. On the other hand, ol(f)

Agg pdate isa
ReLU activation, the update function <p83date, and thus, each MPNN layer ¢(*) is also a TRSM on its
input. O

Proof of Proposition[l] Note that [19] Corollary 5.3] established the equivalence of (2), (3), (4).
Lemma[2|and Lemmal[3] imply (4) = (1), and (1) = (2) respectively and hence we are done. [

Bounds on geometric complexity

We here provide more detailed analysis for the Geometric complexity and the proof of Theorem [3]and
Theorem[d] To simplify the analysis, we will assume that we have no edge embedding throughout
MPNN layers - the analysis for the most general case follows the same idea. In this analysis, we also
assume that inputs of the model follows the same graph G. Let S and D be the maximum and total
degree of all vertices of G.

We will consider the input H*—1) of each message passing layer ¢(*) as a stacked vector of edge node

embedding th‘”. As we do not want to calculate unused messages between non-adjacency nodes,
with the vectorized form (instead of matrix form), we could consider each degree separately and thus
reduce the dimension of intermediate layers from S|V| to D. Forming the vectorized form requires
assumption of an order between the nodes and the induced lexical order for the edges introduced in
Section[2] However, we can neutralize this effect by multiplying with the appropriate permutation
matrix P. We now outline the changes happen in each layer.

1. The vector H® e RIVI4 will be the input to o®) : RIVId—1 5 RIVId:e (F(0) = X)),

2. We then apply qbét) (RIVId—1 ¢ RIVIde—1 5 RIVId: ¢ every pair of adjacent node embed-
ding A; and A; to obtain the message from node A; to node A;. The idea is to form a big

FNN & applied on the whole vector H =1 to obtain the output X () € RP_ The FNN
@gt) in general depends depends on D and connectedness of the graph.

3. After that, we perform the operator ((*) = DSZ N(v) (sum or coordinate-wise max/min)
of all the neighboring messages to obtain Y (*) ¢ RIVId: We will see later that there

is a significant difference in the two cases of aggregation operator and suggest that the
coordinate-wise max/min could indeed increase our geometric complexity.

4. Analogously, we then form Z() € RIVI4: by forming a bigger network " (based on
). Rd: _y R) applied to YD, i.e. Z® = o (Y®).
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5. We combine step 2, 3 and 4 to form a big FNN <I>/(fg)g applied to H(¢~1)

(t)

6. Lastly, we obtain H®) € RIVI¥d: by performing the PUpdate-

We proceed with the first step. The algorithm shows us how to build @ét) from cZ)ét) by replicating

the neural network qbg) for neighboring nodes and putting O for the nodes that are not adjacent.

Without no edge embeddings, our qﬁét) only depends on the node embedding hfj:l) and hf:j_l).

(t)
2

Our notations from now on always indicate that gbgt) , are applied to each (pair of) embeddings

whereas @gt), <I>gt) (<1>§f)) are applied to the corresponding stacked vector as a whole.

Algorithm 1 Building &4

Input: Stacked vector H(*~1) € RIVI4:-1 of embedding of all vertices.
We will only describe the construction for weight, the bias could be done analogously. Let W2t ' and

ntz’l be the weight and number of output nodes of the /-th layer of gf)ét) respectively (ng'0 =di_1).
Thus, W' e R x5 For the first layer [ = 1, let Wyt = {W;%, W;;} , where W;i, Wgzl €
R Xdi—1 correspond to the weight of the first d;_1 nodes (of the embedding hg;l)) and last d;_1
nodes (of the hf:;l)) respectively.

We now define the weight for @) Tn the first layer of ®", W' € R x|VIdio1 by breaking it

into blocks [I/T/Z75 ’1],%,.;/ of size ng’l x dy_1. For each edge x-th (according to the ordering of edges),
assume it is (A4;, A;), then, we set

Wyt + Wy ifw =i=j
- Wyt if K =
Wt’l - 2,1 3
[ 2 ]7 W;é ifH/:j ()
0 otherwise.
The remaining layers ¢ are easy to build: let WQH € RPn'xDny'™" apd WQH =
w0 .0
0 Wzt’l 0 | and applied the activation accordingly.
0 0 .. wit

Proposition 9. ReLU FNN @ét) in Algorithm applied to H=Y) will result in the same output as
we apply ¢>(2t) separately for neighboring nodes hxi—l), hg:l) and combine the result.

Proof. We first assume that (bét) has only one layer and the action of ReLLU activation is applied
coordinate-wise, we can assume that

e pli=v _ _

1 1 ,1 . s 1 5

A5y = ] il
A,

J

(t) h(t—l)
Xl t,2 A1
There are D edges in total, thus X(*) = | ... | € RP"" and H(-1D = ... | . For the k-th
) (t—1)
Xt ni!

edge (A4;, A;), we want X ® = gbét) (h%:l), hxj_l)), the formula (3] will yield the desired result.

Then applying the following layers <I>§t) is equivalent to applying the corresponding layers of ¢§” on
O

each result.

Proposition 10 (The matrix to take the sum). If DEZ N (o) is sum, then

YW = px®,
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where M is a matrix that generally depends on the adjacency matrix A of G. Thus, it does not change
the linear/convex degree and its effect can be absorbed by the first layer of <I>§t).

Proof. We first build M € RIVI4:xDd: by breaking it into blocks of size d; x d;. Then each block
Mo — Idg .4, ifedgen’:(AK,Aj)EE.
R 0 otherwise

It is easy to see that Y(*) = M X (®) since the matrix M is the same as the adjacency matrix A of G
replacing 1 with Id; , 7 . O

On the other hand, when the operator 0O® is coordinate-wise max-min, the analysis becomes a little

bit more complicated. In particular, we can create a neural network @gt) to represent its effect. In the
Algorithm 2] we want to make use of the comparing architecture in [83]]. A minor blockage is the
appearance of the weight 1/2 in the comparing layer. Fortunately, by scaling the input by a factor of
1/2 (which does not change the number of linear regions) and scaling the weights by a factor of 2,

we could solve this problem. We note that @gt) depends heavily on the graph G.

Algorithm 2 Building @
Input: X ¢ RDd:,

We first scale all entries in the input by 1/2. Then we create a FNN that resembles the construction in
[83]], however, we will not compare two consecutive nodes, but the comparison is done according to
the edges of the graph.

Proposition 11. If %) is coordinate-wise max/min, then
y® = o{(x®),

where @ét) is built according to Algorithm O

Remark 4. Here, we surmise that if we have a coordinate-wise max/min aggregation operator, the
geometric complexity of our model grows exponentially with D and polynomially with S.

After that, we continue with step 4, where we apply the neural network ¢§” to form the transformation
of the aggregated message. Similar to step 2, we would want to build <I>(1t) that is applied on the

whole Y'(*) as a vector. However, this is much easier to form ¢§t> than that of (I)ét)

t t t
(237 (Y) T ydsn,aa) = 67 V2 g )T @)

as

Algorithm 3 Building "
Input: Y € RIVId:,

Let Wi € R’ and Wit € RIVIRT™ *IVIni" be the weight of the ¢-th layer of ¢, ("
w0 0
respectively. Then Wf t=1 0 Wlt L. 0 | and applied the activation accordingly.
0 0 .. wi!

Obviously, since each component is applied separately, we have the following proposition.
Proposition 12.

([‘I)gt)(y(t))w(ifl)ciﬂrl ..... id,) = gt)(}/((it_)l)(;ﬁl’“_,id})T- )
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Lower bound on geometric complexity

Proof of Theorem 3] By Proposition 9] Proposition[I3]and Proposition [IT} we note that each Ag-
gregation step gog’; , can be written as a FNNs @Sgg applied to H®). Note that 0® = 3 can be
absorbed by the first layer of <I>§t) (constructed in Algorithm . On the other hand, 0®*) = max can
be seen as a max-out layer with rank S). Thus, by [76, Theorem 8 proof], it can identify S regions
of the input. Then if ‘ngdme(hw m,) = m, then we can write H*) = @g;g(H (t=1). Thus, by [76,
Theorem 4], we have the maximum number of linear region of functions computed by any ReLU

MPNN is lower bounded by

T Lgt) t,l L 2
[Ti=: (112, LS [z 2 dg b rq
Sto T
.00 > i)
Lt P

T1.do J=

Upper bound on geometric complexity

Remark 5. If the neural network (bét) has né’l output nodes in its (-th hidden layer, then the neural

network q)ét) have Dng’l nodes in its (-th layer. Therefore, the number of output nodes and hidden
layer nodes depend on the connectivity of the network.

Proposition 13. [f the neural network gb(t) ngQ has nﬁ l, Ny " number of nodes in its (-th hidden layer

then the neural network @gt), <I>(2t) have |V |n%', | D|nk" number of nodes in its (-th layer. Thus, if

« ny' > Bedy foralll =1, ..., LY;

. ntl’l >diforalll =1, ...,Lgt);

then applying [19, Theorem 6.3 ], we obtain an upper bound for convex degree:

(f) L -1V |de Dt L ~1|v|d, |V|
2 ®)
vl < 13 (7 Jven T 3 (M) ©
1= =1 =0

convex linear regions, where

1 ifO® =3
N(@Y) = {O(SD”L) if0®) = max. ™

Proof. 1f O® is coordinate-wise max/min, then @gt) has [log, S + 1 layers. For ease of analysis,
we can assume each hidden layer has Dd; nodes (this only increase the convex/linear degree) except
for the first layer with at most 2Dd; nodes, thus from [19, Theorem 6.3], we have

Dd, 7 [log, ST Dd
No(@) < Z(ﬂ;@) I Z(Ddt)

=0 =1 =0

_ 92Ddy—1 o Dd;[log, S
= 92Pdi=1  gDdi[log; ST

as Z?:o (21.") = 22n—1 Using Propositions El and | we can write the result of <,0A) (.e. Z1)

as a result of a combined FNN (I)Y) o @gt) o <I>2

applied to H(*~1)_ Then applying [19, Theorem
6.3] yields the stated result. O

Thus, we are left with the final step in @Efgdate. If we stack the two vector together, which is now of

dimension |V'|d; + |V'|d;, we can apply [19, Lemma D.4] to prove the following Corollary.
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Corollary 5. Let 9{)) e = 0 © Plare * RYVIFD) - RV 17 |V((d, + dy) < |VI(dy), e,
dt + dt < dt, then

_ IV‘(Jt+dt) |V|df
No(oupaae 0 pl(ds + d)|V]) < ( | )

O

The following results together yield an important Proposition that allows us to analyze each component
of o) separately before combining them. The following lemma is trivial, but we provide a proof for
completeness.

Lemma 4. Let F' € Rat(m,p) and m’ < m, Then

NL(Flm') < No(F) ®)
Proof. We invoke the fact that if F' is an affine transformation of R™ and A C R" is convex, then the
image F[A] is also convex. Thus, a convex linear region in NV, (F'|d) is still a convex and linear region

in NV.(F'), and vice versa. On the other hand, some convex linear regions in R” do not intersect the
affine space, resulting in the inequality. O

We first recall [19, Theorem D.3]: Let F, G in Rat(m, p) and Rat(m’,m). Let H = (h1, ..., hy) €
Rat(m’, p) defined by h; := f; o G fori =1, .., p. Then
N(H) < N(H) < NA(F|m) - No(G).

Proof of Proposition 2] We note that
& = ) oy (1) )
thus using [19, Theorem D.3], we have
Ne(xX) < Ne(@ @[V |de—1) Ne(x*™). (10)
Note that ¢ (H=D) = o) (04, (HED), HE=D) thus

Ne(9D|[VIde) < Ne(9®) < Ne(p{huel (e + de) V) Ne(0iay ). (11)

We can further break the terms Nc(wffg)g) down by noticing that gogtg)g = <I>§t) o0® o <I>§t), applying
in [[19, Theorem D.3] multiple times and Lemma L]

Thus, bringing all the corollary together and apply [19, Theorem 6.3] recursively, we obtain the
following bound for the geometric complexity:

Proof of Theoremd| The theorem follows from Proposition [2] which tells us that we could analyze
the model in steps. Thus, bringing the pieces together, we have

L& -1|v|de L =1V |xdi_1 IV |(de+di—1) Vid
t
( 7

ﬁ 11 ZCV':T) 11;[1 ; (D?él) 3

=0

) N(OW),

from <I>§t) from <I>§t) from SDI(J;Zime

if O®) is sum

1
here N(O®) = .
where N(0) {;(83 yPdeif O® is coordinate-wise max/min .
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6.1 Consequences of Theorem 4]

We first recover the upper bound for FNNs and GCNs (with ReLU activations and integer-weights)
established in [[19, Theorem 6] and [21, Theorem 4] respectively as special cases. The one for FNN
is straightforward. On the other hand, the bound for GCNs requires slightly more work.

Proof of Corollary 2| Firstly, note that GCN can be modelled by setting qﬁgt) = Id,0® = sum, and
(pggdale = ZW, where Z® is just a stacked vector of mxz. With this simplification, we can in fact

have a stronger version of Proposition [2|(going down to input layer):

T
Neo(x) < [T N0 0 08|V |do)

t=1

T [IVld
Vid
< H E < ‘ t) (by Proposition 0® is just linear transformation).
i
t=1 \ i=0

O

Proof of Corollary 3] In both case, we note that ¢(1t) = id, thus, we can forget the contribution of

;. If the aggregation operator is mean, we can substitute o® = >, then ¢ét) = id and @ypdate
stays the same. Thus, we have

2\V|ds

WACOESSY (Vi'dt> (12)

=0

If the aggregation operator is pooling, then gbgt) is a one-layer FNN, O®) = max and OUpdate Stays
the same. Thus, we have

|V|di—1 5 [VI(de+di—1)
Dld Vid
Ne)y < | D ( Z.t) > ( Z“) : (13)
=0 i=0

O

Proof of Corollary 4] According to [[15, Equation 4.1], by adding a self-edge to each node in the
graph, t-th layer of GIN can be written as [(*) = >~ (or affine transformation - which does not

change the geometric complexity), gbgt) =id and gbgt) = M LP indicated, thus

L®_1|Vl]d,

N <TI TT ('V'Z,””) |

t=1 =1 i=0

New ReLLU MPNNs architectures and complexity tradeoffs

In most of the following architectures, the aggregated message has the following form,

t t t—1
m ) = o (O a0 (R, (14)

i.e., the aggregated message to node A; depends only on the neighboring nodes A; (and not A; itself).

Lemma 5. Let F© G : R™ — RP be a TRSM. Suppose each component F; of F' can be represented
by an FNN/MPNN with L, layers, and G; of G by an FNN/MPNN with L, layers. Then F © G
can be represented as an L-layer FNN/MPNN with L < max!_, {max{Lp,, Lg,}} + 1.
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Proof. The main idea underlying our proof here is to exploit parallelization. Firstly, for FNNs, we can
compute all F; and G; in parallel using max}" ; {max{Lp,, L, } } layers: we set the block matrix
for weights between the different components to zero (for the components that require fewer layers,
we can add additional dummy layers with their weights set to the identity matrix Id). We then need
just one additional layer to compute the difference F; @ G;, again in parallel, for all i = 1, .., n.
Similarly, for MPNNSs, we construct F; and G; in parallel following appropriate stacking of the
weights of the components. In this case, each additional layer ¢ (for the components with fewer

layers) is treated as follows: we set the weights for ¢§t), (i)gt) to zero and Wb(etlz to identity. Lastly, to
compute the difference F; and G;, we just need one additional MPNN layer where aggregation part

is0 (qSéL) gL) = 0; 0 is sum or coordinate-wise max), and Ws(elLf) = [Idpxp —Idpxyp] O

We provide an overview and detailed algorithms for the gadgets here. The broadcast gadget sets up
an MPNN by replicating its input across nodes of a fully connected graph. It also endows each node
with its ROE. The selection and comparison gadgets are implemented as FFNs: the former is used
for partitioning the monomials across the nodes, whereas the latter determines the larger of its two
input monomials.

6.2 Broadcast gadget

Broadcast gadget. Given an input vector x € R™, we first construct a fully connected graph with m
vertices A, ..., A,,,. The feature vector for A; is constructed as follows: first m coordinates comprise
x, the next coordinate is set to 1 (for bias), and the last m coordinates are set to ROE 1,,, — e;. The
feature vectors for all other nodes A; consist of m + 1 zeros followed by 1,,, — e;. A parameterized
message passing layer with weights determined by a target TSF f is then learned to compute all the r
monomials p1, po, ..., p. of f. We provide all the details, including the operators in AlgorithmE} It
can be shown that the embedding of node A; after broadcasting is [pl 1 D2y ey Dy (L — ei)T] T

Algorithm 4 Broadcast component: MPNN layer

Build an m-clique with vertices Ay, ..., A,, and bidirectional edges, and introduce loops with m
self-edges from each vertex A; to itself.

Prepare node embeddings. For A;, we set its first m coordinates to the input x, the next coordinate to
1 for bias, and then the final m coordinates set to its ROE 1,,, — e;. For other nodes A;, we instead
have a vector with first m coordinates set to 0, followed by a single coordinate O for bias and finally
their respective ROE 1,,, — e;.

Finally, we construct a layer of message passing. Specifically, él) is a 1-layer FNN with identity

CeR™MHD 0y
0m><(m+1) Omxm ’
where each row C;. = [ai,¢;] € R™TL. We use the sum aggregation operator and set

W ) Orx(m+1) - Orscm
1 Update 0m><(m+1) Idem » and

activation, no bias, and has the form of Equation |14} Its weight matrix is [

. . .. (1)
= Id. Moreover, @ has identity activation, W ; = {

1
Wn(ei;h = Id(?"+7r1,)><(r+m)-

The following result follows immediately from Algorithm ]
Proposition 14. The embedding of vertex A; after broadcasting with Algorithm is

[pl,pg, s Py (L — ei)—w T, where p; is the it affine combination (or tropical monomial) of f.

Furthermore, the Broadcast Algorithm{d|uses in total 2 FNN layers across 1 layer of message passing
and (2m + 1)(r + m) parameters of which (m + 1)(r) = O(rm) are learnable. O

6.3 Selection gadget

We now describe the selection gadget that we invoke to distribute » monomials (almost) evenly among
the nodes such that the node A; gets monomials p; = {p : ¥ mod m = i}. Selection gadget. It is
a FNN with two layers that acts on the embeddings produced by the Broadcast gadget and utilizes
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R
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5 1 2 - 2 max{p1,pa}
-1 1 _i ;Z
~00 —1 " i
¢ —00 -1
(a) Gadget for selecting & (Lernrna@) (b) Comparison gadget (following [83]])

Figure 2: Orange, green, and magenta nodes represent input, hidden (with activation max{-,0}) and
output (with activation max{-, —oo}) units respectively. (Left) ¢ can be used as a control to either
let £ pass or filter it through the network. Note that in practice a sufficiently small negative weight
can be used instead of —oo. (Right) A gadget that yields the greater of its two inputs as the output.

b
b2
b3
P1
2
P4
(a) Broadcast gadget (b) Selection gadget for selecting multiple inputs.

Figure 3: (Left) ¢ in Broadcast gadget (shown here for m = 3 and r = 4 for node A;) replicates all
the monomials py, ..., p, across the nodes of a graph G (not shown). See Algorithm []in Appendix
for weights and other details. (Right) Selection gadget builds on the base gadget from Fig. and
filters out specific monomials at each node of G, yielding a partition of the monomials across nodes.

the following result (Lemmal6) to filter out monomials such that each vertex A; is left with only the
monomials p; = {py : & mod m = i}. The coordinates of each ROE serve as the control variables
¢ for this purpose. Please see Algorithm [3for details.

Lemma 6. Consider any two-dimensional input with coordinates € > 0 and ¢ € {0, 1}. There exists
a 2-layer NN with ReLU activations (see Figure 2d)) that outputs  when ¢ = 0, and 0 when ¢ = 1.

Proof. If ¢ = 0, then the values at the two nodes in the hidden layer are £ and —¢ respectively before
activation, and £ and 0 after activation. Thus, the final output in this case is &.

On the other hand, if { = 1, then the two nodes in the hidden layer take values —oo, —o0, respectively
before activation, and thus 0 and 0 after activation. Thus, the final output in this case is 0. O

Proposition 15. Node A;, after selection with Algorithm 5] only contains the monomials p; of f.

Proof. Note that this result is just a generalization of Lemmal6] in the sense that we now distribute r
monomials into batches of size m (with each monomial playing the role of &) across the m nodes
with coordinates from ROE playing the role of {. The two layers return O when ¢ = 1 and £ when
¢ = 0. Note that there is only one 0 in the i*" position of ROE 1,,, — e; for A;, so A; ends up with all
the monomials p; after the second layer. O

We are now ready to describe all the models, namely the Local, Global, Constant and Hybrid
algorithms to compute a TSF f : R™ — R.

6.4 Local MPNN and its complexity

Proposition 16. Local MPNN can learn any TSF f : R™ — R with r monomials. It requires in total
[logy(r/m)] 4+ 5 FNN layers across 2 layers of MPNN, and O(rm) trainable parameters.
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Algorithm 5 Selection component: FNN layer

Input: any vector with ROE. In our case, it is [pl,pg, iy Py (L — ei)w !

We create a 2-layer neural network as described below.

First layer: no bias, ReLU activation max(z, 0), and a weight matrix of dimensions 2r x (r + m)
with weights

1 ifs <randk =2x"—1

-1 if ¥ <rand kK = 2K’

—o0o ifw' >randk =2(k" —7),2(k" —7)—1 mod 2m
0 otherwise.

15)

Wrr!' =

Second layer: no bias, identity activation, and a weight matrix of dimensions 7’ x 2r with weights

1 if k= 2% and «’ odd,
Wew' = —1  ifk = % and ' even, (16)

0 otherwise.

Algorithm 6 Local MPNN
Input: m-dimensional input x.

First, we perform a broadcast with Algorithm 4}

We need an additional layer of Message Passing. qbf) will have the form of (T4). The first two layers
of qﬁéz) pertain to the selection gadget from Algorithm

We then resort to [log,(r/m)] + 1 layers of local comparison (simultaneously comparing 2 nodes
each time) according to the algorithm in [19]] or [83] for gb;Q).

(2)

Update Nas identity activation with Ws(jf) = 0 and

0®) is coordinate-wise max, ¢§2) = Id, and ¢

2
Wn(ei;h = Id.

Proof. As shown in Proposition each node A; has the embedding [pl D2y eeey Py (L — ei)T] i
after broadcasting. These embeddings are now filtered by the selection gadget, so by Proposition
each node A; is left with 7/ = [.I-] monomials p; = {py : k¥ mod m = i}. Thus, using
[log, (r")]+1 layers of comparison (see, e.g. [83]), we obtain the maximum max p;. Max aggregation

max;—1,... rpi = f(x). Note that the second MPNN-layer ©3) involves only fixed parameters, and
22) comprises [log,(r’)] + 3 FNN layers. O

6.5 Global MPNN and its complexity

Proposition 17. Global MPNN can learn any TSF f : R™ — R with r monomials. It requires
in total 3 [log,, (r)] + 2 FNN-layers across [log,,(r)] + 1 MPNN layers, and O(rm) trainable
parameters.

Proof. As shown in Proposition [[4] after the Broadcast component, each node A; has the embedding
[P1, D2, e Py (L — €) 7] " Then by Proposition 15| the message from A; after #$? (modified
Selection Component) is p; = {py : & mod m = ¢}, appended by ROE. This vector is of dimension
' +m = [ =] +m. Then, max aggregation (coupled with the fact that we have an m-clique with self
loops) helps us compute max;—1,....m D1, ---, Pm, MAX;=1,... . m Pm+15 ---» P2m, and so on, and output
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Algorithm 7 Global MPNN
First, we perform a broadcast with Algorithm 4]

The second layer of MPNN is designed as follows. gng) implements the selection gadget fromand
uses aggregation of the form specified in (14). However, as a placeholder for the ROE, we append m
rows with all coordinates set to 0 to the weight matrix for the second layer in Algorithm 5] Thus, the
weight matrix is now of dimensions (' + m) x 2r.

0® is coordinate-wise max and ¢52) = Id, <p[(i))date uses identity activation, w2

neig
2 _ |0 0
Wself - |:0 ]dem:| :

We then repeat this process (replacing r with r’ until we are left with only 1 component and the final
maximum f). This requires [log,,(r)] additional MPNN layers.

, = Id, and

the same result for every node A; besides the ROE which is different for the nodes. Similarly, in
the subsequent MPNN layers, invoking the modified selection component and coordinate-wise max
,,,,, ~pi = f(x). Note that, except for the first MPNN, all the subsequent MPNN layers
have only fixed, i.e., non-learnable parameters. Thus in total, we would need [log,, ()] + 1 MPNN
layers, including the first Broadcast layer. O

6.5.1 Constant MPNN and its complexity

Algorithm 8 Constant MPNN
First, we perform a broadcast with Algorithm 4]

We only need one additional message passing layer. (;552) however needs to be modified since for

each node A;, we would want to have [, , for each j = 1, .., g suggested by S; instead of /; that
Proposition [T5] guaranteed.

Specifically, in the first layer of (béQ), we now have 2dr hidden nodes (2d nodes for each [;), ReLU
activation, no bias, and a weight matrix € R2% % ("+4) with weights.

1 ifx' <k, K =
-1 ifw <k,x =
—oco ifk’ > kandk
0 otherwise.

W and ~ odd,
| and k even,
(K —k),2(k — k) —1 mod 2m,

n

=

——
5|
3=

e
ro 3

7)

We now choose the linear pieces according to S;. The second layer of (;ng) has 2¢ hidden nodes,
identity activation, no bias and weights € R?7%24" given by

1 ifk =2m(z,; —1)+2i—1fori=1,..,mand k = 2p + 1,
1 if 2m(zy—1,m+1 — 1) +1 < & <2mz,—1 i1, K" 0dd, and £ = 2

Wi =4 —1 if Kk =2m(z,,;, —1)+2ifori=1,..,mand x =2 + 1,
-1 if2m(zp—1me1 — 1) +1 < K < 2mz,_1 my1, K even, and K = 2p,
0 otherwise.

For the next layers in ¢52), we take the maximum of node 2« + 1 and node 2« using two layers of the
comparison gadget.

The aggregation function is coordinate-wise max, ¢(12) = Id, @Ej?date

W(jf) = 0and [W(Q) l; = sj.

S neigh

uses identity activation and

Proposition 18. The Constant algorithm[8|can learn any TSF f : R™ — R with r monomials. It
requires in total 7 FNN layers across 2 layers of MPNN, and O(mrq) learnable parameters.
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Proof. z As before, after broadcasting, each node A; comprises [p1,p2, ..., pr, (1 — ei)T}T.
Then, after processing with the first two layers of (bg), the output for node A; is
T
I:pzl,i s P21 i1 s Pag.s ,pzqﬁmﬂ} . Thus, after processed by the last two layers, the message from
. T
node Al 18 [max{pzl,i ) pzl,m+1 }a [RX3) Ina’x{pzq,i ) pzk,nL+1 }]
message for all nodes is [maxiesl li, ..., max;eg, li] T. Finally, with s; filling Wn(fi;h, the resulting

embedding for every node becomes 23:1 s;(max;es; [;), which is by [84, Theorem 1], f(z). O

. With the max operation, the aggregated

6.5.2 Hybrid Architecture and its complexity

Algorithm 9 Hybrid Architecture
Input: m-dimensional input x

We start with a 1-layer FNN with m input nodes and r output nodes for the monomials. It has identity
activation and its weight matrix W € R"™*™ where each row W, . = [o; € R™] and its bias is the
constants in the tropical monomials, i.e. b; = ¢;, thus, yielding the outputy = [p1 ... pT]T

After that, we build an r-cliques Ay, ..., A, and bidirectional edges, and introduce loops with m self-

edges from each vertex A; to itself. We then put the initial embeddings X = y* = [p1 ... p,]. We
then have qbgl) (hfi), hff]?) = hfi) and Aggregation operation to be coordinate-wise max, ¢(12) =1d
to form qulg (which is f now), and put Sogjlp)da[e = mfj) =f.

The following Proposition immediately follows.

Proposition 19. The Hybrid algorithm[8| can learn any TSF f : R™ — R with r monomials. It
requires in total 1 FNN layer and I message passing layer, and O(rm) learnable parameters.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.
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* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: Our work is purely theoretical and does not involve any experimental result.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
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* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: Our work is purely theoretical and does not any data and code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
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Answer: [NA]
Justification: Our work is purely theoretical and does not involve any experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Our work is purely theoretical and does not involve any experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: Our work is purely theoretical and does not involve any experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
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10.

11.

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This is no societal impact of the work performed as the work is purely
theoretical.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.
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* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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