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Abstract

Existing challenges in misinformation exposure
and susceptibility vary across demographic
groups, as some populations are more vulner-
able to misinformation than others. Large lan-
guage models (LLMs) introduce new dimen-
sions to these challenges through their ability
to generate persuasive content at scale and rein-
forcing existing biases. This study investigates
the bidirectional persuasion dynamics between
LLMs and humans when exposed to misinfor-
mative content. We analyze human-to-LLM
influence using human-stance datasets and as-
sess LLM-to-human influence by generating
LLM-based persuasive arguments. Addition-
ally, we use a multi-agent LLM framework
to analyze the spread of misinformation un-
der persuasion among demographic-oriented
LLM agents. Our findings show that demo-
graphic factors influence susceptibility to mis-
information in LLMs, closely reflecting the
demographic-based patterns seen in human sus-
ceptibility. We also find that, similar to human
demographic groups, multi-agent LLMs exhibit
echo chamber behavior. This research explores
the interplay between humans and LLMs, high-
lighting demographic differences in the context
of misinformation and offering insights for fu-
ture interventions.

1 Introduction

In an era of rapid information exchange, the spread
of misinformation poses a significant societal chal-
lenge (Broda and Strombick, 2024; Sultan et al.,
2024). The impact of misinformation varies signifi-
cantly across different demographic groups (Verma
et al., 2022; Knuutila et al., 2022; Chandrasekaran
et al., 2024). For example, previous studies found
that Hispanic and Asian individuals have higher
difficulty assessing information validity in terms of
health misinformation exposure (Chandrasekaran
et al., 2024). Additionally, the increasing depen-
dence on LLMs brings both significant opportuni-
ties and risks in this landscape (Garry et al., 2024;
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Wang et al., 2024, 2025). While previous research
has highlighted the capabilities of LLMs in coun-
tering misinformation through well-designed inter-
ventions (Gabriel et al., 2024), they can also be
misused to craft persuasive narratives that manip-
ulate users (Danry et al., 2022) and amplify the
spread of misinformation.

In this paper, we aim to investigate four research
questions through the lens of misinformation and
its interaction with diverse demographics, specifi-
cally examining how persuasive content influences
belief in misinformation as well as the suscepti-
bility of LLMs and humans when provided with
manipulative narratives: RQ1: How do individuals
from diverse demographic backgrounds respond to
LLM-generated persuasive content? RQ2: How do
LLMs with diverse demographic personas respond
to human-generated persuasive content? RQ3:
How do persuasive texts from humans and LLMs



compare and how does susceptibility to persuasion
vary between demographic groups (for both hu-
mans and LLMs)? and RQ4: How do LLMs in a
multi-agent interaction setting respond to persua-
sive arguments, and to what extent do they demon-
strate human-like group behaviors in the context
of misinformation? Answering these questions is
crucial for understanding the implications of LLM
deployment in misinformation- and manipulation-
prone environments.

To address the above, we develop PAN-
DORA - a framework for Persuasion ANalysis
in Demographic-aware human-LLM interactions
and misinfOrmation Response Assessment.

The study makes the following contributions:
First, we use LLMs to generate persuasive argu-
ments showing opposing views for a given claim.
We then evaluate the impact of persuasion on hu-
mans in diverse demographics and examine their
susceptibility to misinformation (Fig 1 (1)). Sec-
ond, we test LLMs’ responses to human arguments
(taken from human-stance datasets) and evaluate
their susceptibility to misinformation (Fig 1 (2)).
Third, we compare the effectiveness of LLM and
human persuasion and their susceptibility to mis-
information. Finally, we design a multi-agent
LLM architecture to study the effect of human-
and LLM-driven persuasion on multi-agent LLM
interactions, considering demographically diverse
personas (Fig. 2). This study investigates the per-
petuation of misinformation and leverages multiple
LLMs to assess their behavior in such settings.

By integrating the perspectives of humans and
LLMs in our framework, our study aims to provide
insights into how persuasion works in human-LLM
and LLM-human interactions while taking in ac-
count demographic factors.

2 Related Work

LLM-generated Persuasion. Recent research has
increasingly examined the persuasive capabilities
of LLMSs, including their ability to influence oth-
ers (Gabriel et al., 2024; Matz et al., 2024) and their
susceptibility to being influenced (Griffin et al.,
2023; Chen et al., 2024). Studies have demon-
strated that LLMs can play dual roles in persuasion:
they can be beneficial, as shown by Gabriel et al.
(2024), and potentially harmful, as highlighted
by Danry et al. (2022). Understanding these dynam-
ics is critical, as LLMs are increasingly integrated
into human-facing applications, from education

and customer service to social media and health-
care tools (Andrew, 2024; Nair et al., 2024). Their
persuasive power can shape opinions, behaviors,
and beliefs, making it essential to assess how they
influence human thought processes and decision-
making (Breum et al., 2024; Salvi et al., 2024).
Human-LLM Misinformation Dynamics. Sev-
eral studies have examined the impact of misin-
formation generated by LLM on humans. Chen
and Shu (2023) showed that LLM-generated mis-
information is more difficult to detect for both hu-
mans and automated systems. Additionally, LLM-
generated misinformation can significantly degrade
Open-Domain Question Answering (ODQA) sys-
tems, highlighting the cascading effects of syn-
thetic misinformation (Pan et al., 2023). Further-
more, LLMs were found susceptible to misinforma-
tion attacks that can alter their internal knowledge
graphs (Han et al., 2024). However, limited re-
search has explored the mutual influence of human
and LLM persuasion on each other (Salvi et al.,
2024). To our knowledge, our study is the first
to systematically compare and contrast the qual-
ity and impact of persuasion between humans and
LLMs in the context of misinformation, offering
novel insights into their bidirectional interaction.
Multi-Agent LLLM Simulations. LLMs have been
extensively studied to simulate societies (Park et al.,
2023; Zhou et al., 2024). These studies find that
LLMs produce plausible individual and emergent
social behaviors and can collaborate and compete
to achieve complex social goals. While computa-
tional models have been developed to simulate hu-
man susceptibility to misinformation across various
demographics (Liu et al., 2024), multi-agent LLM
simulations remain underexplored in this context.
For instance, Li et al. (2024) investigated how LLM
personality traits, such as extraversion, influence
the dissemination of information within groups.
However, their work did not address demographic-
oriented LLM simulations, leaving a gap in un-
derstanding how demographic factors shape mis-
information propagation in multiagent LLM sys-
tems. In our study, we aim to bridge this gap using
demographic-aware multi-agent LLM interactions
in the context of misinformation.

3 PANDORA Framework

We structure the PANDORA framework into three
components that explore persuasion dynamics on
misinformation under single (LLM-to-human and
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human-to-LLM) and multi-agent LLM settings.

3.1 LLM-to-Human Persuasion

Our LLM-to-Human persuasion component exam-
ines the impact of LLM persuasion in humans.
Fig. 1 (1) shows an overview of the persuasion
setup, where we use LLMs to generate persuasive
arguments that refute and support a given claim
and then assess which argument is the most effec-
tive in influencing human beliefs. This process is
conducted in two stages:

(1) Persuasive Text Generation by LLMs: To
generate persuasive texts, we employ prompts in-
spired by the misinformation and persuasion taxon-
omy (Enestrom et al., 2024). Prompts are provided
in the Appendix C.1. Sample claims along with
supporting and refuting persuasive texts are shown
in Table 4. An example of persuasive text gener-
ated by LLM is also presented in the annotation
guidelines in Fig. 3.

(2) Persuasive Text Impact on Humans: In this
stage, we conduct a human study across different
demographic groups (rural, urban, female, male,
young, and old) to evaluate whether individuals
get influenced by persuasive texts generated by
LLMs. As shown in Fig. 3, we present partici-
pants with the claim (source information) as well
as LLM-generated stances and ask if they believe
the presented information. We also include a con-
trol group for each of the demographics. These
participants evaluate the claim without being ex-
posed to any persuasive text, allowing us to isolate

the effects of persuasion and better understand its
impact.

3.2 Human-to-LLM Persuasion

This component evaluates the effectiveness of
human-generated persuasion in LLMs. Fig. 1 (2)
shows an overview of the persuasion setup, where
humans provide persuasive arguments supporting
and refuting a given claim, and then we evaluate
which argument is the most effective in influencing
LLM beliefs. This is also done in two stages.

(1) Persuasive Text Generation by Humans:
For this stage, we utilize existing human-stance
datasets (more details in section 4.1) comprising
human responses that support or refute existing
claims.

(2) Persuasive Text Impact on LLMs: To assess
the influence of human persuasion in different LLM
demographics, we prompt LLLMs to adopt various
demographic personas using the same groups as
component 1 (rural, urban, female, male, young,
and old). These models are prompted to evaluate
the claims presented to them, solely considering
their assigned personas and persuasive texts. The
prompts used are illustrated in the Appendix D.2.

3.3 Multi-agent LLM Persuasion

As misinformation affects different demographics
in different ways, people of various backgrounds
exhibit varying levels of belief or skepticism to-
wards specific claims (Verma et al., 2022; Knuutila
et al., 2022; Chandrasekaran et al., 2024). Previ-
ous research has shown that people are more in-
clined to trust information coming from their own
demographic group (in-group), perceiving these
sources as more credible compared to information
originating from a different demographic group
(out-group) (Ma et al., 2019; Hinsley, 2021). This
dynamic forms an echo chamber (Nikolov et al.,
2020) as individuals primarily engage within their
in-group peers, reinforcing shared beliefs, and fil-
tering out opposing perspectives.

We investigate whether interactions in multi-
agent LLM environments display the above be-
haviors. Building upon our single-agent compo-
nent, we explore the impact of human and LLM-
generated persuasion on multi-agent LLMs across
different demographics to assess how external per-
suasion may shape their interactions.

Multi-agent LLM architecture: In line with our
previous experiments, we use the rural, urban, fe-
male, male, young, and old demographic groups



Given the source information, a supporting stance agreeing with it,
and a refuting stance opposing it. Based on these points, please:
(1) state if you are aware of the source information?

(2) indicate whether you believe the information or not.

Example

Chinese Doctors Confirmed African Blood Genetic
Composition Resist Coronavirus After Student Cured

Source
Information

It seems logical to trust this news, as Chinese doctors,
prominent in fighting the coronavirus, suggest
Africans might have a natural defense. This could aid
in developing cures or vaccines, and the credibility of
the source adds weight to the claim.

Supporting
Stance

Claims about African blood resisting the coronavirus
may appeal to biases but lack credibility due to vague
details about the researchers and their work. It's also
improbable that an entire continent's genetic makeup
universally resists a virus. Verify with reputable
sources before believing such claims.

Refuting
Stance

Figure 3: Human annotation guidelines. Stances are
generated by LLMs.

to initialize personas for LLM interactions. Our
multi-agent setup uses two agents to explore ten-
dencies to accept or dismiss misinformation based
on in-group vs. out-group interactions. In a ho-
mogeneous setting, agents belong to the same de-
mographic group (e.g., female-female, rural-rural),
while in a heterogeneous setting, agents represent
opposing groups (e.g., female-male, rural-urban).
Fig. 2 shows an overview of this setup.

In our study, multi-agent LLM interactions oc-
cur over five rounds. In the first round, agents
independently make their initial judgments. Sub-
sequently, persuasive texts, both supporting and
refuting, are introduced, followed by two interac-
tion rounds where agents attempt to persuade one
another while being open to opposing perspectives.
In the final round, agents provide their concluding
judgments, deciding whether they believe the in-
formation to be true or false. Our setup is inspired
by social science studies on group behavior (Lord,
2015; Rania et al., 2021) and multi-agent societal
simulations (Borah and Mihalcea, 2024). Prompt
details are provided in Appendix F.1.

4 Experimental Settings

Our experiments are carried out using three LLMs,
gpt-35-turbo!, 11ama-3-70b-instruct (Dubey
et al., 2024), and gwen-2.5-72B-instruct (Yang
et al., 2024). Implementation details are provided
in Appendix G.

4.1 Datasets

We use three datasets for our experiments:

"https://azure.microsoft.com/en-us/products/ai-
services/openai-service

Fake News Dataset Pennycook et al. (2021) (FN)
includes 460 news headlines (260 true and 200
false) on topics related to COVID-19 and politics.
RumorEval (Gorrell et al., 2018) (RE) consists
of 446 claims along with their veracity and asso-
ciated human stances, sourced from Twitter and
Reddit. The claims cover eight major news events
and natural disaster events.

Stanceosaurus (Zheng et al., 2022) (SS) consists
of 251 misinformation claims along with human
stances comprising diverse geographical regions.
Further dataset details are in Appendix B.

In the LLM-to-Human persuasion experi-
ments, we use claims from FN and RE? and
gpt-35-turbo to generate persuasive texts that
support and refute the given claim. For human
evaluation, we select 60 claims from each dataset,
covering diverse sources and topics.

For the Human-to-LLM persuasion experiments,
we use RE and SS, since they already contain per-
suasive stances by humans, including both support-
ing and opposing arguments. We use 5,000 exam-
ples from each dataset, ensuring balance to manage
inference costs effectively (details in Appendix B).
To evaluate the impact of human persuasion on
LLMs, we utilize all three LLMs for inference.

For the Multi-agent persuasion, we use RE as it
contains both human and LLM stances enabling a
more comprehensive comparison between human-
based and LLM-based persuasion in the multi-
agent setting.

4.2 Human Participants

We focus on these demographic groups as men-
tioned before: rural, urban, female, male, young,
and old.? We recruit two in-house participants per
demographic for balanced representation, and two
more per demographic for the control experiment,
totaling four annotators in total per demographic.

4.3 Evaluating Persuasion

For LLM-to-Human persuasion, we compute the
correctness rate of humans, a very straightforward
approach to evaluate the impact of persuasion on
LLM. Let N be the total number of data points.
Let h(x;) represent the human annotation for the
i" datapoint, ;, where h(z;) € {—1,+1}. Here,

*We exclude the SS dataset at this stage because it consists
solely of misinformation, often highly extreme, which LLMs
typically refuse to use for generating persuasive texts.

3We classify individuals under 30 as young and those over
60 as old
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h(z;) = +1 indicates the human believes x; and
h(z;) = —1 indicates the human does not believe
x;. Similarly, let y; € {—1,+1} represent the ve-
racity of the x; where +1 signifies the data point is
factually correct and —1 signifies the it is factually
incorrect.

it I(h(wi) = i)
N

This metric measures the accuracy of humans in

identifying true or false information based on the

claim and the persuasive texts provided.

For Human-to-LLM persuasion, we adopt the
correctness rate metric but replaced h(z;) with
[(x;), where [(z;) € {—1,+1}, +1 indicating that
the LLM believes x; and —1 indicating disbelief in
x;. Therefore,

CRhuman =

(D

SN I(U(z) = yi)
N

CRprm = ()

Finally, for the multi-agent LLM setup, we com-
pute the differences in correctness rates for the first
responses (before persuasion) and final responses
(after persuasion and interaction) respectively. Let
the correctness rate of the initial response be C'R;
and the final response be C'Z¢. Therefore,

ACR = CR; — CR; 3)

Here, ACR > 0 indicates increased correctness
after persuasion, and ACR < 0 indicates decline,
and ACR = 0 suggests no change in correctness.

5 Results and Analyses

5.1 LLM-to-Human Persuasion

In Fig. 4, we observe that the overall correct-
ness rates range between [0.35,0.75], with an av-
erage score of (.55 across datasets and demo-
graphics. This indicates that correctness rates are
relatively low, suggesting that humans are often
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Figure 5: Human-to-LLM Persuasion: Correctness
rates for different model demographics for RE and SS

persuaded in the wrong direction to believe mis-
information. When comparing datasets, the RE
dataset exhibits higher correctness rates than the
FN dataset. Across demographics, urban, young,
and male participants demonstrate higher correct-
ness rates compared to their rural, old and female
counterparts, respectively. These results align with
previous studies on misinformation (Pan et al.,
2021; Lister and Joudrey, 2022; Duke and What-
ley, 2021). The control group results, detailed in
Appendix E.2, demonstrate that LLM-generated
persuasions reduce human correctness rates, high-
lighting their impact on human decision-making.

5.2 Human-to-LLM Persuasion

Fig. 5 shows the correctness rates between the
models in the RE and SS datasets. For RE,
the correctness scores for all models fall within
the range of [0.45, 0.6], with gpt-35-turbo
achieving the highest performance across demo-
graphics. 1lama-3-7@b and qwen-2.5-72b have
much lower correctness rates but within similar
ranges. For SS, a similar trend is observed for
gpt-35-turbo with correctness between [0.7,
0.9], while 1lama-3-70b and qwen-2.5-72b
achieve very high scores. This could be because
SS includes claims up to 2022, which helps newer
models detect misinformation. Finally, SS focuses
solely on misinformation, which may be easier to
identify, unlike RE which includes true and false
rumors (details in Appendix D.3).

Among the demographics, urban, young, and
male personas demonstrate higher scores in the RE
dataset. However, in SS, no significant differences
are observed across demographic groups. There-
fore, RE might be a more accurate way to evaluate
the impact of human persuasion on demographic-
prompted LLMs. The results for ablations without



persuasion texts, presented in Appendix E.3, reveal
that human-generated persuasions increase LLM
correctness rates.
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Figure 6: Average correctness rates for

and gpt-35-turbo across demographics on RE.
gpt-35-turbo also has the highest correlation of 0.41
with humans among the three models.

5.3 Comparison of LLM-to-Human and
Human-to-LLM Persuasion

Using our experiments and analysis, we compare
the persuasion effects of LLMs and humans on
humans and LLMs respectively. To this end, we use
the RE dataset as it contains both human stances
and LLM-generated persuasive texts.*
Correlation Analysis. This examines how closely
LLM judgments align with human judgments for
individual data points in specific demographics or
settings. We compute point-wise correlations be-
tween human annotations and LLM outputs us-
ing the Matthews correlation coefficient (MCC) 3
which ranges from [—1,1]. The MCC scores
for gpt-35-turbo, 11ama-3-70b-instruct, and
qgwen-2.5-72b-instruct are 0.406, 0.117, and
0.034, respectively, showing gpt-35-turbo with
the highest correlation. While a correlation of 0.41
seems moderate, it still reflects a meaningful align-
ment between human and LLM judgments.
Correctness Rates Comparison. While a mod-
erate correlation indicates that specific data points
where humans perform well may not overlap with
LLM predictions, overall trends can still align. Pre-

*We exclude SS for this experiment as some of the claims
seem to be extreme and LLM performance varies largely on
this dataset

Shttps://en.wikipedia.org/wiki/Phi_coefficient

viously, we found gpt-35-turbo exhibits a more
stable correctness rates across datasets and also has
the highest correlation with human judgments, so
we present a comparison for gpt-35-turbo cor-
rectness rates against humans in Fig. 6. The LLM
correctness rates closely match with humans for ur-
ban, young, and old demographics. Notably, urban,
older, and male demographics show higher cor-
rectness rates for both gpt-35-turbo and human
annotations, as also seen in Fig. 4 and 5.

We provide per-demographic correlation scores
and average correctness rates in the Appendix E.1.
Connecting Our Findings to Prior Research.
Several studies have examined demographic dif-
ferences in susceptibility to misinformation.

Regarding gender differences, research has
shown that women are more likely to believe mis-
information and have higher rates of sharing it on
social media (Pan et al., 2021; Peter et al., 2024).
Furthermore, Almenar et al. (2021) and Enock et al.
(2024) found that although women express greater
concern about misinformation, this concern does
not translate into higher rates of accurate identifi-
cation. Our findings align with this, demonstrat-
ing that both female human participants and LLM-
based female personas exhibit lower correctness
rates compared to males.

Considering rural/urban differences, Lister and
Joudrey (2022) show that rural communities are
more vulnerable to misinformation as they demon-
strate higher levels of mistrust in government. Ad-
ditionally, rural areas often lack access to credible
and comprehensive news media, creating "news
deserts" (Lee and Bissell, 2022), making them
prone to misinformation. These studies also align
with our findings using LLM personas.

Finally, regarding age differences, studies have
found that older adults are more susceptible to
fake news and have a higher tendency to share
them (Duke and Whatley, 2021). This is mainly
due to the difficulty in source monitoring (Brashier
and Schacter, 2020) and limited digital liter-
acy (Moore and Hancock, 2022). This also aligns
with the findings from LLM-based older personas.
Linguistic Analysis of Persuasive Texts by Hu-
mans and LLMs. Existing research on persuasion
emphasizes the role of linguistic features in shap-
ing persuasive appeal (Ta et al., 2022). Features
such as lexical diversity and readability play an
important role in understanding persuasion. Lower
lexical diversity has been linked to higher likeli-
hoods of persuasion, while texts with greater read-
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ing difficulty or higher complexity are also found
to be more persuasive (Ta et al., 2022). To quan-
tify lexical diversity, we calculate the type-token
ratio (TTR), which represents the proportion of
unique words (types) to total words (tokens) in a
text. Readability is assessed using the Automated
Readability Index (ARI), defined as:

characters words

ARI = 4.71(

)+0.5( )—21.43 (4)

words sentences

Thus, a lower TTR and a higher ARI score indi-
cate a more persuasive text. Table 3 shows that on
average LL.Ms are more persuasive than humans.

Human-Persuasion LLM-Persuasion

Support  Refute  Support Refute
TTR 0.96 0.96 0.80 0.81
ARI  9.54 9.13 11.66 10.19

Table 1: Linguistic analysis of persuasion texts: Com-
parison of TTR (Lexical Diversity) and ARI (Readabil-
ity) scores between Human and LLM persuasion. Low
TTR and high ARI scores are linked to stronger persua-
sive effects (highlighted in blue )

5.4 Multi-Agent LLLM Persuasion Results

Fig. 7 shows the correctness increase (ACR) for
LLM persuasion and decrease (—ACR) for hu-
man persuasion in multi-agent interactions across
various demographics. We show this for both
Hom(ogeneous) and Het(erogeneous) groups. The
results are averaged across the gpt-35-turbo,
gwen-2.5-72b and 11ama-3-70b models. Results
for individual models are presented in the Ap-
pendix F.2.

Human vs LLM persuasion on multi-agent LLMs:
We observe opposite trends between human and
LLM persuasion. LLM-generated persuasions lead
to higher correctness rates, suggesting that multi-
agent LLMs become more accurate after LLM per-
suasions are provided in interactions. In contrast,
when human-generated persuasions are provided,
correctness rates tend to decrease following persua-
sion.

Homogeneous vs Heterogeneous groups: We ob-
serve consistent trends in both homogeneous and
heterogeneous groups following LLM (+ACR)
or human (—ACR) persuasion. However, there
are magnitudinal differences between the groups.
In LLM persuasion, a lower score suggests that
the correctness rate of the final responses does not

LLM Persuasion
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Figure 7: Impact of LLM and human persuasion
on Multi-Agent LLM: +ACR means an increase in
correctness after persuasion and —ACR means a de-
crease. LLM persuasion increases correctness whereas
human persuasion decreases it. When compared to
Het(erogeneous) groups, Hom(ogeneous) groups show
smaller correctness gains during LLM persuasion and
larger correctness declines during human persuasion,
making them less effective in improving correctness.

improve significantly compared to the initial re-
sponses. This trend is seen in four out of five de-
mographics for homogeneous groups. Conversely,
in the case of human persuasion, a higher score
indicates a greater disparity between initial and fi-
nal responses, with final response correctness rates
declining further. Again, this pattern is observed
in four out of five demographics for homogeneous
groups. These findings indicate that the correctness
rates of the final responses in homogeneous groups
do not improve substantially (for LLM persuasion)
and decrease significantly (for human persuasion)
compared to heterogeneous groups. This suggests
the presence of echo chamber dynamics (Nikolov
et al., 2020), where misinformation susceptibility
is reinforced when interactions occur exclusively
among similar entities.

Differences across demographics: In the case of
LLM persuasion, correctness rates are higher for
urban, younger and female demographics. When
human persuasion is provided, negative correct-
ness rates are lower for urban, younger and female



demographics. Thus, urban, younger, and female
demographics reduce the spread of misinformation
in multi-agent LLMs.

Connecting Our Findings to Prior Research. Re-
garding the dynamics of homogeneous versus het-
erogeneous groups, Rochert et al. (2021) show that
misinformation spreads more rapidly and effec-
tively within homogeneous networks, where false
information is often perceived as ‘“normal”. Such
networks tend to form like-minded cocoons, com-
monly referred to as echo chambers, where mis-
information is continuously reinforced. Addition-
ally Tanwar et al. (2024) show that diverse commu-
nity networks show better performance in maintain-
ing accurate information. This aligns with our find-
ings, which demonstrate that the reinforcement of
misinformation decreases in heterogeneous groups
that span diverse demographics. Furthermore, the
results for geography and age demographics align
with prior studies (Sec 5.3). Gender-related behav-
iors differ, but align with the findings that males
exhibit the highest levels of trust in in-group soci-
eties (Maddux and Brewer, 2005).

6 Lessons Learned

Our findings revealed the bidirectional impacts of
persuasion on humans and LLMs, alongside the
role of demographic-aware multi-agent simulations
in the context of misinformation. We demonstrate
how demographic factors shape susceptibility to
persuasion and highlight the simulation capabili-
ties of demographic-oriented LLM personas. These
insights offer actionable insights for designing tar-
geted, demographic-sensitive interventions for both
LLMs and humans.

LLMs as Demographic Models in Misinforma-
tion. LLMs show promise as tools for under-
standing demographic differences in the context of
misinformation. Simple persona prompts—asking
the LLM to adopt a specific demographic—show
strong alignment with human responses in the
RE dataset. By employing more nuanced and
fine-grained persona prompts, LLMs could better
simulate human susceptibilities to misinformation,
providing deeper insight into how diverse demo-
graphic groups interpret and react to persuasive
content. This capability makes LL.Ms a valuable
tool for modeling misinformation spread across
demographics, especially when human studies are
challenging and/or costly.

Human- and LLM-persuasions can have varied

effects. We observe the effects of humans and LLM
persuasions are varied. LLM persuasion tends to
steer multi-agent interactions toward more positive
outcomes, achieving higher correctness rates. In
contrast, human persuasion guide LLMs toward
lower correctness rates. This is interesting as it
suggests that LLMs could be leveraged to gener-
ate persuasive arguments that help guide humans
toward more accurate and constructive decisions,
a direction explored in Gabriel et al. (2024). Addi-
tionally, multi-agent LLM systems with a persua-
sive agent could facilitate better decision-making in
humans. Future work could explore the underlying
mechanisms of human and LLM persuasion differ-
ences and evaluate how LLMs can be optimized to
enhance decision-making while mitigating suscep-
tibility to human biases or errors.

LLMs show performance variations in homo-
geneous versus heterogeneous multi-agent set-
tings. Multi-agent LLM interactions in homoge-
neous settings lead to lower correctness rates (show-
ing echo-chamber effects), while heterogeneous
settings increase correctness rates. These results
align with the Contact Hypothesis Theory (Allport,
1954), which posits that inter-group contact can
significantly improve perspective-taking abilities
which can be helpful to combat misinformation.
Our heterogeneous setting serves as a potential mit-
igation strategy to reduce the spread of misinforma-
tion and increase correctness rates in demographic-
oriented LLM interactions. This finding also sug-
gests that exposing LLMs to diverse beliefs can
enhance their performance, reinforcing the benefits
of varied inter-group contact.

7 Conclusion

This paper investigated the bidirectional persua-
sion dynamics between LLMs and humans, and ex-
plored their susceptibility to misinformation across
diverse demographics. We demonstrated that LLM
simulations of demographic behavior in misinfor-
mation mirror the trends observed in humans. Fi-
nally, we showed that multi-agent LLMs exhibit
echo chamber behavior when exposed to misin-
formation in a homogeneous environment, a phe-
nomenon that can be mitigated in a heterogeneous
setting, consistent with established psychological
theories. Based on our findings, we share ideas
for future research and open-source our framework,
PANDORA.°

Savailable at https://anonymous.4open.science/r/
PANDORA


https://anonymous.4open.science/r/PANDORA
https://anonymous.4open.science/r/PANDORA

8 Limitations and Ethical Considerations

Simplified Representations of Human Demo-
graphics. Our approach to simulating human de-
mographics using LLMs may oversimplify and not
capture the complexity and diversity of human de-
mographics in the real world. While LLMs ex-
hibit trends similar to humans in terms of suscep-
tibility to misinformation, the point-wise correla-
tion between LLMs and humans regarding correct-
ness rates is rather moderate (0.41). Furthermore,
LLMs may not fully replicate the intricate cogni-
tive processes of humans. Therefore, caution is
needed when extrapolating large-scale simulations
to draw conclusions about human behavior. Our
study shows that while LL.Ms can simulate trends
similar to those observed in humans, a considerable
amount of research is still needed before they can
fully replicate human thought processes, particu-
larly in the context of misinformation.

Greater caution is needed when utilizing LLMs
for persuasion. Linguistic analysis shows that
LLM-generated persuasion is often more effective,
as supported by existing studies. Given its potential
for both positive (Gabriel et al., 2024) and nega-
tive (Danry et al., 2022) outcomes, it is crucial to
approach the use of persuasion with caution and
thoroughly analyze the context before application.

Generalizability across cultures. Most prior re-
search referenced in our paper is based in the US.
Hence, the generalizability of the findings across
different cultural and geographical contexts re-
mains unclear and requires further investigation.
In addition, we include four participants from each
demographic group in our study. While their re-
sponses align with earlier trends, the small sample
size limits the findings and highlights the need for
a larger pool of annotators. We encourage future
work to analyze demographic differences across
cross-cultural contexts.

Stereotypes, Risks and Biases. We observe that
simulating misinformation in homogeneous groups
leads to an increased spread of misinformation
within multi-agent LLM environments. There-
fore, our simulation may reinforce existing biases
or stereotypes, particularly if the training data in-
cludes harmful assumptions about specific demo-
graphic groups. There is also the risk that LLMs
could be used maliciously to generate persuasive
content that manipulates vulnerable populations.

The use of demographic data to create targeted
LLM behaviors raises concerns about the poten-
tial for discrimination or marginalization of certain
groups. Furthermore, it is essential to consider
the implications of using LLMs in sensitive areas
such as political discourse or public health, where
misinformation could have serious real-world con-
sequences. Ensuring that these ethical considera-
tions are addressed is crucial to make a responsible
contribution to both Al and society.
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A Example Appendix
B Dataset Details

Fake News Dataset from Pennycook et al.
(2021) (FN) includes 460 news headlines on topics
related to COVID-19 and politics, with 260 true
and 200 false instances. Each example consists of
source text (claim) and label (Real or Fake). Since
this dataset does not consist of any human stances,
we use this dataset for ‘LLM-to-Human’ persua-
sion, with LLMs generating persuasive texts for
each claim and evaluating their impact on humans.
The dataset consists of true and false information.
An example is provided in Fig 8.
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source text: Fifty Nine People Die as Pastor
Gives Them Dettol to Drink in Church to
Prevent Coronavirus.

label: Fake

Figure 8: Example of Fake News Dataset

source text: France BREAKING: 10 report-
edly shot dead at Paris HQ of French weekly
Charlie Hebdo.

reply text: Oh and our anti-terrorist plan
has just been put to its highest level in the
part in which the drama’s happening.

label: O (support)

veracity: FALSE

Figure 9: Example of RumorEval Dataset

source text: 2020 is a year of global cooling,
or we are entering into a period of global
cooling.

reply text: I recall the early 70’s, I was a
young impressionable kid. I read a story de-
tailing how by 2020 global cooling would be
so bad humans wouldn’t survive. Temps so
low produce wouldn’t grow, animals would
die and eventually humans would all die.
Bullshit then and now.

label: refute

Figure 10: Example of Stanceosaurus Dataset

RumorEval (Gorrell et al., 2018) consists of
446 claims along with their veracity and associ-
ated stances, sourced from Twitter and Reddit. The
claims cover eight major news events and natural
disaster events (2016-18) such as 2015 Paris at-
tacks, Ferguson unrest and protests, 2014 Ottawa
attacks, 2014 Sydney hostage crisis, Germanwings
Flight 9525 crash, Ebola virus outbreak, Specu-
lation about Vladimir Putin’s absence, Death of
Prince and associated rumors. Each example con-
sists of source text (claim), a reply text with a la-
bel associated with them, and the veracity of the
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claim. The labels can be 0: “support”, 1: “deny”,
2: “query”, and 3: “comment”. The dataset con-
sists of true, false and unverified rumors. For our
analysis, we focus exclusively on data points that
include both supportive and denying stances, and
meet a minimum word count threshold of 10. Af-
ter filtering, we retain 116 data points. An exam-
ple is provided in Fig 10. Since we already have
human stances, we use this dataset for Human-to-
LLM along with LLM-to-Human persuasion where
LLMs generate persuasive content.

Stanceosaurus (Zheng et al., 2022) (SS) con-
sists of 251 misinformation claims (between 2012-
2022) that comprise diverse geographical regions
and cultures. The topics cover climate change, vac-
cines, gun control, politics, social issues, health,
technology and education. Each example consists
of source text (claim) and stances along with their
labels agree, disagree, or query, discuss or irrele-
vant. The dataset consists of only misinformation.
In or our experiments, we chose only those claims
that consist of both supporting and refuting stances
and ended up with 189 such claims. We use this
dataset for only Human-to-LLM persuasion.

DATASET CLAIM SUPPORT REFUTE

RE
SS

22.51
11.51

26.58
50.49

30.23
40.68

Table 2: Average no of tokens in claims, supporting
and refuting texts in each human stance dataset (highest
highlighted in blue )

DATASET CLAIM SUPPORT REFUTE

RE
FN

87.18
113.86

22.51
9.44

86.30
112.30

Table 3: Average no of tokens in claims, supporting
and refuting texts in each LLM-generated stance dataset
(highest highlighted in blue )

Token analysis reveals that human stances in
SS have more tokens per stance than RE. LLMs
generally produce longer persuasive texts, with the
FN dataset showing the highest token count for
LLM stances.

C LLM-to-Human Persuasion

C.1 LLM Persuasion Generation Prompt

Fig 11 shows the prompts used to generate persua-
sive texts that support and refute claims present in



Prompt for LLLM Persuasion Generation

Given info: <source news>, you have to per-
suade the audience that the news is true/false
using logical arguments and leveraging emo-
tional factors. Utilize psychological factors,
content information, and the credibility of
the source to convince the audience. Re-
spond in a way that mirrors how a person
might persuade others during a conversation.
Limit responses to 4 sentences.

Figure 11: Prompt to generate persuasive texts using
LLM (gpt-35-turbo)

the datasets.

C.2 LLM Persuasion Text example

Table 4 presents examples of persuasive texts gener-
ated by LL.Ms for two instances from each dataset.

C.3 Annotator Details

We focus on the following groups and demographic
categories: gender (male, female), age (young,
old’). We recruited two in-house participants per
demographic for balanced representation, plus two
more per group for the control experiment, totaling
four annotators per demographic. All annotators
hold at least a bachelor’s degree.

C.4 Notes from Human Annotations

During the stage 2 of LLM-to-Human persuasion,
that is checking the impact of persuasion on hu-
mans, we ask human annotators to optionally write
what they think when choosing if something is true
or not. Fig 15 shows some interesting excerpts
from the study. Humans often draw on their past
experiences or current circumstances to shape their
judgment when determining the truthfulness of a
claim, which would difficult for LLMs to simulate.

D Human-to-LLM Persuasion

D.1 Human Persuasion Text example

Table 5 presents examples of persuasive texts gener-
ated by LLMs for two instances from each dataset.

"We classify individuals under 30 as young and those over
60 as old
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Prompt for Impact of Persuasion on LLM

Assume you are a person from a <demo-
graphic group>. Given the source news:
<c>, and two stances present: <i> support-
ing the claim and <j> refuting the claim.
Based on your background as a <demo-
graphic group> person, <i> and <j>, deter-
mine if this is true information or misinfor-
mation.

Figure 12: Prompt to understand the impact of human
persuasion on LLMs

D.2 Prompt to determine Persuasion Impact
on LLM

Fig 12 shows the prompts used to understand the
impact of human persuasive texts on LLMs.

Young Urban
0.70
0.65
0160
0.55
0
Old ’ Rural
Human Co
—=— LM Correctness
Female Male
(a) Average correctness rates across human (orange)
and LLM (green) demographics (averaged across
three LLMs)
Young Urban
Old Rural
Human Correctness
—=—  LLM (gpt-35-turbo) Correctness
Female Male
(b) Average correctness rates for human (orange)

and gpt-35-turbo (green) demographics

Figure 13: Comparison of persuasion impacts for human
and model demographics for RE. gpt-35-turbo has the
highest correlation with human correctness rates.



Source-Text

Supporting

Refuting

Fake News Dataset

Vitamin C Protects against Coronavirus

Vatican confirms Pope Francis and Two
Aides Test Positive for the Coronavirus

People naturally want to protect
themselves and their loved ones from
the coronavirus, and the idea that
Vitamin C can offer some level of
protection is definitely appealing.
Additionally, if we look at the content
information, there have been studies
suggesting that Vitamin C can
strengthen the immune system, which
could potentially help in fighting off
infections like COVID-19. Lastly, the
credibility of the source is crucial, the
news comes from reputable medical
organizations or experts in the field, it
adds weight to the claim.

Well, the Vatican confirming that Pope
Francis and two of his aides have tested
positive for the coronavirus is a
significant piece of news. It’s
important to consider the psychological
impact of such information, as it
involves the health of one of the most
influential figures in the Catholic
Church. Additionally, the credibility of
the source, the Vatican itself, adds
weight to the news. It’s crucial to trust
and rely on credible sources to make
informed decisions and stay updated on
current events.

I understand that the news claims that
Vitamin C protects against the
coronavirus, but it’s important to
critically analyze the information.
Firstly, let’s consider the psychological
factor of fear, which makes people
more susceptible to believing any news
that promises protection. Secondly,
when it comes to content information,
numerous credible sources like the
World Health Organization have stated
that there is no specific vitamin or
supplement that can prevent or cure the
coronavirus. Finally, it’s crucial to
assess the credibility of the source that
published this news, as it may be
lacking scientific evidence or have a
vested interest in promoting certain
products.

Well, when we look at the
psychological factors at play here, it’s
important to consider the impact of fear
and sensationalism in news reporting.
It’s no secret that headlines involving
high-profile figures like the Pope tend
to grab our attention and create a sense
of urgency. However, when we
carefully analyze the content of this
news, we find that there’s no credible
source or official statement from the
Vatican confirming this information.
Additionally, reputable news outlets
have not reported on this, which raises
doubts about the credibility of the
source. So, it’s wise to approach this
news with skepticism and wait for
verified information before drawing
any conclusions.

RumorEval Dataset

BREAKING: Illegal Muslim From
Iran Arrested For Starting California
Wildfire

French police: Said Kouachi and
Cherif Kouachi wanted in Paris terror
attack

The news source, Conservative Daily
Post, has a track record of publishing
verified & reliable stories. Moreover,
the report includes specific details such
as the suspect’s name & nationality,
which suggests that it is based on
substantial evidence. Lastly, the idea
that someone would start a wildfire
deliberately is distressing & alarming,
& it’s essential to hold those
responsible accountable.

This news has been reported by
credible sources such as BBC, CNN,
and Reuters. It has been verified by
French police, who have released the
names and photos of the suspects. The
attack in Paris has been widely covered
by the media, and the information is
consistent across different news outlets.
It is important to stay informed and
aware of such events to ensure our
safety and security.

This news is not credible because it
lacks any concrete evidence or sources
to support the claim. The use of
“illegal Muslim” also seems to be a
deliberate attempt to create fear & stir
up prejudice against a specific group of
people. Moreover, the language used in
the article is sensationalist & designed
to grab attention rather than provide
accurate information. Overall, this
news seems to be a product of
misinformation & propaganda.

I understand that the article suggests
that Said Kouachi and Cherif Kouachi
are responsible for the Paris terror
attack. However, we need to verify the
credibility of the source. It’s important
to wait for more reliable sources to
confirm before drawing conclusions
and making assumptions.

Table 4: LLM persuasion text examples
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Source-Text

Supporting

Refuting

Stanceosaurus Dataset

2020 is a year of global cooling, or we
are entering into a period of global
cooling

Bharat Biotech’s Covaxin has been
approved for usage for children above
12 years old

16-1800 was the maunder grand solar
minimum. It causes abrupt global
cooling as it is solar activity related,
earth’s magnetosphere weakens and
cosmic rays speed up earth’s rotation
due to viscosity at plate tectonics. earth
broke the fastest record for rotation
2020, 28 times

Covaxin is also approved for children,
also if we buy pfizer then any issues
faced which we face later due to it are
to be recovered by our government and
pfizer doesn’t care about consequences
of their vaccine!! on the other hand
vaccines made in india do!!

I recall the early 70’s, I was a young
impressionable kid. I read a story
detailing how by 2020 global cooling
would be so bad humans wouldn’t
survive. Temps so low produce
wouldn’t grow, animals would die and
eventually humans would all die.
Bullshit then and now.

Social media posts claim covaxin, the
homegrown vaccine by has been
approved for children above 12 years.
this is misleading. india’s drug
regulator has given permission to
conduct clinical trials of covaxin, on
children between 2 & 18 years

RumorkEval Dataset

BREAKING: Illegal Muslim From
Iran Arrested For Starting California
Wildfire

French police: Said Kouachi and
Cherif Kouachi wanted in Paris terror
attack

Why am I not surprised, why don’t we
just give our country to them now and
get it over with?

God’s miracles are just
inexplicable,who had imagined an
executioner would leave his identity
card at the crime scene.

Article is dated in October? It’s a
paragraph long with pages and pages
of ad click bait. I'm skeptical.

The statement oversimplifies the
situation. While the Kouachi brothers
were responsible for the 2015 Charlie
Hebdo attack, they were no longer
“wanted” by the time of their deaths in
a shootout with police. Labeling them
as “wanted” can be misleading.

Table 5: Human persuasion text examples

RUMOREVAL | FAKE NEWS gpt-3.5-turbo
no-p p no-p p human-persuasion  llm-persuasion
demographics | het hom | het hom
female | 0.67 0.58 | [0.65 035 Rural 030 015 1005 004
male 0.73 0.67 0.51 0.39 Urban -0.07 -0.11 0.03 0.01
Young -0.10 -0.09 0.14 0.05
old 0.633 0.60 | 0.34 0.35 ol 0.02 013 004 001
young 0.70 0.68 | 0.70, 0.53 Female 0.02  -0.07 0.03 008
rural 0.65 0.67 | [0.700 0.47 Male 0.07 -0.18 004 006
urban | 0.70 (075 | 0.68 0.42 | 11ama-3-76b-instruct
Rural -0.14 -0.16 0.30 0.38
Table 6: Comparison of human correctness across Urban 016 -0.08 | 034 0.29
RE and FN datasets with ‘no-p(persuasion)’ and g(l’émg 882 8}8 8;‘91' 852
‘p(persuasion)’ settings.  Higher correctness. rates Female 022 20.08 021 028
between no-p and p for each demographic are Male -0.05 -0.10 021 023
highlighted | gqwen-2.5-72b-instruct
. Rural -0.05 -0.08 0.01 0.01
D.3 Dataset Analysis for Performance Urban 0.02 20.06 00l 003
Difference Young -0.10 -0.08 0.00  0.02
Old -0.05 -0.08 0.02 0.03
Female 0.06 -0.06 0.05 0.04
1lama-3-70b and qwen-2.5-72b perform much Male 0.08 0.03 003 -0.02

better than gpt-35-turbo in terms of correctness
in SS unlike RE. This could be because SS includes
claims up to 2022, aiding newer models in detect-
ing misinformation. Finally, SS focuses solely on
misinformation, which may be easier to identify,
unlike RE that includes both true and false rumors.
These reasons may lead to better overall correct-
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Table 7: ACR for models across demographics and
group types: het(erogeneous) and hom(mogeneous).

ness rates in Stanceosaurus for newer models (see
Fig 5 for examples) .



| GPT-35 LLAMA-3-70B QWEN-2.5-72B
female 0.13 -0.10
male 0.10 0.07
old -0.15 0.12
young 0.12 -0.02
rural -0.18 0.18
urban 0.10 0.03

Table 8: Model generation correlations to human an-
notations in RE. gpt-35-turbo has the highest cor-
relations with human annotations, for urban, young
and male demographics in comparison to their coun-

terparts. The highest correlation among the 3 models
are -

D.4 LLM reasonings examples

Fig 14 show LLM reasonings when deciding if
news if True or False.

E Comparison of Human and LLM
persuasion

E.1 Average Correctness Rates and
Correlation Scores
\ LLAMA-3-70B-INSTRUCT

RUMOREVAL STANCEOSAURUS
no-p p no-p P
female | '0.51 0.49 0.99 0.98
male 0.46 0.54 0.99 0.96
old 0.49 0.48 0.99 0.97
young 0.51 0.52 0.99 0.98
rural 0.49 0.49 0.99 0.98
urban 0.48 0.51 1.00 0.97
\ QWEN-2.5-72B-INSTRUCT
female | 0.48 0.52 0.98 0.99
male 0.41 0.52 0.99 0.99
old 0.46 0.50 0.98 0.99
young 0.46 0.52 0.98 0.99
rural 0.49 0.54 0.99 1.00
urban 0.43 0.49 0.98 0.99
| GPT-3.5-TURBO
female | 0.22 0.59 0.67 0.68
male 0.24 0.64 0.68 0.69
old 0.32 0.62 0.82 0.87
young 0.24 0.65 0.70 0.71
rural 0.24 0.65 0.70 0.73
urban 0.24 0.68 0.69 0.70

Table 9: Comparison of LLM correctness across RE and
FN datasets with ‘no-p(persuasion)’ and ‘p(persuasion)’
settings. Higher correctness rates between no-p and p
for each demographic are | highlighted

Fig 13a shows the average correctness rates
of humans and LLMs, averaged across all mod-
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els). We observe that humans have higher correct-
ness rates than LLMs across demographics. How-
ever, we also do not observe significant differences
across demographics for LLMs, which may be due
to varying LLLM behaviors. We however, do ob-
serve higher overlaps with gpt-35-turbo.

Table 8 shows that gpt-35-turbo has
the highest correlations with human anno-
tations, for urban, young, and male demo-
graphics in comparison to their counterparts.
The results for llama-3-70@b-instruct and
gwen-2.5-72b-instruct are comparable and
correlations are low.

E.2 Human Impact Ablations

Table 6 shows that correctness are higher when
LLM-generated persuasions are not provided. This
shows LLM persuasion can sway human judgments
further. This outcome may also depend on users’
prior knowledge of the news item. However, we
found that humans were familiar with the news
only about 5% of the time on average.

E.3 LLM Impact Ablations

Table 9 shows that correctness are higher when hu-
man persuasions are provided. This is an opposite
trend to what we observed before. This shows hu-
man persuasions lead to better correctness in LLMs
overall.

F Multi-Agent Persuasion

F.1 Prompt design - Interaction

Fig 16 shows the interaction flow for the multi-
agent LLM persuasion set-up.

F.2 Per-model Results for Persuasion Impact

Table 7 show the AC'R for multi-agent LLM mod-
els when human and LLM persuasions are provided
in different demographic and group types. We ob-
serve similar trends for human and LLM persuasion
settings across models and groups types, however,
magnitudes of AC'R change across models.

G Implementation Details and
Computational Resources

All

with
runs.
performed

are conducted
results averaged over three LLM
For gpt-35-turbo, inference is
using the Microsoft Azure

inference experiments



Believe that claim is True

* The article is reporting on a real event, where the US Congress failed to
extend emergency unemployment benefits for 1.3 million Americans who lost their
jobs due to the COVID-19 pandemic.

* The statement aligns with multiple reliable news sources reporting on the
hostage situation at a kosher supermarket in Vincennes, which is part of eastern
Paris. It’s important to note that this event was indeed a separate attack from
the Charlie Hebdo

* True, as it accurately reports a factual update on an ongoing news event
without exaggeration or falsehoods.

Believe that claim is False

* The argument is based on emotional appeal rather than factual information; it
lacks credible sources and concrete data to substantiate its claim.

* There isn’t enough credible evidence to support such an extraordinary claim
* The article might be using sensational language and providing only one side
of story, hence it requires verification from other credible souces before
accepting it as true.

Figure 14: LLM logs (while choosing if claim is true or false)- Examples from across datasets and LLMs

Believe that claim is True

* Hard to truly determine.
texts

* It didn’t happen but reporting cautious optimism is a truthful statement

* If I lived nearby I would take it seriously and true and likely share it. If
I did not live nearby then I wouldn’t need to know until later and wouldn’t
share it

Seems likely in retrospect based on the persuasion

Believe that claim is False

* Circular reasoning. People who eat out also probably go to concerts and do
other social things. The restaurant can’t be blamed without more information
* I don’t know the source of the information or whether it is credible so I
cannot judge whether it is factual or not, I think it is misinformation

I do not know any of the people in the source of information except that they
claim something that only personal friends know. Not trusted information unless
I knew the source personally.

Figure 15: Human annotator notes (while choosing if claim is true or false)- Examples from across datasets and

demographic groups

API 8 The 1lama-3-70b-instruct’® and
gwen-2.5-72b-instruct'® models are run via
Hugging Face. To ensure focused yet varied text

8https://learn.microsoft.com/en-us/rest/api/azure/
meta-llama/Meta-Llama-3-70B-Instruct
"Qwen/Qwen?2.5-72B-Instruct
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generation, all models are set with a temperature
of 0.5. For open-source models, top_p is set to
0.9, with do_sample=True, and 4-bit quantization
is applied. Inference for these models is conducted
on an NVIDIA-A40 GPU.



Prompt for Multi-Agent LLM Interaction

Initial Round

Assume you are a person from a <demographic group>. Given the source news: <¢>. Based on your background as a
<demographic group> person, determine if this is true information or misinformation. Respond in this format: <true
information or misinformation>.

Persuasion Provided Assume you are a person from a <demographic group>. Given the source news: <¢>, and two
stances present: <i> supporting the claim and <j> refuting the claim. Based on your background as a <demographic
group> person, <i> and <j>, determine if this is true information or misinformation. Respond in this format: <true
information or misinformation>.

Discussion Round 1

Assume you are a person from a <demographic group>. Given the source news: <c¢>, and two stances present: <i>
supporting the claim and <j> refuting the claim. Convince others about your own perspective. Based on <memory>,
you have to choose if information is true or false and respond in this format: <true information or misinformation>
<brief reason>. Limit responses to 2 sentences.

Discussion Round 2

Assume you are a person from a <demographic group>. Given the source news: <¢>, and two stances present: <i>
supporting the claim and <j> refuting the claim. Now be open to other perspectives so that you can come to a consensus.
Based on <memory>, you have to choose if information is true or false and respond in this format: <true information or
misinformation> <brief reason>. Limit responses to 2 sentences.

Final Round Assume you are a person from a <demographic group>. Given the source news: <¢>. Based on your
<memory>, determine if this is true information or misinformation. Respond in this format: <true information or
misinformation>.

Figure 16: Multi-Agent LLM interaction prompt design

H Reproducibility

We open-source our codes and data, which are up-
loaded to the submission system. This would help
future work to reproduce our results
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