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ABSTRACT

Reinforcement Learning with Human Feedback (RLHF) is a pivotal technique
that aligns language models closely with human-centric values. The initial phase
of RLHF involves learning human values using a reward model from pairwise
or K-wise comparisons. It is observed that the performance of the reward model
degrades after one epoch of training, and optimizing too much against such reward
model eventually hinders the true objective. This paper delves into these issues,
using the theoretical insights to introduce improved reward learning algorithms
termed “data refinement”. The core idea is that during each training epoch, we
not only update the model with the data, but also refine the data using the model,
replacing hard labels with soft labels. This helps reduce the noise introduced
by the imbalanced data coverage. Our empirical findings highlight the superior
performance of this approach over the traditional methods.

1 INTRODUCTION

Large Language Models (LLMs) have made remarkable progress, profoundly influencing the Al
community (Chowdhery et al., 2022; Brown et al., [2020; [Touvron et al., 2023} |Bubeck et al., [2023)).
However, without careful fine-tuning, LLMs are likely to express unintended and unpredictable
behavior. These include fabricating facts, generating biased or toxic text, and even harmful content
to humans (Perez et al.| 2022} |(Ganguli et al., [2022). As large language models grow in capability,
aligning them with human values becomes paramount. As an initial step towards this target,
Reinforcement Learning with Human Feedback (RLHF) proposes to first learn the human value
as a reward function from pairwise or K-wise comparisons of model responses, and then fine-tune
the language model based on the learned reward function to align with human values and societal
norms Ziegler et al.|(2019)); Ouyang et al.|(2022).

A typical deployment of RLHF for language modeling includes the following steps:

* Supervised Fine-tuning: Fine-tune a pre-trained Large Language Model (LLM) using
supervised training.

* Reward Learning: Collect human preference data in the format of pairwise or multi-wise
comparisons of different responses. Train a reward model based comparison data using
Maximum Likelihood Estimator (MLE).

* Policy Learning: Fine-tune the existing LLM based on the learned reward model using
Proximal Policy Optimization (PPO).

Although RLHF has achieved great empirical success |Bai et al.| (2022), the current reward training
paradigm grapples with significant value-reward mismatches. In the practical training of the reward
model, it is observed in (Ouyang et al.| (2022) that the reward function deteriorates after one epoch
of training. Furthermore, (Gao et al.| (2022)) introduces an over-optimization phenomenon, where
optimizing the policy too much with the learned reward can hurt the ground-truth reward.

In this paper, we investigate the two phenomenons. We start with the multi-armed bandit setting to
reproduce the two issues. Based on our theoretical analysis, we attribute both phenomenons to the
imbalanced data coverage for training reward model in the non-asymptotic regime. Although the
maximum likelihood estimator converges asymptotically to the ground-truth reward, it may fail to
converge in the non-asymptotic region.
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Figure 1: Illustration of the problem of MLE for learning the ground truth reward. With a small
number of samples comparing arm 1 and 3, the MLE converges to a solution which assigns 71 —73 =
—oo with constant probability.

As is shown in Figure 1, in a simple 3-armed bandit problem, when the arm 1 and arm 3 is only
compared once, there is constant probability that their comparison result is inconsistent with the
ground-truth, leading to the estimated reward to be infinity for sub-optimal arms. We show that such
issue leads to both reward overfitting in the reward learning phase and reward over-optimization in
the policy learning phase.

To mitigate these effects, we leverage the theoretical insights from pessimism-based ideas to
design better reward learning algorithms, data refinement, that simultaneously improve both reward
overfitting and reward over-optimization. The algorithm design is straightforward: in each epoch,
beyond updating the model with the data, we also update the data with the model in order to remove
the noisy data with a capable model. Theoretically, we investigate the two phenomenons in the
tabular bandit case, showing that the proposed data refinement methods, as an alternative to lower
confidence bound algorithm, shares similar insight and resolves the two issues. Empirically, we
show strong empirical evidence that the proposed method improves the reward training with both
bandit case and neural network parameterization.

1.1 RELATED WORK

RLHF and Preference-based Reinforcement Learning. RLHF, or Preference-based
Reinforcement Learning, has delivered significant empirical success in the fields of game
playing, robot training, stock-prediction, recommender systems, clinical trials, large language
models etc. (Novoseller et al., [2019} Sadigh et al., 2017} |Christiano et al., [2017b; |Kupcsik et al.,
2018 |Jain et al., 2013 |Wirth et al., [2017/7; Knox & Stone, [2008; MacGlashan et al., 2017} [Christiano
et al.L[2017a; Warnell et al.,|2018};Brown et al.,[2019; Shin et al., 2023} Ziegler et al., | 2019} Stiennon
et al., 2020; Wu et al.| 2021; |Nakano et al., [2021} |Ouyang et al., | 2022} [Menick et al., [2022; |Glaese
et al., 2022; |Gao et al.| 2022} Bai et al., 2022; Ganguli et al.||2022; [Ramamurthy et al.,|2022). There
have been work exploring the efficient fine-tuning of policy model [Snell et al.| (2022); |Song et al.
(2023)); [Yuan et al.| (2023)); Zhu et al.|(2023b). However, the investigation of reward learning is still
missing, with the exception of |Zhu et al.| (2023a)).

Learning and Estimation from Pairwise Comparison and Ranking. The problem of estimation
and ranking from pairwise or K-wise comparisons has been studied extensively in the literature. In
the literature of dueling bandit, one compares two actions and aims to minimize regret based on
pairwise comparisons (Yue et al [2012; [Zoghi et al.l 2014b; [Yue & Joachims, [2009; [2011}; Saha &
Krishnamurthy, 2022} (Ghoshal & Sahal 2022; [Saha & Gopalan, 2018a; |Ailon et al., |2014; |Zoghi
et al.l 2014a; Komiyama et al., [2015; |Gajane et al.| [2015 [Saha & Gopalan, 2018b; 2019; |Faury
et al.,|2020). [Novoseller et al.| (2019); Xu et al.|(2020) analyze the sample complexity of dueling RL
under the tabular case, which is extended to linear case and function approximation by the recent
work [Pacchiano et al.| (2021); |Chen et al.| (2022)). |Chatterji et al.|(2022) studies a close setting where
in each episode only binary feedback is received. However, most of the work focuses on regret
minimization. We take a first step towards the theoretical analysis for function approximation for
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K-wise comparisons with policy learning as the target. [Zhu et al.| (2023a)) analyzes the sample
complexity of RLHF in the offline setting.

Knowledge distillation There have been a family of knowledge distillation methods that try to
use trained models to update existing or new models (Hinton et al.| 2015} |[Furlanello et al., 2018;
Cho & Hariharan| 2019} |Zhao et al.l [2022; Romero et al.| 2014; [Yim et al., 2017; |Huang & Wang,
2017; [Park et al., 2019; Tian et al.l 2019; Tung & Mori, 2019} Qiu et al.l 2022; [Cheng et al.,
2020). Notably, |[Furlanello et al.| (2018)) proposes born-again network, which iteratively trains a
new student neural network after the teacher network achieves the smallest evaluation loss. Both
our data refinement idea and knowledge distillation idea rely on soft label update. However, data
refinement iteratively update the single model and data, while knowledge distillation method usually
focuses on transferring knowledge from one model to the other.

2 FORMULATION

We begin with the notation that we use in the paper. Then we introduce the general formulation of
RLHF, along with our simplification in the multi-armed bandit case.

Notations. We use calligraphic letters for sets, e.g., S and .A. Given a set S, we write |S| to represent
the cardinality of S. We use [K] to denote the set of integers from 1 to K. We use p(a) to denote the
probability of comparing a with any other arms, and p(a, a’) to denote the probability of comparing
a and a’. Similarly, we use n(a),n(a,a’) to denote the number of samples that compare a with any
other arms, and the number of samples that compare a with a’, respectively.

2.1 RLHF IN MULTI-ARMED BANDIT

To understand the overfitting and over-optimization problem, we simplify the RLHF problem by
considering a single-state multi-armed bandit formulation. Instead of fitting a reward model and
policy model with a complex neural network, we fit a tabular reward model for a K-armed bandit
problem. In this case, the policy becomes a distribution supported on the K arms 7 € A([K]).

We first formulate the corresponding reward learning and policy learning problem under this setting,
phenomenon of reward overfitting and reward over-optimization in the simplified setting. Then
we analyze the hard instance, connect them to the theory of pessimism for offline bandit and RL
problems. We also propose another surrogate solution for the problem, named data refinement, that
is easier to extend to the case of neural network.

Consider a multi-armed bandit problem with K arms, i.e. A = [K]. Each arm has a deterministic
ground-truth reward r* (k) € R, k € [K]. Let the sampling process be the following: we first sample
two actions a;, a; from a joint distribution . € A([K] x [K]), and then observe a binary comparison
variable c¢; following a distribution

o exp(r*(a;))
Plei=1)= exp(r*(ai)) + exp(r*(a;))

Assume that we are given n samples, which are sampled i.i.d. from the above process. Let n(a, a’)
be the total number of comparisons between actions a and a’ in the n samples. Let the resulting
dataset be D = {a;, a}, ¢;}_,. The task in RLHF is:

1. Reward Learning: Estimate the true reward r* with a proxy reward 7 from the comparison
dataset D.

2. Policy Learning: Train a policy 7 € A([K]) by maximizing the proxy reward under KL
constraints.

In the next two sections, we discuss separately the reward learning phase and policy learning phase,
along with the reason behind overfitting and over-optimization.
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2.2 OVERFITTING IN REWARD LEARNING

For reward learning, the commonly used maximum likelihood estimator is the estimator that
minimizes empirical cross entropy loss:

mLe = arg min Lcg(D), where (1)
N Ry S, exp(#(a)) . exp(7(a})
L) =3 2 (“ =008 (e s e + 160! g(exp<f<ai>>+exp<f<a;>>>>

By definition, 7y g is the reward that the reward learning procedure converges to. Thus the
performance of 7y is a good indicator whether overfitting exists during reward training.

We define the population cross entropy loss as

Lce(r)=E

exp(r(a)) )
, exp(r*(a 1(c=1)lo
(a:a") e Ber (e i e Gy ) l ( )log (exp(r(a)) + exp(r(a’))

exp(r(a’)) >
exp(r(a)) + exp(F(a;))

+1(c= O)log(

exp(r*(a)) exp(r(a))
exp(r (@) + exp(r+(@)) (exp(?"(a)) + exp(r(a’)))

ep(rt(@) exp(r(a'))
exp(r (@) + exp(r (@) <exp<r<a>> m exp(f(a;-))) ]

= Ea,a)~p [

For a fixed pairwise comparison distribution p, it is known that maximum likelihood estimator 7 g
converges to the ground truth reward r* as the number of samples n goes to infinity.

Theorem 1 (Hastie et al.|(2009). For any fixed i, and any given ground-truth reward r*, the limit
of the expected excess loss is given by

lim Ep[Lce(Pmie) — Lce(r™)] — 0.

n—oo

This suggests that the overfitting phenomenon will not exist when we have infinite number of
samples. However, in the non-asymptotic regime when the comparison distribution ;¢ may depend
on n, one may not expect convergent result for MLE. We have the following theorem:

Theorem 2. Fix r*(a) = 1(a = 1). For any fixed n, there exists some i such that with probability
at least 0.1,

Lce(PmLe) — Lee(r™) > C

for any arbitrarily large C.

The proof is deferred to Appendix[A] Below we provide a intuitive explanation. The constructed hard
instance is a bandit where r*(a) = 1(a = 1). For any fixed n, we set p(a1,a2) =1 — (K — 2)/n,
u(ay,ar) = 1/nforany 2 < k < K and the rest pairs with 0.

In this hard instance, for each arm @ € {2,3,--- , K}, there is constant probability that a is only
compared with 1 once. And with constant probability, the comparison between arm 1 and arm a
will be flipped. Since a is only compared with 1 for one time, the MLE will assign 7(a) as infinity
when the reward function is not bounded, due to the same reason shown in Figure E} Thus when
optimizing the empirical cross entropy to the end, the maximum likelihood estimator will result in
arbitrary large cross entropy loss. We also validate this phenomenon in Section with simulated
experiments.

This lower bound instance simulates the high-dimensional regime where the number of samples is
comparable to the dimension, and the data coverage is unbalanced across dimensions.
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2.3  OVER-OPTIMIZATION IN POLICY LEARNING

After getting the estimated reward function #, we optimize the policy 7 € A([K]) to maximize the
estimated reward. In RLHF, one starts from an initial policy 7, and optimize the new policy 7 to
maximize the estimated reward 7 under some constraint in KL divergence between 7 and 7. It is
observed in |Gao et al.|(2022)) that as we continue optimizing the policy to maximize the estimated
reward, the true reward of the policy will first increase then decrease, thus leading to Goodharting /
reward over-optimization phenomenon.

Consider the following policy optimization problem for a given reward model 7:

1
Eyris[#(a)] — < - KL . 2
. Eony[#(0)] = 5 - KL(rlmo) @

Assuming that the policy gradient method converges to the optimal policy for the above policy
optimization problem, which has a closed-form solution as

mo(a) - exp(\ - #(a)
2areamo(a@) - exp(A-7(a’))

3)

ma(a) =

The optimal policy is a function of the estimated reward. Thus the over-optimization problem also
reduces to the quality of the estimated reward.

In the tabular case, we can derive a closed form solution for how the KL divergence and ground-
truth reward change with respect to A, thus completely characterizing the reward-KL tradeoff. We
can compute the KL divergence and ground-truth reward of the policy as

2 aca™0(a) - exp(A-7(a)) -log(exp(A - 7(a)) /(3o urc 4 To(a') - exp(A - 7(a'))))

KL(7x||mo) = S weamo(a@) - exp(X-7(a’))

2aca™0(a) - exp(X-7(a)) - A - 7(a) / /
== - — log mo(a’) - exp(A - 7(a ,
S ro(@) - o0 (@) ZA (a') - exp(X - #(d'))
2acaTo(a) - exp(A-7(a)) - A-r*(a)
Y weamola)-exp(A-7(a))
The above equation provides a precise characterization on how the mismatch between 7 and r*
leads to the over-optimization phenomenon. To simplify the analysis and provide better intuitions,

we focus on the case when A — oo, i.e. when the optimal policy selects the best empirical arm. In
this case, the final policy reduces to the empirical best arm 7 (a) = 1(a = arg max,, 7(a’)).

Eqmr, [ (a)] =

By definition, 7, is the convergent policy when we optimize Equation (2) to the end. Thus the
performance of 7., is a good indicator whether over-optimization exists during policy training.
We define the sub-optimality as below to characterize the performance gap between the convergent
policy and the optimal policy.

SubOpt(7) = E[mgx r*(a) — r*(7)].

We know by Theorem I|that asymptotically, the MLE for reward #yg converges to the ground truth
reward r*. As a direct result, when using the MLE as reward, the sub-optimality of the policy 7.,
also converges to 0 with infinite number of samples.

However, similar to the case of reward learning overfitting, 7., may have arbitrarily bad sub-
optimality in the non-asymptotic regime when trained from 7y g.

Theorem 3. Fix r*(a) = 1(a = 1). For any fixed n, there exists some i such that with probability
at least 0.1,

E[SubOpt(7so)] > 1.
The proof is deferred to Appendix This suggests that 7y g also leads to the reward over-

optimization phenomenon in the non-asymptotic regime. In Section 4] we conduct simulation in
the exact same setting to verify the loss.



Under review as a conference paper at ICLR 2024

3  METHODS: PESSIMISTIC MLE AND DATA REFINEMENT

The overfitting and over-optimization issue calls for a design of better and practical reward learning
algorithm that helps mitigate both issues. We first discuss the pessimistic MLE algorithm in [Zhu
et al.| (2023a), which is shown to guarantee a good convergent policy under good coverage
assumption.

3.1 PESSIMISTIC MLE

In the tabular case, the pessimistic MLE corrects the original MLE by subtracting a confidence
interval. Precisely, we have

rpe(a) = me(a) — C -

n(a)

Intuitively, for those arms that are compared less times, we are more uncertain about their ground-
truth reward value. Pessimistic MLE penalizes these arms by directly subtracting the confidence
interval of each arm, making sure that the arms that are less often compared will not be chosen. It
is shown in Zhu et al.| (2023a)) that the sub-optimality of the policy optimizing 7pg converges to 0
under the following two conditions:

* The expected number of times that one compares optimal arm p(a*) is lower bounded by
some positive constant.

* The parameterized reward family lies in a bounded space, or with bounded moments.

Thus pessimistic MLE helps mitigate the reward over-optimization phenomenon when the
conditions hold. However, for real-world reward training paradigm, the neural network is not
bounded. Furthermore, estimating the exact confidence interval for a neural-network parameterized
model is hard. These prevent the practical use of pessimistic MLE, and call for new methods that
can potentially go beyond these conditions.

3.2 DATA REFINEMENT

We propose a new algorithm, data refinement, that leverages similar insights from pessimistic MLE.
Intuitively, pessimistic-MLE helps mitigate the reward over-optimization issue by reducing the
estimated reward for less seen arms. In data refinement, we achieve this by updating the label
of the data we train on.

Algorithm 1 Data Refinement

Input: The pairwise comparison dataset D = {a;,a}, ¢;}? ;. An parameterized reward model
{ro : A~ [0,1] | € ©} with initialization fy € ©. An empirical loss function

exp(rg(ai)) exp(rg(a;))

Lol{eh. D)=~ D cilog

,:1 (taton) & omtrata) =8 (Geptiaton) et

while 7, does not converge do

9k+1 “— Gk — A Vﬁg({ci’k},’p)
exp(ro(ai))
exp(rg(ai)) + exp(ro(a;))

Cikt1 — -+ (1—a)-
k< k+1

end while
Return: 6,

As is shown in Algorithm [T} in each epoch, we first update the model using the current comparison
dataset. After the model is updated, we also use the model to update the data by predicting the

).
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probability of P(¢; = 1) for each comparison (a;, a}) using the current reward estimate 7y, . We
update each label ¢; ,, by weighting its previous value and the new predicted probability.

We first show the following theorem on one-step gradient update of the reward model.

Theorem 4. Assume that the reward is initialized equally for all K arms. Then after one-step
gradient descent, one has

Va,a’ € [K],r(a) —r(a’) = X+ (n4(a) —n_(a) = (ny(a’) = n_(a))),
where ny (a),n_(a) refers to the total number of times that a is preferred and not preferred.

The proof is deferred to Appendix |C} The result shows that after one-step gradient, the empirical
best arm becomes the Condorcet winner. When the arm is only compared few times, the difference
n4(a’) — n_(a’) will be bounded by the total number of comparisons, which will be smaller than
those that have been compared more times. Thus the model will assign less probability for those
arms seen less. After updating the label with the model prediction, the label of less seen samples
will be closer to 0, thus getting implicitly penalized.

The data refinement algorithm enjoys several benefits:

* Itis easy to combine with neural networks, allowing arbitrary parametrization of the reward
model.

* It utilizes the soft labels starting from the second epoch, which has been validated to be
more effective than hard labels in the literature of knowledge distillation (Hinton et al.,
2015).

* As we show in the Theorem above, when only updated for one step, the reward model is
resistant to the noise introduced by unbalanced comparison dataset. Thus, the reweighting
of the data help mitigates the issue of over-fitting and over-optimization.

4 EXPERIMENTAL ANALYSIS

In this section, we conduct experiments on both synthetic dataset in the multi-armed bandit setting
and real world dataset with neural network parameterized reward family.

4.1 MULTI-ARMED BANDIT SETTING

In the bandit setting, we focus on the hard example constructed in Theorem 2] We take total samples
n = 60 and the number of arms K as 10 and 20. We compare the performance of vanilla MLE,
pessimistic MLE and data refinement in both reward learning phase and policy learning phase.

As is shown in left part of Figure |2} in the reward learning phase, both MLE and pessimistic MLE
suffers from overfitting, while data refinement algorithm continues to decrease the ground-truth
cross entropy loss until convergence. In the right part, we replicate the policy in Equation (3 and
plot the tradeoff between the ground truth reward and the KL divergence between the current policy
and a uniform policy as an initial policy mg. One can see that data refinement is able to converge
to the optimal reward when KL is large, while both MLE and pessimistic MLE suffer from over-
optimization.

We remark here that the reason that pessimistic MLE suffers from both overfitting and over-
optimization is due to the design of unbounded reward in the multi-armed bandit case. When the
reward family is bounded, pessimistic MLE is also guarantees to mitigate the over-optimization
issue.

4.2 NEURAL NETWORK

We also conduct experiments with neural network in the real RLHF setting. We use the
human-labeled Helpfulness and Harmlessnes (HH) dataset from Bai et al. (2022)[7_1 We take

'https://huggingface.co/datasets/Dahoas/static—hh
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Figure 2: Comparisons of the three methods in the multi-armed bandit setting.

Dahoas/pythia-125M-static-s ftE| as policy model with three different reward models of
size 125M, 1B and 3B. When training reward model, we take a supervised fine-tuned language
model, remove the last layer and replace with a linear layer.

We take a trained 6B reward model as the ground truth. We use the 6B reward model to label
the comparisons samples. And we train the 125M, 1B and 3B reward model with the new labeled
comparison samples. The reward training results are shown in Figure[3] One can see that the MLE
begins to overfit after 1-2 epochs, while data refinement continues to grow stably until convergence.
The policy learning result is shown in Figure d One can see that MLE also suffers from reward-
overoptimization with few steps, while the ground truth reward continues to grow when using our
data refinement algorithm.

5 CONCLUSION AND FUTURE WORK

In this paper, we provide analysis and solution towards the problem of overfitting and over-
optimization in reward training for RLHF. We show that the data refinement algorithm helps mitigate
the two issues for both multi-armed bandit and neural network simulated experiments. As part of
the future work, we are excited to see formal theoretical analysis for the data refinement algorithm,
along with its potential applications beyond reward training in the generic domain of classification
and prediction.

https://huggingface.co/Dahoas/pythia-125M-static-sft
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Figure 3: Comparisons of MLE and Data Refinement when the reward is parameterized by a neural
network.
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Figure 4: Comparison of MLE and Data Refinement for policy learning
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A PROOF OF THEOREM 2]

The construction is in similar spirit to Zhu et al.[(2023a). Consider a bandit problem where 7*(a) =
1(a = 1). For any fixed n, we set (a1, a2) = 1 — (K —2)/n, p(ar,ar) = 1/nforany 2 < k < K
and the rest pairs with 0.

In this hard instance, for each arm o € {2,3,--- , K}, there is constant probability that a is only
compared with 1 once. And with constant probability, the comparison between arm 1 and arm a will
be flipped. To see this, consider the following event

& ={n(2) =1}
We have
P(E) =n-p(1)" " p(2) = (1—1/n)""".
As long as n is sufficiently large (say n > 500), we have P(&;) > 0.36.

Under this case, we know that arm 2 is preferred with probability at least exp(r(2))/(exp(r(1)) +
exp(r(2))) > 0.36. When there is only one comparison between arm 1 and 2, and arm 2 is preferred,
the MLE assigns co to arm 2, leading to arbitrarily large reward. This finishes the proof.

B PROOF OF THEOREM

The proof exactly follows that of Theorem Under the same construction, we know that 7y g(2) =
+o00 with probability at least 0.1. Thus, the sub-optimality of the resulting optimal policy is at least
1.

C PROOF OF THEOREM

One can calculate the reward gradient as

n

Vﬁiﬁ(jE(D, f) =

3=

i=1

= 3=

n

- (n4 (i) = n_ ().

Here the last equality is due to that all the reward is initialized at the same value.

We assume all the reward is initialized at 0 without loss of generality. After one step gradient, we
have

(i) = A(ny (1) = n(2)).

This proves the result.
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