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Abstract

Ocular diseases, including diabetic retinopathy and glaucoma, present a significant public
health challenge due to their high prevalence and potential for causing vision impairment.
Early and accurate diagnosis is crucial for effective treatment and management. In recent
years, deep learning models have emerged as powerful tools for analysing medical images,
such as retina imaging. However, challenges persist in model relibability and uncertainty
estimation, which are critical for clinical decision-making. This study leverages the prob-
abilistic framework of Generative Flow Networks (GFlowNets) to learn the posterior dis-
tribution over latent discrete dropout masks for the classification and analysis of ocular
diseases using fundus images. We develop a robust and generalizable method that utilizes
GFlowOut integrated with ResNet18 and ViT models as the backbone in identifying various
ocular conditions. This study employs a unique set of dropout masks - none, random, bot-
tomup, and topdown - to enhance model performance in analyzing these fundus images. Our
results demonstrate that our learnable probablistic latents significantly improves accuracy,
outperforming the traditional dropout approach. We utilize a gradient map calculation
method, Grad-CAM, to assess model explainability, observing that the model accurately
focuses on critical image regions for predictions. The integration of GFlowOut in neural
networks presents a promising advancement in the automated diagnosis of ocular diseases,
with implications for improving clinical workflows and patient outcomes.

1 Introduction

The world faces considerable challenges in terms of eye care. Research indicates that in 2020, the estimated
global cases of age-related macular degeneration stood at 196 million, and this figure is anticipated to escalate
to 288 million by 2040 Wong et al. (2014). According to the World Health Organization, in its report of "World
Report on Vision", more than 2.2 billion people suffer from vision impairment or blindness. Importantly, it
is estimated that over 1 billion of these cases could potentially have been avoided with proper prevention or
effective treatment WTO (2019). The World Vision Report indicates that primary causes of blindness include
Glaucoma, Age-Related Macular Degeneration, and Diabetic Retinopathy. Diagnosing these conditions
typically involves an ophthalmologist evaluating a patient’s symptoms, analyzing various eye and retina
images, and conducting a manual examination. This process is thorough but can be time-consumingWTO
(2019). Other researchers highlighted that the prevalence of Age-Related Macular Degenerations (AMDs)
is notably higher in Africa and the Eastern Mediterranean regions compared to other areas of the world Xu
et al. (2020). The lack of and unequal distribution of medical resources means that preventable and treatable
cases of blindness and low vision predominantly affect people in less developed countries and regions. Vision
impairment stems from various factors, notably the retina, which is a key element in disorders like glaucoma,
diabetic retinopathy, and age-related macular degeneration. Properly addressing eye health requires not
only accurate diagnosis but also effective prevention and treatment strategies for these conditions Yang et al.
(2021).

Ophthalmology heavily depends on imaging for diagnosis, as the majority of eye conditions are identified
through image analysis. However, traditional screening involves handling large volumes of data, is highly
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Figure 1: In the vision transformer architecture, we apply GFlowOut, a learnable dropout technique, in
the transformer encoder. This allows us to learn posterior distribution over dropout masks tailored to our
dataset, improving performance of the model.

subjective, and requires complex data analysis. This presents a significant burden for both patients and
ophthalmologists, complicating long-term follow-ups Besenczi et al. (2016). The incorporation of artificial
intelligence(AI), particularly machine learning and deep learning, into this field has significantly boosted
the efficiency of clinical eye specialists. AI technology processes and analyzes ophthalmic images, thereby
streamlining diagnostic procedures Padhy et al. (2019); Yu et al. (2018); Rajpurkar et al. (2022); Zhou et al.
(2023). Currently, there has been considerable research on artificial intelligence-assisted diagnosis in diseases
such as glaucoma, diabetic retinopathy, retinopathy of prematurity, and age-related macular degeneration
(AMD) Ting et al. (2018). However, we found the majority of the models primarily focuse on diagnosing
a single ophthalmic disease Li et al. (2021). There are multiple works shown that deep learning algorithms
are promising in the diagnosing diabetic retinopathy through retinal fundus image grading Oh et al. (2021);
Wang et al. (2022); Son et al. (2020). However, the high performance of these methods often comes with
a significant increase in time complexity. Additionally, their performance can be limited by using uniform
image sizes, leading to less robust classifications Li et al. (2022).

Along with these issues, a significant limitation of current deep neural networks is their tendency to exhibit
overconfidence in predictions and lack a mechanism for capturing uncertainty, particularly when there is
a shift in the data distribution between training and testing datasets Folgoc et al. (2021). This issue is
especially prominent in medical imaging, where variability in data can impact diagnostic accuracy. While
methods such as standard dropout exist to address this, they often fail to capture the multi-modality of
posterior distributions over dropout masks. To mitigate these challenges, GFlowOut Liu et al. (2023) has
been recently proposed, leveraging Generative Flow Networks (GFlowNets) Bengio et al. (2023) to model the
posterior distribution over dropout masks. However, its potential in real-world medical applications remains
underexplored. In this work, we bridge this gap by applying GFlowOut to neural networks for ocular disease
classification using the Ocular Disease Intelligent Recognition (ODIR) dataset. Our key contribution is
demonstrating the utility of GFlowOut in improving model uncertainty estimation and diagnostic accuracy
across a diverse set of ocular conditions, providing a robust solution to variability in medical imaging datasets.
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2 Related Work

2.1 Generative Flow Networks

Generative Flow Networks (GFlowNets) have recently emerged as a compelling framework for generat-
ing complex, high-dimensional objects by modeling the flow of probability through sequences of states.
GFlowNets address the challenge of sampling objects in proportion to a predefined reward function by
adopting a control problem formulation, where objects are constructed sequentially via probabilistic steps.
This methodology enables GFlowNets to efficiently explore and sample from multimodal distributions, mak-
ing them particularly well-suited for applications requiring diverse and high-quality solutions, such as drug
discovery and protein design Bengio et al. (2023).

The versatility of GFlowNets has been demonstrated across various domains, including drug discovery Bengio
et al. (2021a), biological sequence design Jain et al. (2022), robust combinatorial optimization Zhang et al.
(2022), causal discovery Deleu et al. (2022), and neural network structure learning Pan et al. (2023a).
Foundational work has highlighted the ability of GFlowNets to generalize effectively to complex distributions
and reduce gradient variance relative to traditional policy gradient methods, thereby establishing a robust
framework for probabilistic modeling Malkin et al. (2023b); Bengio et al. (2021b).

Subsequent advancements have further extended the capabilities of GFlowNets. For instance, Pan et al.
(2023b) introduced Stochastic GFlowNets to address the challenges posed by stochastic environments, in-
corporating intrinsic exploration rewards to enhance training. Additionally, Deleu et al. (2022); Nishikawa-
Toomey et al. (2022) applied GFlowNets to the generative modeling of discrete and composite objects, with
a particular focus on Bayesian structure learning of complex causal graphs. The framework has also been
leveraged in approximate maximum-likelihood training of energy-based models, as demonstrated by Zhang
et al. (2022), without the need for a predefined target reward. Moreover, GFlowNets have been applied
to tackle NP-hard combinatorial optimization problems, providing a promising approach to these computa-
tionally intensive tasks Zhang et al. (2022). In the realm of biological sequence design, Jain et al. (2022)
employed GFlowNets within an active learning loop to optimize sequence generation. Furthermore, Zim-
mermann et al. (2023) offered a variational perspective on GFlowNets by formulating variational objectives
through the use of KL divergences. Collectively, these studies underscore the adaptability and potential of
GFlowNets in addressing a wide array of generative modeling challenges across diverse fields.

2.2 GFlowOut - Dropout with Generative Flow Networks

Liu et al. (2023) introduced GFlowOut, a novel solution to the challenges inherent in traditional dropout tech-
niques used within neural networks. These challenges include the multi-modality of the posterior distribution
over dropout masks and the difficulty in fully utilizing sample-dependent information and the correlation
among dropout masks. GFlowOut leverages the principles of Generative Flow Networks (GFlowNets) to en-
hance dropout regularization by learning the posterior distribution over dropout masks. Traditional dropout
methods often struggle to accurately capture the posterior due to the multimodal and discrete nature of
dropout masks Liu et al. (2023); Jain et al. (2022).

GFlowOut addresses these limitations by employing GFlowNets to generate layer-wise dropout masks that
are conditioned on previous layer activations and labels, thus improving the estimation of uncertainty and
robustness to distributional shifts. Empirical evaluations have demonstrated that GFlowOut significantly
outperforms standard methods, such as Random Dropout and Contextual Dropout, across a variety of
tasks, including image classification under deformations, visual question answering, and real-world clinical
predictions Liu et al. (2023). By utilizing the Trajectory Balance objective during training, GFlowOut
ensures that the generated masks are proportionate to the reward function, providing a robust framework for
improving posterior estimation and effectively leveraging sample-dependent information in neural networks.
This results in enhanced generalization and superior performance in downstream tasks Liu et al. (2023);
Malkin et al. (2023a).
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3 Method

3.1 Model Structure

In our approach, we integrate learnable probabilistic discrete latent variables into established vision models
by implementing GFlowOut within the architectures of ResNet18 and Vision Transformer, which serve as
the backbone models. To achieve this, we modify specific layers of these models to incorporate GFlowOut
functionality.

For the ResNet18 model, the standard dropout layers present after every residual block were removed by
setting the dropout probability to 0. In their place, we introduced GFlowOut layers to manage the dropout
process. This modification was consistently applied across all 12 residual blocks, though the implementation
is flexible and can be customized to target specific blocks while omitting others as needed.

In the Vision Transformer architecture, we implemented dropout after every Attention-MLP block. Similar
to our approach with ResNet18, the dropout probability for the standard dropout layers was set to 0, and
GFlowOut layers were inserted to manage the dropout.

Both backbone models, ResNet18 and Vision Transformer, were pre-trained on the ImageNet dataset. Fol-
lowing pre-training, the final dense layers of these models were fine-tuned on the specific dataset utilized in
this study. The GFlowOut layers are implemented as multi-layer perceptron (MLP) layers, which compute
dropout probability distributions based on the context provided by previous layers and the input to the
current layer, contingent on the masks used.

3.2 GFlowOut Masks

In this study, we employ four types of masks: none, random, bottomup, and topdown. The none mask
indicates the absence of any applied mask. The random mask functions similarly to traditional dropout
layers, applying a randomly generated mask, thereby mimicking the behavior of standard random dropout.

The bottomup mask generates dropout masks based on both the input data and the contextual information
from previous layers, allowing for a more data-driven computation of the dropout probability distribution. In
contrast, the topdown mask creates dropout masks solely based on the contextual information from preceding
layers, without incorporating any direct input data.

We hypothesize that the bottomup masks will outperform the others, as they leverage additional data input
to inform the computation of the dropout probability distribution, potentially leading to more effective
regularization and improved model performance.

3.3 Eye Disease Dataset

Table 1: Summary of diseases in the Ocular Disease Intelligent Recognition (ODIR) dataset
Disease Class Count
Normal 2873
Diabetes 1608
Glaucoma 284
Cataract 293
Age-related Macular Degeneration 266
Hypertension 128
Pathological Myopia 232
Other diseases/abnormalities 708

The Ocular Disease Intelligent Recognition (ODIR) dataset Maranhão (2020) is a comprehensive ophthalmic
database consisting of records from 5,000 patients, including age information, color fundus photographs of
both eyes, and diagnostic keywords provided by medical professionals. This dataset reflects a "real-life"
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Figure 2: Sample images from the ODIR dataset. The top row displays left and right eye fundus photographs
of a normal individual, i.e., a person not diagnosed with any ocular disease. The bottom row shows left and
right eye fundus photographs of a patient with diabetes.

patient cohort, collected by Shanggong Medical Technology Co., Ltd., from multiple hospitals and medical
centers across China. The fundus images in the database were captured using various commercially available
cameras, such as Canon, Zeiss, and Kowa, leading to variations in image resolution.

The dataset categorizes images into several classes: normal, diabetes, glaucoma, cataract, age-related mac-
ular degeneration, hypertension, pathological myopia, and other diseases. For the purposes of this study,
we focused on images labeled as normal and diabetes. These images were randomly shuffled and then split
into training and testing datasets with an 80% and 20% allocation, respectively. Due to data constraints, we
limited our study to these two classes, though the methodology employed can be extended to other diseases
and multi-class classification problems. The pixel values of the images were normalized to lie within the
range [0, 1].

Prior to being fed into the model, the images underwent several pre-processing steps. Initially, the images
were cropped to a size of 224 × 224 × 3 pixels. They were then resized to 256 × 256 × 3 pixels, normalized
using means of µ = [0.485, 0.456, 0.406] and standard deviations of σ = [0.229, 0.224, 0.225], and finally,
bi-linear interpolation was applied. These pre-processing steps are consistent with the standard procedures
for preparing inputs to ResNet and Vision Transformer models.

For experiments involving noise, Gaussian, Salt, and Speckle noise were added following the completion of the
image pre-processing steps. These types of noise were introduced to simulate various noise conditions that
could occur in clinical settings, where noisy data might be provided as input to the model. This approach
aims to mimic such real-world conditions.
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4 Experiments and Results

4.1 Eye Disease Detection Experiment

The models were trained using NVIDIA Tesla P100 GPUs for 100 epochs. The dataset was divided into
training and testing subsets with a split ratio of 0.2, ensuring a robust evaluation framework. During the
training process, both models were subjected to all four different map types, with the results tabulated for
comparative analysis. Our findings indicate that the Vision Transformer generally outperforms the ResNet
model. However, when focusing on the same backbone model, the bottomup mask emerges as the superior
performer, delivering the highest accuracy among the tested configurations. Conversely, the model with
no mask applied exhibited the lowest accuracy levels, underscoring the critical role of appropriate masking
strategies.

We also performed experiments with noise added to the images, which revealed insightful results. Models
equipped with GFlowOut showed enhanced performance compared to their standard counterparts, even
under noisy conditions. Remarkably, the accuracy of these models with GFlowOut remained comparable to
scenarios involving non-noisy data, underscoring the robustness of the model against different types of noise.
This robustness is a significant finding, highlighting the model’s potential for practical applications where
data imperfections are common.

Table 2: Experimental results of disease diagnosis . The above metrics mentioned are weighed averages. We
note that the bottomup mask based on GFlowOut outperforms the other methods.

Precision Recall F1-Score Accuracy

ResNet18

none 0.66 0.58 0.61 52.72
random 0.70 0.64 0.66 55.50
bottomup 0.85 0.83 0.83 69.94
topdown 0.73 0.69 0.70 64.67

Vision Transformer

none 0.64 0.68 0.65 69.04
random 0.70 0.66 0.67 75.52
bottomup 0.91 0.89 0.89 83.26
topdown 0.75 0.71 0.72 79.89

Table 3: Robustness to noise experiments, with Gaussian noise applied to the images. The above metrics
mentioned are weighed averages. We note that the bottomup mask based on GFlowOut outperforms the
other methods.

Precision Recall F1-Score Accuracy

ResNet18

none 0.64 0.58 0.60 49.72
random 0.67 0.66 0.65 52.66
bottomup 0.82 0.80 0.80 68.89
topdown 0.71 0.67 0.68 61.48

Vision Transformer

none 0.62 0.67 0.64 68.62
random 0.69 0.66 0.67 71.65
bottomup 0.90 0.86 0.87 82.98
topdown 0.75 0.69 0.71 76.53

These results are in line with our expectations. The Vision Transformer, being both a larger and transformer-
based model as compared to the ResNet-50 model, is expected to learn more features from the datasets and
perform better at the task out of the models in consideration. Similarly, for a fixed backbone model, we
expect the observed pattern in the various masks. The none mask performs the worst, since it is behaving
as though there is no dropout. The random mask performs like a regular dropout layer, which is slightly
better than having no dropout in these large models. topdown and bottomup perform better and the best
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respectively, since they take into consideration the previous layer’s context, and in the case of bottomup
mask, the input data as well, to compute the probability distribution that is to be used for dropout.

4.2 Out of Distribution Evaluation and Entropy Calculations

To thoroughly evaluate the performance of our model, we tested it on out-of-distribution (OOD) datasets
and calculated the entropy of the forward pass results. Specifically, we utilized the JSIEC dataset (JSIEC) as
our OOD dataset for evaluation. The JSIEC dataset, recognized for its comprehensive and diverse collection
of eye images, presents significant challenges, making it an ideal benchmark for assessing the robustness and
generalization capabilities of the model.

Table 4: Robustness to noise experiments, with Salt noise applied to the images. The above metrics
mentioned are weighed averages. We note that the bottomup mask based on GFlowOut outperforms the
other methods.

Precision Recall F1-Score Accuracy

ResNet18

none 0.64 0.51 0.56 50.79
random 0.68 0.66 0.66 48.20
bottomup 0.80 0.81 0.80 67.50
topdown 0.73 0.64 0.68 62.15

Vision Transformer

none 0.60 0.65 0.62 68.08
random 0.66 0.66 0.66 75.99
bottomup 0.84 0.88 0.85 79.44
topdown 0.70 0.68 0.68 77.13

Table 5: Robustness to noise experiments, with Speckle noise applied to the images. The above metrics
mentioned are weighed averages. We note that the bottomup mask based on GFlowOut outperforms the
other methods.

Precision Recall F1-Score Accuracy

ResNet18

none 0.58 0.59 0.58 51.22
random 0.69 0.60 0.64 52.22
bottomup 0.85 0.79 0.81 69.42
topdown 0.70 0.66 0.67 63.85

Vision Transformer

none 0.62 0.65 0.63 67.15
random 0.69 0.68 0.68 75.36
bottomup 0.90 0.85 0.87 81.04
topdown 0.77 0.77 0.77 79.13

In our evaluation process, we performed multiple forward passes on both the training and evaluation datasets.
By calculating the entropy of the outputs from these forward passes, we quantified the uncertainty in the
model’s predictions. Typically, higher entropy values indicate greater uncertainty, while lower entropy values
suggest more confident predictions. By analyzing these entropy values, we identified patterns and differences
in the model’s performance on in-distribution versus out-of-distribution data. This analysis also enabled
us to pinpoint specific images within the datasets associated with high or low entropy. Images with high
entropy often highlight areas where the model struggles to make confident predictions, revealing potential
weaknesses. Conversely, images with low entropy indicate areas where the model excels, making accurate
and confident predictions.

Specifically, we conducted five forward passes using the ViT-GFN model on both the training and evaluation
datasets. For each pass, we computed the minimum, maximum, and average entropy values. These results
are systematically presented in Table 6. By examining high and low entropy images, we gained a deeper
understanding of the types of data our model handles effectively and the types that pose challenges. This
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Figure 3: These plots show the loss curves and accuracy curves for the different models used. The top row
has the metrics for ResNet18 model, and the bottom row has the metrics for the Vision Transformer model.
We also plot metrics for each of the masks evaluated: none, random, topdown and bottomup.

information is crucial for guiding future improvements and fine-tuning the model to enhance its overall
performance.

To further explore the explainability of our model, we visualized the attention maps of the Vision Transformer
model. Using the PyTorch GradCAM implementation Gildenblat & contributors (2021), we generated
attention maps and overlaid these maps on the original sample images. This visualization highlights the
regions of the image deemed important by the model, thereby enhancing our understanding of the model’s
decision-making process.

Table 6: Entropy values on training and evaluation dataset
Dataset Min Entropy Max Entropy Avg Entropy

ODIR 0.408967 0.663598 0.506282
JSIEC 0.470288 0.69244 0.564921

The entropy data provides significant insights into the model’s performance. By analyzing the entropy
values, we can identify which images our model handles well and which ones it struggles with. Images that
exhibit the lowest entropy values, as shown in Figure 4, typically perform better. These images are often
clear and well-centered, facilitating more accurate model predictions. Conversely, images with the highest
entropy values, depicted in Figure 4, tend to perform worse. These problematic images are frequently either
too bright or too dark, complicating the model’s ability to make accurate predictions. Additionally, unclear
or blurry images significantly degrade the model’s performance, leading to lower accuracy rates.
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Figure 4: Fundus images from datasets with the minimum and maximum entropy. The top row consists of
diabetic and normal fundus images, respectively, which have the minimum entropy. The bottom row consists
of diabetic and normal fundus images, respectively, which has maximum entropy. We note that the model
has highest confidence in its predictions when the image is clear, and the least confidence when the image is
under or over-exposed.

Figure 5: GradCAM analysis of the attention maps of the Vision Transformer. The top row consists of fundus
images of diabetic and normal patients with minimum entropy. The bottom row consists of fundus images of
diabetic and normal patients with maximum entropy. On top of these images, we apply the attention map
computed using GradCAM to understand which parts are considered important by the model.

Finally, we computed the attention maps and superimposed them on the original sample images (Figure 5).
We observed that the fundus images of diabetes patients highlighted specific vessels and areas deemed more
important by the model. In contrast, the fundus images of normal patients showed more dispersed attention
maps, indicating that no specific area of the image contributed predominantly to the classification output.

5 Conclusion

In this study, we present a novel methodology for advancing eye disease detection by integrating learnable
probabilistic discrete latents via GFlowOut within ResNet18 and Vision Transformer architectures. Our
approach has demonstrated substantial improvements in both accuracy and robustness, particularly under
challenging conditions such as noisy data and out-of-distribution scenarios. Empirical evidence reveals
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that the use of bottom-up and top-down dropout masks, specifically tailored to the dataset, significantly
enhances model performance, surpassing the effectiveness of conventional dropout methods. Additionally,
the entropy analysis provided critical insights into the model’s predictive confidence, highlighting areas for
further optimization.

By enhancing the model’s capacity to generalize and manage uncertainty, our approach marks a pivotal
advancement in the development of reliable AI-driven diagnostic tools for clinical applications. Future
research should investigate the broader applicability of this method across other medical imaging domains
and focus on refining the model to improve its interpretability and clinical relevance.
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