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ABSTRACT

In multimodal learning, CLIP has emerged as the de facto approach for mapping
different modalities into a shared latent space by bringing semantically similar
representations closer while pushing apart dissimilar ones. However, CLIP-based
contrastive losses exhibit unintended behaviors that negatively impact true seman-
tic alignment, leading to sparse and fragmented latent spaces. This phenomenon,
known as the modality gap, has been partially mitigated for standard text and
image pairs, but remains unresolved in more complex multimodal settings, es-
pecially when integrating three or more modalities. In this work, we propose
a modality-agnostic framework that definitively closes the modality gap across
multiple modalities, ensuring that semantically related representations are per-
fectly aligned, regardless of their source modality. Beyond theoretical improve-
ments, we demonstrate that closing the modality gap has profound implications
for real-world applications. In semantic communication, our approach enables
the transmission of a single compact representation per semantic concept, drasti-
cally reducing bandwidth requirements while preserving multimodal reconstruc-
tion quality. In medical multimodal learning, our method enhances alignment
between radiology images and clinical text, improving cross-modal retrieval and
image captioning. We show that our approach not only closes the modality gap
permanently but also unlocks new capabilities in downstream applications that
were previously limited by poor cross-modal alignment.

1 INTRODUCTION

Multimodal representation learning has emerged as a fundamental paradigm in artificial intelligence,
enabling models to process and integrate data from multiple sources such as text, images, and audio.
The core assumption behind multimodal learning is that representations carrying similar semantics,
regardless of their originating modality, should be mapped close to each other in a shared latent
space. However, despite the success of contrastive learning approaches like CLIP Radford et al.
(2021), a persistent issue prevents this ideal alignment: the modality gap Liang et al. (2022). When
multimodal data are mapped into a shared latent space, samples from the same modality initially
cluster together, forming distinct modality-specific groups. Unfortunately, these clusters persist even
after training, resulting in a sparse and fragmented latent space Eslami & de Melo (2024); Fahim
et al. (2024). In this space, certain modalities are densely packed into small regions, while others
are more widely distributed, as shown in Fig. 1. This phenomenon arises because representations
from different modalities tend to cluster separately, disrupting semantic coherence and significantly
impairing downstream performance.

While previous efforts have attempted to mitigate the modality gap, they have largely focused on
specific tasks and settings, leaving many open questions about how to extend these solutions to more
complex multimodal settings. Previous works explore the modality gap when only two modalities
are present, specifically text and images, and evaluated the performance solely in terms of retrieval
tasks Eslami & de Melo (2024); Fahim et al. (2024); Yaras et al. (2024). Such methods do not
propose any hypothesis in the case of more modalities, or how the modality gap affects specific
downstream tasks and data types.
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Figure 1: Modality clusters are clearly visible at initialization with image, text, and audio representa-
tions grouped and far from each other. After training, when no contrastive learning loss is involved,
the space is somewhat randomly organized with no clear semantics (second plot). Then, the con-
ventional CLIP-based models preserve the modality gap (third plot). On the contrary, although the
clusters exist at initialization, the proposed method completely closes the gap (last plot), grouping
the representations according to the correct textual label. Note that the latent space dimension is set
to 3 in this example to directly plot the multimodal latent space.

In this work, we propose a novel, modality-agnostic approach that definitively closes the modality
gap across multiple modalities, enabling the creation of a truly unified and structured multimodal
latent space. Unlike previous methods that are constrained to specific types of data Ma et al. (2024);
Schrodi et al. (2024), our approach generalizes seamlessly across different tasks, applications, and
datasets, making it a powerful tool for real-world multimodal learning. Beyond theoretical advance-
ments, closing the modality gap has profound implications for a wide range of real-world applica-
tions, spanning diverse fields such as healthcare and wireless communication, as we will explore.
Specifically, we focus on two crucial downstream applications.

Semantic Communication. Traditional wireless communication systems focus on transmitting raw
data, often leading to significant bandwidth consumption, especially in multimodal scenarios where
multiple data streams (e.g., images, text, and audio) must be transmitted simultaneously. The emerg-
ing paradigm of semantic communication shifts the focus toward transmitting only the essential se-
mantic content required to reconstruct or interpret the message at the receiver Dai et al. (2021); Xie
et al. (2021); Barbarossa et al. (2023). We propose to involve our novel method in semantic commu-
nication scenarios to learn a semantically structured latent space where multimodal representations
naturally cluster based on meaning rather than modality. Such novel proposed framework enables
the transmission of a single compressed representation, rather than modality-specific embeddings,
significantly reducing bandwidth consumption while preserving reconstruction performance at the
receiver.

Medical Multimodal Alignment. The ability to integrate diverse medical data sources, such as
radiology images and clinical notes, is crucial for accurate diagnostics and multimodal information
retrieval Wang et al. (2022); Zhang et al. (2023); Chaves et al. (2024); Kumar & Marttinen (2024).
Building a misaligned latent space may severely affect the performance of such models to assist
clinicians, undermining their trust in learning-based methods for healthcare. Closing the modality
gap ensures that heterogeneous data sources contribute meaningfully to a unified representation,
improving complex downstream tasks like cross-modal retrieval and data captioning in healthcare.
Therefore, in this paper, we will explore how the modality gap affects downstream performance
and we propose to involve our novel method to close the gap and improve such performance in
radiology-notes scenarios. We show that, by closing the gap, we can indeed improve cross-modal
retrieval and image captioning in specific scenarios, possibly leading to enhanced trust of clinicians
in AI-assisted diagnostic.

Our main contributions can be summarized as follows:

1. Unlike prior works, we study and resolve the modality gap in scenarios involving more
than two modalities. Our approach is modality-agnostic, ensuring consistent performance
regardless of the number or nature of modalities.
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2. We demonstrate that closing the modality gap profoundly enhances downstream tasks and
enables novel applications that where not conceivable with conventional multimodal learn-
ing methods.

3. We propose a novel multimodal framework for semantic communication capable of cru-
cially compressing information in a compact semantic representation, saving bandwidth.

4. We study the modality gap in multimodal medical alignment and show that closing it cru-
cially improves the performance in important downstream tasks.

2 RELATED WORK

Multimodal Learning. Starting from the cosine similarity-based CLIP losses Radford et al. (2021)
several multimodal models have been developed for two modalities like CLAP Elizalde et al. (2023)
or CLIP4Clip Luo et al. (2021). Lately, the same loss has been extended to multiple modalities
in ImageBind Girdhar et al. (2023), LanguageBind Zhu et al. (2024), or VAST Chen et al. (2023).
More recently, novel approaches have been proposed for multimodal learning to avoid the cosine
similarity loss and rethinking multimodal alignment, namely GRAM Cicchetti et al. (2024b) that
relies on the volume computation and Symile Saporta et al. (2024), based on total correlation.

Modality Gap. The modality gap has been observed for the first time by Liang et al. (2022), and
then studied mainly for the CLIP model Wu et al. (2023); Fahim et al. (2024); Shi et al. (2023) or
for generic image and text pairs Yaras et al. (2024); Schrodi et al. (2024); Wu et al. (2023). These
works provide theoretical justification for the gap Yaras et al. (2024) and propose to mitigate the gap
by fixing the temperature Yaras et al. (2024), by applying post-hoc translations in the latent space
Liang et al. (2022); Schrodi et al. (2024), or by sharing the transformer encoder and the projection
layer in the vision and language encoders Eslami & de Melo (2024). In any case, each of these
methods studied the modality gap in the case of two modalities, without advancing clues on the case
of three or more modalities. Moreover, none of these methods closes the gap, as they only mitigate
the phenomenon between the two modalities.

3 CLOSING THE MODALITY GAP

In this Section, we present the limitations of current multimodal models and the proposed novel
solutions. In particular, we provide the theoretical definitions to finally build a compact, well-
aligned, and semantically meaningful multimodal latent space.

Notation. Given the set of M modalities, Mi is the i-th modality (i.e., text), mi is a sample from
the modality Mi (i.e., “A dog barking”), while mi is the learned latent representation of the sample
mi.

3.1 UNDERSTANDING THE MODALITY GAP

Let us consider a set of n samples from M modalities, with {(mi,1,mi,2, . . . ,mi,M}ni=1 being
paired samples from the M modalities. That is, mi,1 is the image of a dog, mi,2 the caption “A photo
of a dog”, and mi,3 the audio of a dog barking. Multimodal learning aims at training modality-
specific encoders eM : mM → mM ,mM ∈ Rd mapping the original data into a shared latent
d-dimensional space where representations cluster according to the semantic content, regardless of
the original modality. To do so, a huge number of contrastive loss functions have been designed,
among which the most common is the one introduced in CLIP Radford et al. (2021) for text and
image modalities. The conventional CLIP objective can be expressed in terms of cross-entropy loss
function such as:

LM1→M2
= − 1

B

B∑
i=1

log
exp(m⊤

1,im2,i/τ)∑B
j=1 exp(m⊤

1,im2,j/τ)
(1)

LM1→M2
=

1

B

B∑
i=0

H(⊮i, pi), (2)
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in which τ is the temperature parameter, H is the cross-entropy function in charge of aligning the
one-hot distribution ⊮i to the probability density function pi, whose elements correspond to:

pi,j =
exp(m⊤

1,im2,i/τ)∑B
j=1 exp(m⊤

1,im2,j/τ)
. (3)

The conventional CLIP loss function is then the average between LM1→M2
and LM2→M1

to account
for the non-symmetry of the cross-entropy.

The gap between modalities arises at the initializations phase, where different encoders initialized
with random weights, represent data in narrow different cones in the shared latent space Liang et al.
(2022), as Figure 1 shows. The gap persists even during the entire training phase. Therefore, even
though the final learned space is somewhat semantically aligned, positive pairs are decoupled and
very distant, as shown in the CLIP-based learning plot in Fig. 1. As demonstrated by Shi et al.
(2023); Cicchetti et al. (2024b), the traditional CLIP loss function easily gets stuck in local minima,
in which positive pairs are somewhat matched but far from each other. Previous works show that the
conventional CLIP loss function is composed of two terms, each with specific objectives Eslami &
de Melo (2024): a first term tries to align positive pairs while the second one tries to spread away
non-matching pairs. In practice, these two terms provide opposite contributions resulting in balanced
and opposite forces. Therefore, models easily end up in local minima, avoiding the gap closure while
allowing the representations of the two modalities to align each other in “semantic stripes”, a visual
clue could be grasped from the left-hand side of Fig. 1. These semantic stripes allow however good
performance in retrieval tasks since positive pairs have less cosine similarity with respect to non-
matching pairs, even though such similarity is far from the ideal 1.0. Therefore, representations of
matching pairs do not lie in the same portion of the latent space and are instead quite far from each
other, severely limiting the expressiveness and the real alignment of the multimodal latent space.

3.2 CLOSING THE MODALITY GAP

We aim to close the modality gap while ensuring consistent alignment among the positive pair
distribution. To achieve such scope, we propose two novel losses. The first one, the Align True Pairs
loss LATP guarantees the alignment between true pairs. Considering M modalities, among which a
is the anchor one (i.e., the modality to which other modalities are aligned to Girdhar et al. (2023)),
the loss is:

LATP =
1

M − 1

M∑
i=0,mi ̸=a

(
1

B

(
||mi − a||22

))
, (4)

where mi is the i-th modality and B the batch size. The second one, the Centroid Uniformity loss
LCU ensures uniformity among the modalities in the latent space by:

LCU = log

 1

B

B∑
i=0

B∑
j=0,j ̸=i

exp
(
−2||ci − cj ||22

) , (5)

in which ck, with k = i, j, are the centroids defined as:

ck =
1

M

M∑
k=0

mk, (6)

and ck is the centroid of the k-th element of the batch built by averaging all the modalities em-
beddings. The effect of the two losses is complementary. The LATP promotes closeness between
positive pairs, effectively enhancing the mean cosine similarity between them. However, involving
solely such a loss may produce a side effect: the entire latent space collapses into small portions,
placing representations of dissimilar data in the same portion of the latent space. Therefore, the
contribution of the LCU loss becomes crucial, ensuring the sparsification of the latent space by en-
forcing uniformity to the centroids while preserving the learned alignment. Indeed, moving the
centroids in the space implies moving the modalities representations accordingly, effectively pre-
serving alignment while leveraging the whole space. Without centroids, uniformity should have
been applied independently to each modality, disrupting the learned alignment among similar se-
mantic pairs. Additionally, the radial basis function (RBF) kernel in equation 5 is well related to
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the uniform distribution on the unit hypersphere where multimodal representations lie Wang & Isola
(2020), therefore enforcing the coverage of the whole surface of the hypersphere. Moreover, by
directly working on loss functions, the proposed method is modality-agnostic and can be used with
any kind of modality. The overall loss function that aims at aligning the true pairs and closing the
modality gap is a sum of the two terms:

Lgap = LATP + LCU. (7)

Such loss should be then combined with the contrastive loss to obtain:

LCLgap = Lgap +
1

2
(LM1→M2

+ LM2→M1
) . (8)

3.3 MEASURING THE ALIGNMENT

Following Liang et al. (2022), to measure such a gap between two generic modalities Mi and Mj ,
we measure the effective Euclidean distance between the centroids of each modality:

GapMi,Mj
= ∥cmi

− cmj
∥, (9)

where cmi
=

∑
m∈Mi

m. Even though the gap is zero, this does not imply that the embeddings
are effectively aligned in the latent space. Therefore, we propose to further adopt the mean cosine
similarity true pairs metric, defined as:

Cos True PairsMi,Mj
=

1

N

N∑
k=0

(
mi,k · m⊤

j,k

)
. (10)

This metric measures how much the normalized matching pairs are near each other in the latent
space. The closer to 1.0, the smaller the angle is between them, and the closer the matching pairs
lie in the latent space. In addition, we also propose the mean angular value (AV) metric, computed
inside the modality, whose formulation follows:

AVM =
1

N2 −N

N∑
i=0

N∑
j=0,j ̸=i

(
mi · mT

j

)
. (11)

This metric measures the intra-modal average cosine similarity. It indicates how much the embed-
dings of a single modality are spread across the hypersphere. A value of this metric near 1.0 indicates
that all the embeddings are very close to each other, while a value of 0 means that the intra-cosine
similarity ranges from -1 to 1, indicating a good sparsification of the latent space.

4 SEMANTIC COMMUNICATION

4.1 CONTEXT AND IDEA

In modern wireless communication systems, the ever-increasing demand for transmitting multi-
modal data, such as images, text, and audio, has led to significant challenges in terms of bandwidth
efficiency and transmission reliability. Traditional approaches focus on compressing and transmit-
ting raw data streams, leading to high communication overhead, especially in multimodal scenarios
where multiple representations of the same semantic content must be conveyed over the channel.
Semantic communication has recently emerged as a promising paradigm to overcome these limi-
tations by transmitting only the essential semantic information required to reconstruct or interpret
the message at the receiver Xie et al. (2021); Barbarossa et al. (2023). However, current seman-
tic communication frameworks mainly focus on transmitting one data type per time Tandon et al.
(2023); Grassucci et al. (2023); Guo et al. (2024), thus scaling to sending separate embeddings for
each modality in the case of multimodal data Cicchetti et al. (2024a). This requires high bandwidth
consumption, sometimes negating the advantages of semantic compression.

In this paper, we propose to rethink the approach to multimodal semantic communication by lever-
aging the novel proposed method to close the modality gap in multimodal learning. By closing the
gap, we can build semantically meaningful clusters in the space, regardless of the original modality.
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Figure 2: Top: traditional full transmission framework. Bottom: proposed contrastive learning-
based semantic communication framework capable of transmitting one embedding only over the
channel, saving bandwidth while preserving reconstruction performance.

In this way, data coming from different modalities but with the same semantics have very similar
representations in the latent space. The intuition is that, if the multimodal space is so aligned, when
a decoder takes in input a latent representation it can decode the information even though such a
representation comes from a different modality.

4.2 PROPOSED CONTRASTIVE LEARNING-BASED SEMANTIC COMMUNICATION
FRAMEWORK

We design a multimodal encoder-decoder architecture capable of reconstructing multiple modalities
from a single transmitted representation. The core idea is to build a semantically structured latent
space where all modalities align perfectly with zero modality gap, thus enabling the transmission of
a single latent representation per semantic concept. Therefore and contrary to conventional commu-
nication frameworks, at inference time, the sender does not need to transmit separate embeddings
for each modality. Instead, given a multimodal input (e.g., an image, an audio clip, and a text de-
scription of the same concept), we extract only the centroid of the semantic cluster corresponding to
that concept and transmit it over the communication channel, as we show in Fig. 2. This drastically
reduces bandwidth consumption while ensuring that receivers have consistent information to recon-
struct all original modalities. Indeed, at the receiver side, a set of decoders map the received centroid
vector back into its respective modalities (image, text, and audio). Since the training process has
fully closed the modality gap, the transmitted centroid contains all the necessary semantic informa-
tion to allow high-quality reconstruction across modalities, even though only one embedding vector
is transmitted.
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Table 1: Semantic communication scenario results for embedding dimension equal to 16. CLIP-
based learning with learnable temperature (LT) and fixed temperature (FT).

Method Cos True Pairs (TV) ↑ Cos True Pairs (TA) ↑ Gap ↓ AV(T) ↓ AV(I) ↓ AV(A) ↓
Recon only 0.01 0.01 0.60 0.03 0.13 0.68
CLIP (LT) Radford et al. (2021) 0.15 0.17 0.40 0.06 0.07 0.16
CLIP (FT) Yaras et al. (2024) 0.12 0.13 0.53 0.05 0.17 0.33
Ours 0.37 0.40 0.12 0.10 0.01 0.01

To achieve this result at inference time, we jointly train a set of modality-specific encoders and
decoders using an ensemble of loss functions. The first crucial loss is our contrastive loss function
designed to close the modality gap. Then, decoder-specific reconstruction losses are applied, such as
MSE for image reconstruction, L1 for audio spectrogram reconstruction, and a cross-entropy (CE)
loss for text reconstruction.

The total loss function is then:

L = LCLgap +
λ

3
(MSE(m1, m̂1) + L1(m2, m̂2) + CE(m3, m̂3)) , (12)

where m1,m2,m3 are image, audio, and text original data, and m̂1, m̂2, m̂3 are their reconstructed
samples, and λ is the hyperparameter to balance the contributions of the two loss functions.

4.3 EXPERIMENTS

Settings. We consider a scenario involving three modalities: text, image, and audio. We select two
well-known datasets: the MNIST dataset with 60k images, and the Audio-MNIST dataset Becker
et al. (2023), which comprises 30k audio samples of spoken digits (0-9) from diverse speakers with
different accents. We compute the Mel spectrograms with 128 nmels, fmax at 8000, hop length equal
to 512, and 2048 nfft. Text modality is composed of the digit words associated with the images and
the audio, i.e., “one” for the digit 1. Keeping it simple, we define three simple encoders, each
tailored to process data independently for a specific modality. For both image and audio encoding,
we employ a basic CNN with a latent dimension equal to 3 to directly plot the learned spaces in
Fig. 1, and equal to 16 to measure the reconstruction performance. As image encoder, we employ
a convolutional neural network (CNN) comprising a two-layer convolutional architecture with 32
and 64 filters, respectively, ReLU activation functions, Max Pooling, and a final MLP layer to map
the features into the latent space. For the audio modality, we design a three-layer convolutional
encoder with 16, 32, and 64 filters, ReLU activations, and an MLP layer to similarly project audio
features into the latent space. Finally, we use a Word2Vec Mikolov et al. (2013) architecture for
text encoding. By setting the latent dimension to 3, we can easily visualize the embeddings in
a three-dimensional space, without using dimensionality reduction methods that approximate the
final result by statistical and/or probabilistic methods. We run experiments with the conventional
CLIP loss with learnable temperature (LT) Radford et al. (2021), with the recently proposed fixed
temperature (FT) by Yaras et al. (2024), and then with the proposed LCLgap .

Metrics. To evaluate the performance of the proposed framework, we analyze all the aspects of the
framework, ranging from the quality of reconstructions to measures of the semantic alignment of
the latent space. For the latter, we employ the metrics introduced in Sec. 3.3. Going through the
performance evaluation, we evaluate the audio reconstruction with the mean absolute error (MAE),
the image reconstruction with the common mean squared error (MSE), and the text one with the
Accuracy (Acc), as we encode this data into one-hot encoding vectors. Finally, to measure the
alignment of the latent space, we compute the recall at 1 (R@1) for the task of multimodal video-
audio-text retrieval. In addition, we measure the amount of bit-per-pixel (BPP) transmitted over the
channel by the conventional communication systems and the proposed one. A lower BPP indicates
less bandwidth requirements and a higher compression.

Results. Figure 1 shows the latent three-dimensional multimodal latent space at initialization, with-
out contrastive learning approaches, with conventional CLIP loss, and with the proposed losses. The
gap is created at initialization, where modalities are grouped in small potions of the space (first plot),
and then preserved by the CLIP-based loss function (third plot). On the contrary, the model trained
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Table 2: Semantic communication scenario results for embedding dimension equal to 16. CLIP-
based learning with learnable temperature (LT) and fixed temperature (FT).

Method MSE ↓ MAE ↓ Acc ↑ R@1 ↑ BPP

Full transmission 0.031 0.096 100 100 0.0186

Recon only 0.062 0.136 100 52 -
CLIP (LT) Radford et al. (2021) 0.061 0.083 100 100 -
CLIP (FT) Yaras et al. (2024) 0.070 0.115 100 100 -
Ours 0.042 0.099 100 100 0.0062 (-67%)

with the proposed LCLgap completely closes the gap as modalities perfectly overlap. Furthermore,
representations cluster according to the correct class, as in the ideal latent space. Table 1 confirms
the visual inspections, highlighting that the proposed method has the smallest gap and the high-
est cosine true pairs. Such space alignment measures are reflected in reconstruction performance
shown in Tab. 2, where the proposed method well reconstructs data starting from the sole centroid
of the transmitted class. Crucially, with respect to conventional full transmission, our framework
has a pivotal lower bit per pixel (BPP), saving the 67% of bandwidth while preserving comparable
reconstruction performance.

Importantly, our framework scales naturally to more than three modalities. Since we transmit only
one representation per semantic cluster, our method can theoretically achieve a compression ratio
of 1/n, where n is the number of modalities, making it highly suitable for future high-dimensional
multimodal communication systems.

5 MEDICAL DATA ALIGNMENT

Multimodal learning has seen growing adoption in the medical domain, where integrating multiple
sources of information, such as radiology images and clinical text, has the potential to improve diag-
nostic accuracy and clinical decision-making Wang et al. (2022); Zhang et al. (2023); Chaves et al.
(2024); Kumar & Marttinen (2024). However, despite the advancements in multimodal learning,
to the best of our knowledge, no prior studies have investigated the impact of the modality gap on
medical data alignment. The modality gap may introduce severe limitations when learning repre-
sentations from heterogeneous and content-rich medical data. Indeed, if data is not properly aligned,
tasks such as cross-modal retrieval, or captioning may suffer from reduced accuracy and reliability
Yaras et al. (2024). Indirectly, a model that inconsistently aligns different modalities or fails to pro-
vide coherent predictions across imaging and textual data may crucially undermine the confidence
of clinicians in AI-assisted diagnostic tools.

In this Section, we study the impact of the modality gap on multimodal medical data and we propose
to leverage our novel loss function LCLgap to definitely close it. Interestingly, we found that the
modality gap exists in medical data too, and more seriously, that true pairs are poorly aligned. On
average, with the conventional CLIP loss function, true pairs have indeed a cosine similarity of
0.20, corresponding to an angle of 80 degrees. In practice, true pairs are almost orthogonal in the
multimodal latent space. Therefore, it is crucial to better align true pairs, close the gap, and build a
more aligned latent space to represent multimodal medical data.

5.1 EXPERIMENTS

Settings. To perform the study on how the modality gap impacts multimodal medical data, we
involve the Radiology Object in Context (ROCO) dataset Pelka et al. (2018), containing two modal-
ities. The dataset comprises images from publications available on the PubMed Central Open Ac-
cess FTP mirror, which were automatically detected as non-compound and either radiology or non-
radiology. In this scenario we select only the radiology set comprising of 65420 images for training
and 8176 for testing. Each image (no specific body region is selected) is associated with a cap-
tion. Captions are very heterogeneous, and comprise examples like ”Showing the subtrochanteric
fracture in the porotic bone.” up to like ”A 3-year-old child with visual difficulties. Axial FLAIR
image shows a supra-sellar lesion extending to the temporal lobes along the optic tracts (arrows)
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Table 3: Medical data alignment and retrieval results on the ROCO dataset.
Method Cos True Pairs ↑ Gap ↓ R@1 R@5 R@10

CLIP (LT) Radford et al. (2021) 0.20 0.40 39.5 67.4 74.4
CLIP (FT) Yaras et al. (2024) 0.39 0.14 38.3 65.8 75.8
Ours 0.54 0.12 38.9 68.8 81.8

Table 4: Medical data captioning results on the ROCO dataset.
Method Bleu 1 ↑ Bleu 2 ↑ Bleu 3 ↑ Bleu 4 ↑ ROUGE L ↑ CIDER ↑
CLIP (LT) Radford et al. (2021) 16.51 9.82 5.91 3.56 19.61 25.24
CLIP (FT) Yaras et al. (2024) 16.71 10.07 6.05 3.59 19.82 26.05
Ours 16.96 10.07 6.09 3.64 19.90 25.22

with moderate mass effect, compatible with optic glioma. FLAIR hyperintensity is also noted in the
left mesencephalon from additional tumoral involvement.”. To process such data and obtain embed-
dings we select larger models with respect to the ones in the previous section. As image encoder,
we involve EVAClip-ViT-G (∼ 1B parameters), which shows improved performance in zero-shot
multimodal scenarios Sun et al. (2023). As text encoder, we involve BERT-B. These two encoder
models are already proven to be effective in processing multimodal data Chen et al. (2023).

We conduct retrieval experiments using the conventional CLIP loss function with the learnable tem-
perature parameter Radford et al. (2021). Then, as suggested by Yaras et al. (2024), we fixed the
temperature to 0.07 allowing for a partial gap reduction. The last experiments is done using our pro-
posed LCLgap . In all the experiments we train the aforementioned framework for 100 epochs using
AdamW as optimizer with a fixed learning rate of 1e− 4.

We perform the common image-text retrieval task. Moreover, to further investigate the effectiveness
of the proposed loss function in downstream tasks we perform the image captioning task. Following
Yan et al. (2022), we involve a decoder serving as the language generator model and we add a specific
loss term that, along with our proposed loss functions, trains the text encoder-decoder structure for
this specific task. Intuitively, the more aligned the latent space, the better the model will generate
the captions from the latent representations. The captioning loss function is:

Lcap = −
T∑

t=1

logPθ(yt|y<t,x), (13)

where y is the exact tokenized texts the model aims to learn by maximizing the conditional likeli-
hood under the forward autoregressive factorization. Pθ(yt|y<t,x) denotes the probability assigned
to the token yt given as input the past history y<t and the input features x.

Metrics. Along with standard metrics to measure the semantic alignment of the latent space (i.e.,
Cos True Pairs, Gap, and Angular Value) introduced in Sec. 3.3, we evaluate the performance in
downstream tasks. For the retrieval task, we involve the Recall @1,5,10. For the image captioning
task, we consider standard metrics such as BLEU@1, BLEU@2, BLEU@3, BLEU@4, ROUGE-L,
and CIDEr.

Results. Tab. 3 and Tab. 4 show the results on the correlation between gap reduction and perfor-
mance gain. According to the scores in Tab. 3, our introduced loss function can reduce the gap
between image and text modalities down to 0.12 while ensuring the closeness of true pairs in the
latent space up to 0.54. Interestingly, building such a more aligned space crucially improves the
retrieval performance, especially in R@10. The latter result is important, as R@10 measures if the
correct result is within the first ten samples in descendent cosine similarity order. Our methods
clearly improve this metric up to 7.4 points. This means that the latent space is overall better aligned
and that is more likely that the model places the correct data close to the query. Captioning results
are instead shown in Tab. 4, and they prove our intuition on the importance of the aligned latent
space. According to all the metrics, shaping a better-aligned multimodal latent space considerably
enhances the decoder performance in generating the image caption with respect to conventional
methods.
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6 CONCLUSION

In this paper, we investigated the modality gap in multimodal learning and demonstrated its profound
impact on downstream applications, particularly in semantic communication and medical data align-
ment. While previous studies have focused on mitigating the modality gap for conventional pairs
of modalities (i.e., image-text), we proposed a modality-agnostic framework that definitively closes
it across multiple modalities, ensuring a fully unified latent space. Our experiments showed that
closing the modality gap enables significant advancements in real-world applications. In semantic
communication, it allows the transmission of a single compact representation per semantic concept,
drastically reducing bandwidth while maintaining reconstruction quality. In medical multimodal
learning, we provided the first in-depth study on how the modality gap affects medical data align-
ment, revealing that misalignment degrades retrieval performance and undermines trust in AI-driven
diagnostics. By achieving precise alignment, we improved cross-modal retrieval accuracy and med-
ical captioning, reinforcing the necessity of structured multimodal representations in clinical AI.
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