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ABSTRACT

Given data from two distinct populations, a contrastive subgroup describes a sub-
set of individuals from both groups who, despite sharing similar characteristics,
exhibit significant differences in a target outcome. For example, we want to iden-
tify subsets of patients who respond differently to a treatment compared to a con-
trol group, or uncover disparities between protected and unprotected groups in
fairness analysis. In this work, we formalize the notion of contrastive subgroups
and propose a general optimization objective to discover them. To make these dis-
covered subgroups actionable, we provide conditions under which the discovered
subgroups allow to make causal inferences. We introduce SUBCON, a gradient-
based method to discover contrastive subgroups and evaluate it on both synthetic
and real-world datasets. The results confirm that our method effectively identifies
subgroups that expose significant, informative differences in real-world datasets.

1 INTRODUCTION

Understanding the differences between two distinct populations is a fundamental challenge in data
analysis, with significant implications across domains. In clinical trials, researchers aim to identify
which patients benefit most from a treatment compared to a control group (Lipkovich et al., [2011).
In fairness analysis, a key task is to determine if a protected group faces different outcomes than an
unprotected group, even when their observable characteristics are similar (Dwork et al., [2012).

However, existing approaches have limitations: In machine learning fairness, the focus lies on train-
ing models that are fair across a protected group and an unprotected group (Kearns et al.l 2018;
Shui et al., |2022). These methods provide notions to quantify disparity between two populations,
but they leave open where that disparity arises and why their distributions diverge. In clinical trials,
subgroups are often defined a priori to preserve statistical power (Cook et al., [2004). Methods that
do discover subgroups focus on a particular data setting, such as randomized control trials (Foster,
et al.| 20115 Ballarini et al.,[2018)) and observational trials (Athey & Imbens, 2016).

In this paper, we propose a novel task that fills this gap and is applicable to various domains: dis-
covering contrastive subgroups. Taking inspiration from subgroup discovery (Atzmueller, [2015),
where the goal is to identify a sub-population with exceptional behavior, we extend this concept to
focus on the differences between two populations. We aim to discover subgroups of individuals who
share similar characteristics, but where the local distribution of a target significantly varies between
the two populations. This allows us to pinpoint precisely where and why two populations diverge,
providing a more nuanced understanding of the differences between them.

To this end, we propose SUBCON, a method that discovers contrastive subgroups in tabular data.
The primary contributions of this work are:

1. We formalize the notion of contrastive subgroups and define an objective that contains the
three desiderata of exceptionality, generality, and covariate independence.

2. We investigate under which conditions contrastive subgroups accurately reflect the causal
effect of membership in either population on the target variable.

3. We present a continuous-optimization based method to discover contrastive subgroups.
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Our experimental results show that SUBCON effectively discovers interpretable subgroups that ex-
hibit significant differences in the target variable.

2 RELATED WORK

Defining and quantifying disparity between a protected and unprotected group is the focus of fairness
in machine learning. For example, the notion of demographic parity (Dwork et al.,|2012)) postulates
that the marginal distribution of the target variable should be similar across protected groups. There
exist similar definitions for subgroups, but the existing work focuses on training classifiers that are
compliant (Kearns et al., 2018; Martinez et al., 2021; [Shui et al.| [2022), rather than discovering
disparity in an existing dataset.

Subgroup Discovery on tabular databases is a well-established task (Atzmueller, |2015). The goal
is to discover a subset of individuals that exhibit exceptional behavior, e.g. a subgroup that has a
higher survival rate than the overall population. The exceptionality of a subgroup is here quantified
as the deviation from the overall population, e.g. by comparing means (Lemmerich et al., |2016),
correcting for dispersion (Boley et al.,|2017), or comparing the entire distribution (Xu et al.| 2024).

Kalofolias et al.|(2017) extend subgroup discovery to a protected attribute. They aim to minimize the
effect of the sensitive attribute on the target variable by ensuring that the distribution of a sensitive
attribute, e.g. the ratio of males to females, is similar in the subgroup to the overall population.
However, they still only search for subgroups that diverge from the overall population.

Contrast set mining (Bay & Pazzani, 2001, CSM) is another closely related topic. The goal of CSM
is to find feature characteristics that occur significantly more often in a particular group. However,
CSM differs from contrastive subgroups in a crucial way: CSM’s aim is to find characteristics of
a particular group, e.g. discovering feature characteristics that distinguish men from women. On
the other hand, we are interested in differences regarding a third variable, e.g. finding exceptional
differences in the survival rate between men and women.

Treatment Effect Estimation is a field where it is a key challenge to discover interesting subgroups.
In general, the goal is to estimate the effect of a treatment compared to a control group (Imbens &
Rubin, 2015)). For randomized trials, where groups are randomly assigned, treatment effect sub-
groups are discovered using regression trees (Lipkovich et al.l 2011), trees augmented with local
linear models (Seibold et al.|[2016), or using Lasso regression (Ballarini et al., 2018).

For observational trials, where the treatment is not randomly assigned, the task is more challenging.
Most methods focus on the faithful estimation of heterogeneous treatment effects, for which they
employ non-interpretable ML models (Kiinzel et al.;2019)) and neural networks (Shalit et al.,[2017).
Athey & Imbens| (2016) introduce honest causal trees, where every leaf node represents a subgroup
with an unbiased estimated treatment effect. However, it and the subsequent causal forest method
(Wager & Athey, 2018)) place restrictive assumptions on the causal model, and focus on estimating
the treatment effect, rather than discovering interesting subgroups.

In general, the notion of contrastive subgroups is an often occurring task in many domains. However,
as of now, there does not exist a general definition or method to discover them in a principled way.

3 PRELIMINARIES

We consider a dataset of n individuals (z(V,a®),y(®), i € {1,...,n}, where y is the target vari-
able, x represents the descriptive features, and a € {0,1} is the binary attribute that parti-
tions the population into two groups. From a statistical perspective, we assume that each sample
(@, a® y()) is a realization of the joint distribution of P(X, A,Y"). We denote random variables
by capitals, write p for their density, and P for their distributions.

A subgroup selects a subset of individuals with shared feature characteristics through its member-
ship function s : X — {0,1}. The subgroup membership s(X) = 1 indicates that an individual
with features X belongs to the subgroup, while s(X) = 0 indicates non-membership. We denote
the distribution of the target variable within the subgroup, for group a € {0,1} as

Py (Y)=PY |A=a,s(X)=1). (1)
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(a) Wage distribution for men (left) and women (b) Wage distribution of population vs subgroup (left)
(right) in relation to age and education level. and of men vs in subgroup (right).

Figure 1: The income distribution of the subgroup s with Age € [45,70] and Education €
[12, 14] does not deviate significantly from the overall population (left). But, when comparing men
and women within that subgroup, there is a significant difference comparing the respective distribu-
tions (right). This subgroup is contrastively exceptional.

4 CONTRASTIVE SUBGROUPS

From the space of all possible subgroups, our goal is to discover a subgroup s € S, for which
the group membership A € {0, 1} results an exceptional difference in the distribution of the target
variable P (Y) and P; 4(Y"). In the following, we motivate and formally define the properties of
an interesting contrastive subgroup s.

Exceptionality Unlike regular subgroup discovery, where the target distribution within the sub-
group is compared to the overall distribution, we are concerned with the contrast between two given
populations. Our objective is to find a local subregion of the feature space, where the difference
between the two populations is exceptional. That is, we contrast the subgroup-conditioned target
distribution of the first population, Py s(Y"), with the subgroup-conditioned target distribution of the
other population, P; (Y), using a divergence measure D.

Definition 1 (Contrastive Exceptionality) The contrastive exceptionality of a subgroup s is de-
fined as the divergence D between the target variable distributions in the two groups:

E(s) =D (Py(Y),P1s(Y)) . )

We show the difference between contrastive and non-contrastive exceptionality in Figure [T, Un-
der the same subgroup s, the overall distribution P(Y") and the subgroup-conditioned distribution
P(Y | s(X) = 1) are virtually identical. However, if we contrast the two populations, we ob-
serve a significant difference in the income of men and women in this particular subgroup. That
is, contrastive exceptionality focuses only on the difference within the subgroup, independent of
the distribution outside the subgroup. This enables it to discover characteristics which one can not
recover using regular subgroup discovery methods.

The choice of divergence measure D is flexible in our framework. It can be any measure that quanti-
fies the difference between two distributions, e.g. the Kullback-Leibler/Jensen-Shannon divergence,
or Wasserstein distance. In general, the higher the divergence, the more exceptional the subgroup is.

Support To be able to compare the target distribution between the two populations, any subgroup
s must have support in both populations, i.e. E[s(X) | A=0] >0 and E[s(X)|A=1]>0.
On a specific dataset {x(i) }?:1, this means that there must be at least one sample z(*) from each
group where s(x(i)) = 1. In practice, supports beyond the minimal requirement are desirable, such
that a subgroup s is supported by a significant portion of the population. Large supports also yield
more reliable estimates of Py 4(Y) and Py 4(Y).

Definition 2 (Generality) We define the generality of a subgroup s over two populations as the
geometric mean over the individual supports as per

Gy (s) = (VEBCO A= 0] Es(X) [A=1]) . ©)
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Under the generality G-, a subgroup s is supported, iff G- (s) > 0 which is the case if both E[s(X) |
A =0]>0and E[s(X) | A= 1] > 0. The parameter + controls the sensitivity of the generality
to the individual supports. Larger values of  penalize subgroups with small supports more heavily,
while smaller values allow more flexibility in subgroup size.

Sufficiency The trade-off between exceptionality against generality is the standard objective in
subgroup discovery. However, in the contrastive setting, we also want to be certain that the observed
difference is driven by the subgroup membership rather than varying features within the subgroup.
By modeling the unconditional distribution within each subgroup, we implicitly assume that the
subgroup membership captures the relevant information about the target variable. To that end, we
define the third property relevant to contrastive subgroups.

Definition 3 (Covariate Dependence) We define the covariate dependence as:
Co(s) = Exja=0,s(x)=1 D (Po,s(Y | X = ), Py s(Y))] “4)
and Cy(s) analogously for the second group. The covariate dependence C(s) is then given by

C(s) = Co(s) +Ci(s) . (5)

The covariate dependence C(s) measures how much the target distribution within the subgroup is
influenced by the features. In the ideal case, the subgroup membership s captures all relevant infor-
mation about the target variable Y and C(s) = 0. Then the local target is conditionally independent
of the features X, ie. (Y L X) | (s(X)=1,A=0)and (Y L X) | (s(X) =1,A =1). That
means that the observed difference in the target variable can solely be attributed to the subgroup
membership A alone, and not due to any confounding effect from the features X.

Minimizing the covariate dependence C(s) aims to minimize the influence of indirect causal effects
and thus avoid discovering false positive subgroups. By ensuring that the features do not locally
influence the target variable, we can be more confident that the observed differences are not due to a
shift in features caused by A, but instead directly driven by A itself. We later show that under certain
conditions, if the covariate dependence is minimized, i.e. C(s) = 0, then the subgroup s captures
the interventional distribution of the target variable within that subgroup.

4.1 PROBLEM STATEMENT

We can now define the problem of discovering contrastive subgroups as follows:

arg max G, (s) - £(s) — AC(s) , (6)
s€S

where A > 0 is a hyperparameter that controls the trade-off between exceptionality and covariate
independence. The objective function captures the desire to find subgroups that are both general and
exceptional, while also ensuring that the observed differences in the target variable are not driven by
the features within the subgroup. Depending on the causal relationships between X, A, and Y, the
discovered subgroups have different interpretations.

5 CAUSALITY OF CONTRASTIVE SUBGROUPS

In the previous section, we formalized the notion of exceptionality for contrastive subgroups. Be-
yond a high exceptionality score, we also want to ensure that the discovered subgroups are action-
able. In this section, we will analyze the causal nature of contrastive subgroups and under which
conditions they can be used to make causal inferences. We will use Pearl’s do-calculus (Pearl, [2009)
to analyze the causal relationships between the group membership A, features X, and target Y.

5.1 OBSERVATIONAL TRIAL (X - A, X - Y, A—=Y)

In an observational trial, the goal is to study the effect between treatment and control group, where
membership A is not randomized, but rather determined by the features X (Fig. [2a). Due to
confounding by X, the observational distribution P(Y | A = a) differs from the interventional
P(Y | do(A = a)). That is, X influences both the treatment assignment A and the target Y.
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Figure 2: Structural causal models for group indicator A, features X, and target Y. When the
covariate dependence is minimized, i.e. C(s) = 0, contrastive subgroups capture the interventional
distribution (a) or the controlled direct effect (¢) of Aon Y.

Under certain conditions however, it is possible to identify the interventional distribution. If X
satisfies the backdoor criterion, i.e. if X blocks all backdoor paths between A and Y, then the
interventional distribution can be identified as

p<y|do(Aza))z/p<y|X=x,A=a>p<X=x>. @)

x

That is, if X is a valid backdoor, then it is possible to infer the interventional distribution by in-
tegrating over the features X. On the other hand, we condition on groups of datapoints for which
s(X) = 1. This distribution is not necessarily equal to the interventional distribution, due to the
influence of the features X. However, if the covariate dependence is minimized, i.e. C(s) = 0, then
the subgroup s captures the interventional distribution within that subgroup.

Proposition 1 Let X be a valid backdoor to infer the interventional distribution as per Eq. ().
Then, any subgroup s that minimizes the covariate dependence C(s) = 0 with generality G, (s) > 0
captures the interventional distribution within the subgroup

P, (Y)=P( | do(A=a),s(X)=1). (8)

We provide the proof in Appendix[A.2] The result suggest that given data from an observational trial,
contrastive subgroups search for a set of data points with s(X) = 1 that capture the interventional
distribution of the target variable Y, and which have an exceptional treatment effect.

5.2 RANDOMIZED TRIAL (X =Y, A=Y, A1 X)

If the treatment assignment A is randomized, i.e. the treatment assignment A is independent of
the covariates X, the interventional distribution is equal to the observational distribution. This
extends naturally to all sub-distribution induced by a subgroup s, regardless of whether the covariate
dependence is minimal or not, i.e. C(s) > 0.

Still, it can be of interest to minimize C(s) alongside. A low covariate dependence mainly ensures
that the difference in target distribution is driven by A and not some spurious dependence on X.
In general, in a randomized control trial, contrastive subgroups may inform treatment policies by
discovering patients with exceptional treatment effects.

5.3 DEMOGRAPHIC GROUPS (A - X, X =Y, A—Y)

Next, we examine the setting where the attribute A has an influence on the feature distribution
P(X). This structure is common when searching for disparities between protected demographic
groups, where membership A is an inherent attribute like gender or ethnicity that can influence
mediating features X (e.g., job role, income level).

The effect of A on Y is twofold: Firstly, A can have a direct effect (A — Y). Secondly, it can have
an indirect effect mediated through the features (A — X — Y)).

To distinguish these pathways, causal inference defines the Controlled Direct Effect (CDE). The
CDE measures the effect of changing A while holding the mediating features X constant at a specific
level x. Following |Pearl| (2022), it is defined as:

CDE(z) = E[Y | do(A=1),do(X =2)]— E[Y | do(A=0),do(X =z)] . )
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Our framework aims to find subgroups where this causal relationship is simplified. If a subgroup s
satisfies the conditional independence (Y L X) | (A = a, s(X) = 1) in the case of C(s) = 0, then
the indirect path through X is effectively neutralized within that subgroup. For such a subgroup, the
CDE becomes constant for all members and is identifiable directly from the observed difference in
means for any member x with s(x) = 1:

CDE(z) = E[Y |A=1,5(X) =1 - E[Y | A=0,s(X) = 1] . (10)

For mediating variables, our objective trades off discovering subgroups with a large total effect, no
matter direct or indirect, against subgroups with a large direct effect, when increasing the regular-
ization parameter \.

5.4 FULL MEDIATION (A - X - Y AND (Y L 4) | X)

Finally, we consider a scenario of full mediation, where there is no direct causal effect of A on Y.
Often times, it is unclear whether a direct effect exists or not. In this case, we can use contrastive
subgroups to disprove the absence of a direct effect. The following proposition shows that if the
model of full mediation is correct, it is impossible to find a subgroup that both has no covariate
dependence and exhibits an exceptional outcome. Therefore, if we do find such a subgroup in
practice, it serves as evidence against the full mediation assumption, suggesting a direct effect likely
exists. We provide the complete proof in the Appendix

Proposition 2 In a model of full mediation, where A — X — Y and (Y L A) | X, and the
supports of x within each population are equivalent, i.e. p(x | A=0) >0 < p(z | A=1) >0,
there cannot exist a subgroup s that simultaneously satisfies C(s) = 0 and E(s) > 0.

5.5 GENERAL DISCUSSION

This section has established a causal foundation for contrastive subgroups, demonstrating that their
interpretation is fundamentally tied to the assumed causal structure of the data. We have shown that
under different, plausible causal models, the discovery of an exceptional subgroup has a distinct
meaning. In observational studies, we can identify the local average treatment effect, while in set-
tings with demographic attributes, we isolate the controlled direct effect. This transforms subgroup
discovery from a purely descriptive pattern-finding tool into a more powerful instrument.

6 METHOD

In this section, we introduce SUBCON, a practical way to discover contrastive subgroups given a
dataset of n individuals (z(?),a("), (). We focus on tabular data with a continuous feature space
X € R? where we one-hot encode the categorical features. Regarding the target variable, we
present solutions for a discrete-valued as well as an uni-variate continuous target Y.

6.1 DIFFERENTIABLE RULE LEARNING

To capture the characteristics of a subgroup, we use a rule based membership function s : R? —
[0,1]. In this work, we focus on logical conjunctions over single-feature conditions, as used by
decision trees and regular subgroup discovery methods (Atzmueller, 2015)).

We encode the presence of a characteristic in a feature j € [d] as 7(z;; a;,b;) = 1(a; < x; < bj).
The rule function s aggregates the conditions over all dimensions with parameters 6 = {a;, b, }?:1
using a logical conjunction

d
s(x;0) = /\ m(xj;a;,b;) - 1D
j=1

We instantiate SUBCON using the differentiable rule learner 3, : R? — [0, 1] from the SYFLOW
framework for subgroup discovery (Xu et al.,|2024). The parameters of §; are learned by gradient
descent and hence do not require restrictive pre-processing and scale well to high-dimensional data.
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We briefly summarize the key components of the differentiable rule learner 5;. For each feature j,
the learner places soft conditions 7, (xz;; a;, b;) with learnable thresholds a;,b; € R as per

1
1 +exp (—@) + exp (—Z’J_%) ’

where ¢ is a temperature parameter that controls the smoothness. When annealing the temperature
t — 0, the condition approaches the binary thresholding function (Xu et al.l 2024)). To combine the
conditions into a logical conjunction, the weighted harmonic mean is used as per

d
Zj:l Wi
d N _
D g1 Wy w(xgiag, by, t)7
The weights w; allow to exclude conditions from the rule by setting w; = 0. Over the remaining
conditions, the soft rule §;(x; 8, w) = 1 only if all conditions 7;(x;; a;, b;) = 1. On the other hand,
if there is a condition which is not met with w; > 0, the soft rule tends to zero. Hence, for the binary

conditions obtained in the limit of ¢ — 0, § mimics the behavior of a logical conjunction, whilst
flexibly learning which features to include (w;) and where to place the thresholds (a;, b;).

ﬁt(xj;aj7bj): (12)

with w; € R . (13)

§t($a 97W) =

6.2 OPTIMIZATION OBJECTIVE

Using the differentiable rule learner §;, we now instantiate the objective proposed in Equation (6)).
For brevity, we will omit the dependence on the parameters 6 and w in the following.
Generality. We interpret the output of the soft rule 3; : R? — [0, 1] as the probability that a
sample 2 belongs to the subgroup s, i.e. §;(x) = Pr(s(x) = 1). Over a dataset {2(?), a(V}7_,, let
no =31, 1(a® =0)andn; = > 1(a'? = 1). Then the generality of 3; is computed as
v/2
. 1 o (i 1 5 (i
Gy(5) = | — Z 5i(z1) - — Z §i(z1") : (14

o . n ,
{i:a() =0} {i:a(®=1}

Exceptionality. To compute the exceptionality, we need to estimate the target variable distributions
Pys(Y) and P; (V). We weight each sample y(*) by the subgroup membership 5;(z(")) and use
for a discrete target Y € {0, ..., m} the empirical distribution, and a kernel density estimator for a
continuous target Y € R. During training, we refit the estimators after every &k = 10 updates to $;.

Now that we have the target distributions, we can compute the contrastive exceptionality (Def. [I).
As divergence measure D, we use the Jensen—Shannon divergence,
1 1
Dys(P,Q) = §DKL(P7 M) + §DKL(Q7M)> M = 3(P+Q).

Compared to the Kullback-Leibler divergence, Djs seamlessly handles cases where the supports
of P and @ do not overlap. Let the mixture density be m(y) = % (po,s(y) + P1,s(y)). Using the
approximation of the KL divergence under subgroup membership (Xu et al., 2024)),

3 1 o Pa,s (y™")
D, (Pas(¥), M(Y)) ~ — 5o(21) log< =W ) ) (15)
) a {i:a%:_a} m(y(Z))
we obtain the final objective

£(3) = 3DxL(Pos(Y), Q) + 5Dk (PL(Y), QY. (16)

Covariate Dependence. Lastly, the covariate dependence C(s) is needed to regulate the influence of

the features X on the target variable Y. To that end, we also need to estimate P(Y | X = z, A = a).
For a discrete target variable, we train a random forest model f(x) to predict the class probabilities

P(Y =1| X =z, A = a). For each sample (), we compute a local divergence as
P(Y=1]|X =20, 4=qaq®
( A| €z ) a ) . (17)
Pa(f’),s(Y = l)

c(x(i),a(i)) = ZHA”(Y =l X= 2, A= a(i))log (
1=1
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Figure 3: Performance of each method in the synthetic experiments. SUBCON objective of discov-
ering contrastive subgroups allows it to outperform all other methods in all settings.

For a continuous target variable, assessing the conditional distribution is more difficult. Therefore,
to bypass the need for a full conditional distribution, we compare only the first moment of the local
resp. subgroup distribution. For a continuous target variable Y, we likewise fit a random forest to
compute the squared difference between the local mean and the subgroup mean as

e(a?,a?) = (f(aV,a) ~ B[y | A= a5 =1))%. (1%

Then, the covariate dependence is computed as

C(3) = Z 3 (zD) - e(2?, a) + Z 8(z)) - e(zD), a)) (19)

1:a() =0 jald=1

Thus, we have obtained a fully differentiable approach to discovering contrastive subgroups. We
describe the full training procedure in detail in Appendix [B]

7 EXPERIMENTS

We compare SUBCON against regular subgroup discovery using the PYSUBGROUP package (Lem-
merich & Becker,2018) as well as SYFLOW (Xu et al.|[2024)) using the authors implementation. We
also compare against CAUSALTREE, which implement recursive partitioning for randomized trials
using the causalml package (Chen et al.,|2020), and HONESTTREE (Athey & Imbens) 2016), which
focuses on observational trials using econml (Keith Battocchi, 2019).

7.1 SIMULATED DATA

We first evaluate on simulated data with known causal structure, following the observational, ran-
domized and demographic setting from Figure The target is defined as Y = f(X, A) + Ny with
Gaussian noise, where X may be a cause or effect of A. We plant a subgroup s using two random
features, scaling the treatment effect by 7 within the subgroup: f(z,1) = f(z,0) 4+ 7 if s(z) = 1,
else f(z,1) = f(z,0) + 1 (see Appendix [C.1). Hyperparameters are tuned via grid search (Ap-
pendix [D). Performance is measured by F;-score between the true and discovered subgroup, where
we report the best-scoring leaf for tree-based methods.

Figure |3| reports F-scores as 7 increases. PYSUBGROUP and SYFLOW fail due to their non-
contrastive objectives. CAUSALTREE excels in randomized trials but struggles in observational
ones, while HONESTTREE shows the opposite pattern. Both degrade in the demographic setting due
to indirect effects. SUBCON consistently recovers the correct subgroup, improving with larger 7.
By targeting contrastive subgroups, SUBCON outperforms specialized baselines across all settings.

We further conduct a sensitivity analysis on the parameters A and -y as well as the choice of estimator
in Appendix The results for v show that performance is stable in a range of [0.1,0.3], while
large values or disabling the generality (y = 0) degrade performance. For A, we find that the
performance is stable up to a A = 0.5 and then degrades for larger values. All trends persist across
the different settings, showing that they are not specific to one causal structure.
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group using PYSUBGROUP group using SUBCON
Table 1: Precision in estimating
Figure 4: Subgroup discovery on COVID-19 dataset. heterogeneous effects on IHDP.

7.2 REAL-WORLD DATA

We evaluate SUBCON on the IHDP benchmark for conditional average treatment effect (CATE)
estimation (Hill, 2011), using 10 semi-synthetic datasets from [Louizos et al.| (2017). Baselines
include HONESTTREE (Athey & Imbens, [2016), CAUSALFOREST (Wager & Athey, 2018)), and
the non-interpretable XLEARNER (Kiinzel et al., |2019) with Gradient Boosted Trees. CATE for
SUBCON is estimated as the mean difference between treated and control units inside vs. outside the
discovered subgroup. We also test an ablation with A = 0 to assess the efficacy of our regularization.

Table[T]reports the precision in estimating heterogeneous effects (PEHE) both within the discovered
subgroup and over the full dataset. Within the subgroup, SUBCON achieves a lower PEHE (1.73)
compared to HONESTTREE (2.33) and CAUSALFOREST (2.17). The ablation performs markedly
worse (3.77), confirming that regularization helps identify subgroups that accurately reflect treat-
ment effects (Prop. [I). Outside the subgroup, however, SUBCON ’s overall PEHE (4.00) is worse
than HONESTTREE (3.93) and far inferior to XLEARNER (2.07). This shows that SUBCON is well-
suited for detecting CATE subgroups, but not for modeling the entire population.

Lastly, we compare contrastive vs regular subgroup discovery on the COVID-19 dataset from Lam-
bert et al.| (2022)), containing biomarkers and outcomes of ICU patients from two New York City
hospitals. The target is binary mortality, with features including demographics, comorbidities, and
vital signs. We split by gender and use SUBCON to identify subgroups with differential mortality
between men and women, reporting the top subgroup found by PYSUBGROUP: ” Age < 74 &
Coronary Artery = 0 & Cerebrovascular = 0” and by SUBCON: ” Race = black &
Diabetes =1 & Cerebrovascular =0 & Hypertension = 0.

We visualize these results in Figure[d] The left panels show mortality inside vs. outside the subgroup
(standard subgroup discovery), and the right panels compare mortality within the subgroup between
men and women. PYSUBGROUP (Fig. [4a) identifies younger patients without severe comorbidi-
ties, who overall have higher mortality (Szarpak et al., [2022), but show little gender difference. In
contrast, SUBCON (Fig. identifies black patients with diabetes, for whom mortality is markedly
higher in men than women—though not elevated relative to the overall population. Such a pattern is
only detectable with a contrastive objective.

8 CONCLUSION

We introduce contrastive subgroups that describe subsets showing exceptional disparities in a target
variable. They are defined by three key properties: support in both populations, a significant out-
come difference, and minimal confounding. Our method, SUBCON, discovers such subgroups via a
continuous objective that captures these criteria. It enables causal insights in both observational and
randomized trials and reveals disparities in demographic groups. In experiments, SUBCON outper-
forms existing methods on synthetic data and yields meaningful subgroups in real-world datasets.

Limitations. SUBCON assumes that observed features X capture relevant causal relationships.
Unobserved confounding or post-treatment variables may compromise causal validity, so domain-
informed variable selection is crucial. Regularization relies on accurate estimation of P(Y | X, A);
poor estimates can affect subgroup quality. Currently, our framework identifies only a single con-
trastive subgroup; to discover multiple subgroups we currently use sequential re-learning with ex-
clusion of previously found subgroups. Future work will explore more principled approaches.
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ETHICS STATEMENT

SUBCON is designed to support practitioners in identifying interesting subgroup differences. When
applied to the medical or social science domain for example, the discovered subgroups can highlight
disparities or treatment heterogeneity with potential real world impact. However, we emphasize that
the discovered subgroups lend themselves to causal conclusions only if the stated assumptions are
satisfied. In sensitive applications, such as fairness analysis, healthcare, or policy, results should
therefore be interpreted with caution, always in consideration of existing domain knowledge. Con-
trastive subgroup discovery is to be used for hypothesis generation and exploratory data analysis,
which are further validated, rather than to draw definite conclusions that may reinforce biases.

REPRODUCIBILITY STATEMENT

We provide the code to reproduce all experiments in the supplementary material, including a re-
quirements file with all necessary dependencies. This includes the implementation of SUBCON, the
baselines, and the datasets. We also provide detailed instructions to run the experiments, including
the hyperparameter settings.
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A PROOFS

In this section, we provide a thorough investigation of the formal and causal properties of contrastive
subgroups.

A.1 COVARIATE DEPENDENCE

We first show the connection between a minimized covariate dependence C(s) = 0 (Def. [3) and the
independence of features.

Lemma 1 Given a distribution distance D : P(Y) x P(Y) — [0,00), where it holds that
D(P,Q) = 0 ifand only if P = Q. A minimal covariate dependence implies a conditional in-
dependence between the features X and the target Y within the scope of the subgroup s(X), i.e.

C(s)=0= (Y LX) |(As(X)=1).

Proof: The covariate dependence is defined as
Co(s) = Exja—o,s(x)=1[D (Pos(Y | X =), Pos(Y))] ,
for A = 0 and analogously for A = 1. It is comprised of the integral over the feature space X as
Co(s) = /D (PosY | X =2),PsY))plx]| A=0,5(X)=1)dz .
Given that Cy(s) = 0 and D has a domain of [0, 00), it holds that for every © € X withp(x | A =
0,s(X) = 1) > 0 the conditional and target distribution are equal, i.e.
Vee X,p(x | A=0,s(X)=1)>0:PY|A=0,X=2,5(X)=1)=PY | A=0,sX) =
Therefore, it holds that
PY|X=2,A=0,8(X)=1)=P(Y|A=0,5(X)=1),

ie. (Y L X)|(A=0,s(X)=1). We can similarly derive the same result for A = 1. This shows
the claim that if C(s) = 0, the features X and Y are conditionally independent given s(X) = 1 and
A. O

A.2 PROOF OF PROPOSITION[]]

Proposition 1 Let X be a valid backdoor to infer the interventional distribution as per Eq. (/).
Then, any subgroup s that minimizes the covariate dependence C(s) = 0 with generality G (s) > 0
captures the interventional distribution within the subgroup

Pos(Y) = P(Y | do(A =a),s(X)=1). ®)

Proof: Firstly, the population support G (s) > 0 ensures positivity, i.e. that there are samples
Jfrom both populations within the subgroup, i.e. P(s(X) =1| A=a) > 0fora € {0,1}.

We start with the interventional distribution the right-hand side. Since X is a valid backdoor, we
can identify the causal effect within the subgroup by adjusting for X :

P(Y |do(A=a),s(X)=1)= /P(Y |A=a,X =2,5(X)=1)p(x | s(X) =1)dz .

If the covariate dependence is minimized so that C(s) = 0 and D is a distribution distance for which
D(P,Q) = 0iff P = Q, then as per Lemmal[l|we know that (Y L X) | (A, s(X) =1).

This means that P(Y | A=a,X =2,5(X) =1) = P(Y | A = a,s(X) = 1). Substituting this
into the equation yields

P(Y | do(A = a),s(X) = 1) = /P(Y | A=a,s(X)=1)p( | s(X) =1)da

P [A=a,s(X)=1) /p(w | 5(X) = 1)da

x

13
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The summation term fuL p(x | s(X) = 1) is the integrated density of X over its support within the
subgroup, which equals 1.

PY|do(A=a),s(X)=1)=PY |A=a,s(X)=1)-1=P,(Y).

This shows that under the condition of zero covariate dependence, the interventional distribution
(LHS) within the subgroup simplifies to the observational distribution (RHS), which completes the
proof. O

A.3 PROOF OF PROPOSITION[2]

Proposition 2 In a model of full mediation, where A — X — Y and (Y L A) | X, and the
supports of x within each population are equivalent, i.e. p(x | A=0) >0 < p(z | A=1) >0,
there cannot exist a subgroup s that simultaneously satisfies C(s) = 0 and £(s) > 0.

Proof: We will prove this by contradiction. Assume that in a model of full mediation, there exists
a subgroup s that simultaneously satisfies both conditions:

1. Covariate independence: C(s) = 0, which implies (X L Y) | (4,s(X) =1).
2. Exceptional outcome: E(s) > 0, which implies that the outcome distributions differ, i.e.,
PY|A=1,3(X)=1)#PY |A=0,s(X)=1).

Now, we analyze the consequences of the other assumptions. Let x be any feature vector from the
support of the subgroup, i.e., s(x) = 1. The premise that the supports overlap ensures such an x
exists for both populations.

From Condition 1 (C(s) = 0), Lemma |I| tells us that the target and features are conditionally
independent given the attribute and subgroup membership. This allows us to state that for any x
with s(x) = 1, the distribution of Y is constant within the subgroup for a given attribute a:

PY|A=a,s(X)=1)=PY |A=a,X =2,8(X)=1) forac{0,1}

From the problem setup, we assume a model of full mediation, which is formally defined as (Y L
A) | X. This means that once the features x are known, the attribute a provides no additional
information about the target Y. This gives us the following equality: As per the causal structure of
the data, X is a mediator between A and Y, so that it holds for every sample x:

PY|X=2,A=a)=PY | X =2).

We can now combine these two equalities. Beginning with the A = 1 population:
PY|A=1,3(X)=1)=PY |A=1,X=2,5(X)=1) =PY | X =1z,sX)=1)
We now apply the same transformation to the A = 0 population:
PY|A=0,8(X)=1)=PY |A=0,X=2,5(X)=1) =PY |X=2a,8X)=1)
By chaining these equalities, we have shown that both population-specific distributions are equal to

the same underlying distribution, P(Y | X = x,s(X) = 1). Therefore, they must be equal to each
other:

P(Y|A=1,5X)=1)=P(Y | A=0,5X) =1)

This implies that the exceptionality score E(s), which measures the divergence between these two
distributions, must be 0. This is a direct contradiction to our initial assumption that E(s) > 0. In a
model of full mediation, there cannot exist a subgroup s that satisfies both C(s) = 0 and E(s) > 0. O

14



Under review as a conference paper at ICLR 2026

B TRAINING DETAILS

We implement our method using PyTorch (Paszke et al.l 2019). We optimize the parameters 6 of
the neural network $;(x; 6, w) and the attribute weights w using Adam (Kingma & Bal [2015). We
describe the chosen hyperparameters for the optimization in Appendix

We provide the pseudo-code of our training procedure in steps below. In every epoch, we perform
the following steps:

1. Compute the soft subgroup membership §;(x(); 8, w) for each sample z(*) using Eq. (13).

2. Estimate 15(175(34(1')) for every sample y?) using the respective subgroup population den-
sity/probability estimator (see below).

3. Compute the exceptionality £(3;) using Eq. (16).

4. Compute the generality G, (5;) using Eq. (T4).

5. Estimate the local conditional distribution P(Y | X = z, A = a) using a regression or classifi-
cation model (see below).

6. Compute the covariate dependence C(5;) using Eq. (T9).

7. Compute the overall loss £(6, w) using Eq. (6).

8. Update the parameters 6, w using gradient descent.

9. Update the temperature ¢ using a linear decay schedule (see below).

10. Every k& = 10 epochs, re-estimate the density estimator within the subgroup using the updated
soft memberships.

B.1 DENSITY ESTIMATION

For a discrete target Y € {0,...,m}, we use the empirical distribution weighted by the subgroup

membership, e.g.
. Z{i:a(i):O} ‘§t(m(1)) ]l(y(l) = l)
> firath=oy () .

For a continuous target Y € R, we use a kernel density estimator (Terrell & Scott, [1992)) us-
ing the implementation from scipy.stats.gaussian_kde where each sample is weighted by
3¢(z®). The bandwidth is selected using Scott’s rule of thumb. This yields two subgroup density
estimators Py s(y) and P 5(y).

Pys(Y =1)

B.2 REGULARIZATION

As part of the estimation of covariate dependence, we estimate the conditional distribution P(Y |
X = ) for discrete and continuous target variables. For a discrete target variable, we train a
boosting ensemble f(z) using RandomForestClassifier from sklearn to predict the class
probabilities I@’(Y = 1| X = z). For a continuous target variable, we train a regression model
using RandomForestRegressor from sklearn. In both models, we use the default hyper-
parameters of sklearn (100 estimators, unrestricted depth, gini criterion and least squares loss
respectively). At this time, we do not perform hyperparameter tuning for these models as it would
significantly increase the computational cost of training.

B.3 TEMPERATURE ANNEALING

Temperature schedules are an important mechanism in optimization with soft relaxations of discrete
functions. They provide a smooth transition from soft to hard decision boundaries, improving both
convergence and final performance. By adjusting the temperature parameter, we control the degree
of smoothness: higher values encourage exploration in the early stages of training, while lower
values lead to sharper, more precise solutions as training progresses.

We employ a linear decay schedule during the second half of training for the temperature param-
eter. The temperature ¢ decays from 0.2 to 0.05. These ranges were selected via hyperparameter
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optimization and remain fixed across all experiments. The update at each epoch is implemented as
follows:

temp_start = 0.2

temp_end = 0.05

temp = temp_start

step_size = (temp_start - temp_end)/ (total_epochs)

for epoch in range (total_epochs) :
temp = temp - step_size

C EXPERIMENTS
All experiments were conducted on a consumer grade laptop.

C.1 SYNTHETIC DATA GENERATION

() ()
O)—0) CO—) O—

(a) Observational Trial: P(A = (b) Randomized Trial: P(A = (©) Demographic Groups:
11X) = ofIX), X ~ 1)=05 X ~u(0,1)% PA = 1) = 05
U(0,1)%. X ~UO,D)+1(A=1)-p,

where p € [—0.3,0.3]%

Figure 5: Data generation process for the three settings: observational trials, randomized trials, and
demographic groups. In all settings, the target is a linear function of the covariates with a subgroup-
dependent mean-shift between P(Y|A = 1) and P(Y|A = 0) such that Y = f(X, A) + Ny.

To evaluate the performance of methods in recovering contrastive subgroups, we generate datasets
under three different causal structures. In all settings, the target variable Y is a function of a binary
attribute A and a set of covariates X as per

Y = f(X,A) + Ny , (20)

We summarize the respective data generation process for each setting in Figure[5} The core compo-
nents of the generated data are:

* Subgroup s*(X): A ground-truth subgroup defined by an axis-aligned box rule on a small subset

of features J C {1,...,d}. A sample x belongs to the subgroup if its covariates x; satisfy the
rule:
s*(x) = /\ (a; <z <by)
Jje€T

where a; and b; are lower and upper bounds for feature j.
 Target Variable Y: A continuous outcome variable that depends on the binary attribute A and a
set of covariates X as per
Y = f(X,A) + Ny, 2n
where Ny is Gaussian noise with mean zero and variance o2. f consist of a linear function ﬁ%X s
By € [~1,1]¢, with an subgroup dependent interaction term for the difference between A = 1

and A = 0:
F(X, A) = BLX +5*(X) (%]1(,4 —1) - g]l(A - o))+(175*(X)) (gll(A =1) - g]l(A - 0)) ,
(22)

where 7 is the treatment effect for individuals in the subgroup, i.e. s*(X) = 1, and 7 is the
treatment effect for individuals outside the subgroup, i.e. s*(X) = 0.
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Figure 6: From top to bottom row: F}-score, accuracy, precision, recall of recovered subgroup.
SUBCON outperforms the competing methods in the observational (left column), randomized (mid-
dle column) and demographic (right column)causal data generating mechanisms.

o Covariates X: A feature matrix X € R"*<. For the setting “observational” and “interventional”,
each feature X; is sampled uniformly from the interval [0, 1]. In the “demographic shift” setting,
the features are mean-shifted conditional on the binary attribute A.

* Population Indicator A: A binary population assignment A € {0, 1}. For the setting “interven-
tional” and “demographic” shift, A is sampled uniformly at random, P(A = 1) = 0.5. In the
“observational” setting, A is sampled from a Bernoulli distribution with probability dependent on
the covariates X .

Across all settings, we vary the direct effect in the subgroup 7 € {1.5,2,2.5,3,3.5,4} compared to
aoutside effect of 7 = 1. The subgroup is defined by two randomly chosen features X; and X ;, with
random bounds such that P(s*(X) = 1) = 0.3, i.e. 30% of the samples belong to the subgroup.
The number of samples is set to n = 2000 and the number of features to d = 5. The noise variance
is set to o2 = 0.5.

As per the assumed causal struture, we obtain the following distributions for A and X:

* Observational: The covariates X are sampled uniformly from the interval [0, 1]¢. The binary
attribute A is sampled from a Bernoulli distribution with probability dependent on the covariates
X

P(A=1]X)=0(84X),
where o () is the sigmoid function and 84 € [—1,1]% is a vector of coefficients that determines
the treatment assignment probability.

« Interventional: The covariates X are sampled uniformly from the interval [0, 1]%. The binary
attribute A is sampled uniformly at random, P(A = 1) = 0.5.
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* Demographic Shift: The binary attribute A is sampled uniformly at random, P(A = 1) = 0.5.
The covariates X are sampled uniformly from the interval [0, 1], but with a mean shift conditional
on the binary attribute A as per

X, ~UO D) 4 - 1(A=1) .
The feature shift ; € [—0.3,0.3] is the distribution shift of X; induced by A.

C.2 RESULTS OF SYNTHETIC EXPERIMENTS

We generate data using causal mechanism as detailed above. We evaluate the correctness of the
recovered subgroup for each sample 2(?), which we denote as §(x;), and compared to the ground
truth s*(z(9).
We report the following metrics :

. Fl _ 2T P

2T P+FP+FN

TP+TN

* Accuracy = Fp P TN TFN

e Precision = TPZ_%
TP

e Recall = TPLFN

We display all metrics for the synthetic experiments in Fig.[6] With increasing strength 7 of the di-
rect causal effect, SUBCON recovers the ground truth with high precision and good recall. SUBCON
beats the domain specific methods HONESTTREE for observational data and CAUSALTREE for ran-
domized control trials, and is the only one to recover a reasonable result in the demographic setting.
On the other hand, the regular subgroup discovery methods PYSUBGROUP and SYFLOW do not
work well in any setting, due to their non contrastive approach.

Runtimes. We report the runtimes of each
method on the synthetic data in Fig.
SUBCON is slightly slower than SYFLOW due
to the increased complexity of the loss func- —— SubCon

tion, but is still in the same order of magni- 60 - SyFlow
tude. The tree-based methods HONESTTREE
—— PySubgrou
and CAUSALTREE are significantly faster. Py- y>ubgroup
SUBGROUP is faster for few features d, but 40 1 HonestTree
—— CausalTree

scales poorly with increasing number of fea-

tures due to its combinatorial search strategy. S 20 4 %
D HYPERPARAMETER

CONFIGURATION 25 50 75 100

Feature Dimension d

Runtime (seconds)

For our experiments, we performed a compre-
hensive hyperparameter search for each method
across the Fhree dis.tinct settings intr(.)duced. in Figure 7: Runtimes of the methods on synthetic
the synthetic experiments: observational, in- ;.

terventional, and demographic. We employed

a grid search, exhaustively testing all combina-

tions of the parameters specified for each algo-

rithm. The rule-based models, SUBCON and

SYFLOW, share a common rule configuration

where the predicate temperature is initialized at 0.2 and linearly annealed over the course of train-
ing, reducing by a factor of 10.

We use the setting of n = 2000, d = 5, 7 = 4, 0 = 0.5 for the synthetic data, which is consistent
across all methods. We generate 10 different synthetic datasets for each method to ensure robustness
in our evaluation and we selected the best-performing configuration for each specific setting based
on validation performance.
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Table 2: Selected hyperparameters for each method across the different experimental settings.

Method Setting Selected Hyperparameters
Observational
SUuBCON Interventional A = 0.5,y = 0.1, n_.epochs=500, 1r_classifier=0.005
Demographic
SYFLOW Observational « = 0.5, lr_classifier=10"3, subgroup_-train_epochs=1000
Interventional « = 0.1, l1r_classifier=10"2, subgroup_train_epochs=1000
Demographic « = 0.1, 1r_classifier=10"%, subgroup_train_epochs=200
PYSUBGROUP gbservatlon.al beam_width=200, n bins=20, o = 1.0
emographic
Interventional beam_width=100, n.bins=5,a = 1.0
HONESTTREE Observational min_samples_leaf=0.01, max_depth=3
Interventional min_samples_leaf=0.01, max_depth=5
Demographic min_samples_leaf=0.05, max_depth=5
CAUSALTREE Observational min_samples_leaf=0.1, max_depth=3
Interventional min_samples_leaf=0.1, max_depth=2
Demographic min_samples_leaf=0.3, max_depth=5

The hyperparameters and their tested ranges for each method are as follows:

» SUBCON: The grid search included the trade-off parameter A € {0.1,0.5,1.0}, the gen-
erality parameter v € {0.1,0.5}, the number of training epochs € {500, 1000}, and the
classifier’s learning rate € {0.001, 0.005}.

* SYFLOW: We tuned the size rewards as o € {0.1,0.3,0.5}, the classifier’s learning rate
€ {1073,107%,10~°}, and the number of subgroup training epochs € {200, 500, 1000}.

* PYSUBGROUP: We explored different values for the beam width € {50, 100,200}, the
number of bins for discretization ny;,s € {5,10,20}, and the size trade-off parameter
a € {0.2,0.5,1.0}.

e HONESTTREE & CAUSALTREE: For both tree-based methods, we searched over
the minimum number of samples per leaf, specified as a fraction of the dataset,
min_samples_leaf € {0.01,0.05,0.1,0.2,0.3} and the maximum tree depth
max_depth € {2, 3,5, None}.

We use the validation performance to select the best hyperparameters for each method in each set-
ting. The validation performance is measured by the area under the receiver operating characteristic
curve (AUC) for the subgroup prediction task, which is a common metric for evaluating the perfor-
mance of classification models in subgroup discovery

The table below details the final hyperparameter configurations chosen for each method in the re-
spective experimental settings.

D.1 SENSITIVITY

Additionally, we conduct a sensitivity analysis of the hyperparameters A\ and v of SUBCON. We
vary A in the range [0.,1.0] and ~ in the range [0.,1.0]. We keep all other hyperparameters fixed
to the values selected in the observational setting (see Table[2). The results are displayed in Fig. [§]
For v, we observe that a small value of v € [0.1,0.3] leads to the best performance across all
settings. When disabling size regularization, i.e. v = 0, the performance drops significantly. On
the other hand, when prioritizing size too much, i.e. ¥ > 0.5, the performance also drops. For
A, we observe that a value of A € [0.0,0.5] leads to good performance. Increasing the strength

19



Under review as a conference paper at ICLR 2026

by oMM
Bmm Gaussian

o

o
F1 Score
F1 Score

F1 Score
F1 Score

o
IS

—&— observational —&— observational
0.2 1 —4— demographic 0.2 ~&— demographic 00
—4— interventional —&— interventional : . .
0.0 1+ . . . , 0.0 1% . . . . Na{\oﬂa\ oo ue“cxof‘a\ Na€\°‘\a\ oo™ ue‘\&'\°‘\a\
0.00 025 050 0.75 1.00 0.00 025 050 0.75 1.00 00 ge™T e 005 g™ e
Regularization A Generality importance y Density Estimator Predictive Model
(a) Sensitivity of A. (b) Sensitivity of . (c) Sensitivity of subgroup (d) Sensitivity of regular-

density estimator. ization model.

Figure 8: Sensitivity analysis of hyperparameters A and -, as well as choice of estimators for sub-
group density and local density on the synthetic dataset.

of covariate independence regularization too much, i.e. A > 0.5, leads to a drop in performance.
We hypothesize that this is due to the fact that the optimization focuses too much on minimizing
covariate dependence, which can lead to very small subgroups with low exceptionality.

Estimators. We now compare the effect of using different estimators for the subgroup density
P, (V) and the local conditional distribution P(Y | X = x, A = a). We compare the kernel
density estimator (KDE) with a Gaussian Mixture Model (GMM), and a simple Gaussian. We
display the results in Fig. In all settings, KDE slightly outperforms GMM, which in turn is
better than a simple Gaussian. Especially in the demographic setting, using a Gaussian leads to a
significant drop in performance. This is likely due to the fact that the simple Gaussian is not flexible
enough to capture the true distribution of the target variable within the subgroup.

Regarding the local conditional distribution P (Y| X =x,A = a), we compare a Random Forest
(RF) with a SVM and a neural network. We display the results in Fig. The results show now
trend no clear winner across all settings. In the observational setting, NN performs best, while in the
interventional and observational settings, RF has a slight edge. Ultimately, the choice of estimator
for the local conditional distribution does not seem to have a significant impact on the performance
of SUBCON in the synthetic experiments.
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Figure 9: Subgroups discovered in the IHDP dataset by SUBCON.

E EXPERIMENTS: REAL WORLD

E.1 IHDP

We further display the subgroup distributions discovered for each permutation of the IHDP dataset
(Hill, 201T). We plot the subgroup distributions in Fig. 0] We list the rules for the discovered
subgroups in Table 3]

Subgroup 1-5 Rules Subgroup 6-10 Rules
—1.59 < X2&X3 < 150&X5 < | —2.60 < X0& — 348 < X1&X2 <
1.05& X 14 < 0.64& X 19 < 0.62 2.82& X3 < 1.29&X5 < 1.01&X14 <

0.65& X 24 < 0.63
X0 < 140& — 448 < X4&X5 < | X1<1.53&X3 <0.75&X10 < 0.53
2.63& X7 < 0.68&X11 < 0.62&X20 <

0.65
X0 < 054&X1 < 064&X3 < | X1 < 229&X4 < 0.86&X6 <
1.63&X21 < 0.69 0.40&X14 < 0.64&X22 < 0.75&X23 <

0.67

X1 < 120& — 443 < X4&X5 < | 0.24 < X17&X19 < 0.85
0.70&X20 < 0.64&X23 < 0.65
—-0.21 < X3& — 1.78 < X5&X6 < | —124 < X2&X3 < 142&X4 <
0.40&X13 < 1.47&X19 < 0.58 0.66&X11 < 0.54&X18 < 0.66

Table 3: Rules for each discovered subgroup in the IHDP dataset.

E.2 COVID-19

We report the returned top subgroup from PYSUBGROUP, and two variants of SUBCON: SUBCON-
max and SUBCON-min. SUBCON-max tries to maximize the distance D, whilst for SUBCON-min
we set D = —D g, such that it minimizes the distance. In this section, we provide the top three
subgroups found by SUBCON-max, SUBCON-min and PYSUBGROUP on the COVID-19 dataset.
To obtain multiple subgroups using SUBCON, we iteratively run the optimization and remove those
points, which have been identified as subgroup from the dataset after each run.
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Figure 10: Top three subgroups discovered by SUBCON-max, SUBCON-min and PYSUBGROUP on
the COVID19 ICU dataset|Lambert et al.[(2022)).
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E.3 LIFE EXPECTANCY

We further present the results discovered on the WHO Life expectancy dataset (Ray, [2020). We
differentiate between the developed nations (A = 1) and developing/least developed countries (A =

0).
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Figure 11: Top three subgroups discovered by SUBCON-max, SUBCON-min and PYSUBGROUP on
the WHO Life Expectancy Dataset.
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