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Figure 1: ChartGalaxy, a million-scale dataset of synthetic and real infographic charts with data tables,
supporting applications in infographic chart understanding, code generation, and chart generation.

ABSTRACT

Infographic charts are a powerful medium for communicating abstract data by
combining visual elements (e.g., charts, images) with textual information. How-
ever, their visual and structural richness poses challenges for large vision-language
models (LVLMs), which are typically trained on plain charts. To bridge this gap,
we introduce ChartGalaxy, a million-scale dataset designed to advance the under-
standing and generation of infographic charts. The dataset is constructed through
an inductive process that identifies 75 chart types, 440 chart variations, and 68
layout templates from real infographic charts and uses them to create synthetic ones
programmatically. We showcase the utility of this dataset through: 1) improving in-
fographic chart understanding via fine-tuning, 2) benchmarking code generation for
infographic charts, and 3) enabling example-based infographic chart generation. By
capturing the visual and structural complexity of real design, ChartGalaxy provides
a useful resource for enhancing multimodal reasoning and generation in LVLMs.

) Code: https://github.com/ChartGalaxy/ChartGalaxy
(%) Data & Dataset Card: https://huggingface.co/datasets/ChartGalaxy/ChartGalaxy

1 INTRODUCTION

Infographic charts are widely recognized as an effective form for communicating data and are
commonly used in news media, business, and education (Cui et al., 2022} [Elaldi & Cifci,|2021). By
integrating imagery (e.g., icons and metaphorical graphics) alongside charts and textual information,
they present abstract data in a manner that is both engaging and easy to understand, making data
more accessible to a broad audience. Despite their effectiveness for human audiences, foundation
models, such as GPT-4 (Achiam et al.| [2023)), Gemini (Team et al.| |2023)), and LLaVA (Liu et al.,
2023c), face considerable challenges in automatically understanding infographic charts. The intricate
interplay between visual and textual elements, diverse layout styles, and the need for cross-modal
semantic reasoning pose significant difficulties. For example, Xie et al.|(2025) found that MLLMs
perform worse in understanding infographic charts than plain charts constructed from the same data,
largely because the imagery elements used in infographics introduce additional reasoning challenges.
Moreover, automatically generating high-quality infographic charts remains an open challenge. While
human designers can create visually diverse and semantically rich infographic charts, this process is
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time-consuming and requires expertise. Meanwhile, Al-generated charts often suffer from issues such
as low data fidelity, modest visual quality, limited diversity, and a lack of coherence across modalities.
This highlights the critical need for a comprehensive dataset of infographic charts that enables model
development in both automatic understanding and generation. However, existing efforts focus on
constructing datasets that are mostly limited to plain charts, failing to capture the diverse range of
design styles and layouts that are key characteristics of infographic charts. This limits the ability of
the trained models to generalize across different real-world applications where infographic charts are
commonly used.

To address this limitation, we build ChartGalaxy, a million-scale dataset of high-quality real and
synthetic infographic charts to facilitate automated understanding and generation. As shown in
Fig.[2} we build ChartGalaxy in two steps: 1) collecting real infographic charts; 2) programmatically
creating synthetic infographic charts. The real infographic charts are collected from 18 reputable
chart-rich websites, such as|Visual Capitalist and |Statista. The synthetic infographic charts are created
following an inductive structuring process (Schadewitz & Jachna, [2007)). Specifically, we identify
design patterns grounded in real infographic charts, including 75 chart types (e.g., bar charts), 440
chart variations that reflect different visual element styles, and 68 layout templates that define
spatial relationships among elements. Based on these patterns, we then programmatically generate
synthetic ones. The core of the generation is a human-in-the-loop pipeline that iteratively extracts and
expands layout templates from real infographic charts using a detection model trained on synthetic
infographic charts.

The final ChartGalaxy dataset includes 1,701,356 programmatically created infographic charts and
61,833 real infographic charts. It is characterized by two key features. First, the high-quality
infographic designs and associated templates from these reputable websites ensure a rich diversity in
design styles and structural complexity. Second, each infographic chart, whether real or synthetic, is
paired with its source data table, enabling a clear mapping between data and its visual representation.
Together, these make ChartGalaxy well-suited for training and evaluating LVLMs for automatic
infographic understanding and generation. We demonstrate the utility of ChartGalaxy through three
representative applications, each highlighting a distinct aspect of its value (Fig. [I). First, to evaluate
and improve the ability of foundation models to understand infographic charts, we introduce a dataset
for infographic chart understanding through the task of visual question answering (VQA). Second, to
assess the capacity of models to generate executable representations of complex visual layouts, we
present a benchmark for infographic chart code generation. Third, to explore the use of ChartGalaxy
in creative content generation, we develop an example-based infographic chart generation method.

The main contributions of our work include:

* A pipeline for programmatically creating high-quality synthetic infographic charts based on
the extracted layout templates from real designs.

* A comprehensive dataset comprising a large collection of representative and diverse real and
synthetic infographic charts paired with tabular data.

 Three applications for showcasing the utility of our dataset in infographic chart understanding,
code generation, and example-based infographic chart generation.

2 RELATED WORK

Early efforts in chart dataset construction primarily focus on building collections of plain charts
to support chart understanding and generation (Hu et al.| 2024} [Yang et al.| [2024a). These datasets
can be further categorized into three types based on their sources: synthetic datasets, web-collected
datasets, and mixed datasets. Synthetic datasets are programmatically generated, using tabular
data drawn from probability distributions (Kafle et al., 2018} [Kahou et al.| [2017)), collected from
online data sources (Hu et al.| [2024; Methani et al., 2020; |Chaudhry et al., [2020; Xu et al.l 2023}
Tang et al.| 2023 |Akhtar et al.| 2023), or simulated from large language models (Xu et al., 2023}
Xia et al.,[2024} Han et al.| 2023} |Zhao et al., |2025). While this method enables large-scale dataset
construction, the controlled generation process often results in a limited diversity of chart types
and visual styles, which reduces generalizability to more varied real-world scenarios. To improve
diversity, web-collected datasets have been introduced, which collect charts from chart-sharing
websites (Savva et al.,[2011; |Choi et al.| [2019; |[Masry et al.| 2022} |Kantharaj et al.| 2022aj; [Huang
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Figure 2: Overview of our dataset construction method.

et al.}[2025D; [Obeid & Hoquel [2020; [Kantharaj et al.,[2022b};

asry et al.,2024d), charting library
galleries such as Matplotlib (Wu et al., 2024} [Yang et al., 2024b), and publications in academic

repositories such as ArXiv (Wang et al., 2024; Hsu et al., 2021; [Zhang et al.,[2024). These datasets
capture a broader variety of human-designed chart styles, but their overall size is often limited
due to the time-consuming nature of manual verification and annotation. To overcome the scale
limitations while preserving diversity, mixed datasets are then introduced. These datasets merge
web-collected charts with synthetically generated ones in a two-step workflow: 1) collect real charts
from the internet and 2) manually synthesize additional charts that follow the same real-world design

patterns (Liu et al.| [2023aib}; Masry et al., 2023} Meng et al., 2024} Yang et al.| 2025). This hybrid

strategy ensures real-world coverage while increasing dataset size.

In contrast, infographic charts remain underrepresented in the aforementioned datasets. This creates
challenges in evaluating and developing LVLMSs’ capabilities on infographic charts
[2025)). To bridge this gap, recent efforts have focused on building specific datasets for infographic
charts. InfographicVQA makes an initial effort by searching “infographics” on the internet and
scraping 5,485 infographics (Mathew et all,[2022). More recently, ChartQAPro provides a more chal-
lenging benchmark comprising 190 infographic charts, 258 dashboards, and 893 plain charts
[2025). However, these datasets are limited in scale. Moreover, synthesizing infographic
charts is challenging, given the intricate interplay between visual and textual elements. To overcome
these limitations, we develop an automatic infographic chart generation method that synthesizes
infographic charts by leveraging the layout templates and chart variations extracted from real designs.

3 DATASET CONSTRUCTION METHOD

3.1 METHOD OVERVIEW
Fig. 2] presents an overview of our method, which includes two stages: real infographic chart
collection and synthetic infographic chart creation.

The real infographic charts are collected from two main sources. First, we gather infographics
from 18 well-known chart-rich websites that permit research use, such as and
The full list of these websites and their licenses is provided in Appendix [5} Second, to
further increase the diversity of infographic styles, we retrieve infographic charts via Google Images
and Bing Images, following prior work (Masry et al.} [2024a). We apply the platforms’ built-in license
filters to retain only images available under Creative Commons licenses. The ethical consideration in
the data collection process is further discussed in[Ethics Statement] To ensure data quality, we remove
duplicate images using [Perceptual Hashingland CLIP similarity (Radford et all,[2021]). Moreover, we
extract per-chart tabular data using LVLMs in a multi-step, human-in-the-loop verification pipeline.
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This pipeline ensures accuracy and reduces model-induced noise. Details of this verification pipeline
are discussed in Appendix [B] This results in 61,833 real infographic charts with corresponding tables.
The synthetic infographic chart creation stage follows an inductive structuring process that extracts
design patterns, such as layout templates and chart variations, from real infographic charts and then
uses these patterns to programmatically create high-quality synthetic charts. It includes three main
steps: 1) identifying chart types and their variations, 2) extracting layout templates, and 3) creating
synthetic infographic charts.

3.2 CHART TYPE AND VARIATION IDENTIFICATION

We first summarize 75 chart types observed in the collected real infographic charts, drawing on two
existing taxonomies: |Data Viz Project and |Datylon. For each chart type, we extract chart variations
featuring diverse visual styles, such as element shapes and icon placement. This results in 440 chart
variations in total. The full lists of chart types and variations are provided in Appendix [D.T|and[D.2}
We implement these chart types and variations using the expressive D3.js (Bostock et al., 2011,
which supports visual features unavailable in libraries like Matplotlib or Seaborn.

3.3 LAYOUT TEMPLATE EXTRACTION

A layout template defines the spatial relationships among the text and visual elements in infographic
charts. Example templates are illustrated in the bottom-left corner of each chart in Fig.[3] and a
concrete example in JSON format is provided in Appendix [F} We adopt a human-in-the-loop pipeline
to initialize and expand these templates from real infographic charts.

Initialization Three co-authors manually annotate the bounding boxes of the text, images, and
charts in 1,500 real infographic charts sampled from two high-quality sources: |Statista| (clean,
minimalist designs) and|Visual Capitalist|(denser and more pictorial designs). From these annotations,
we summarize an initial set of 55 layout templates that capture elements’ relative positions (e.g.,
title on the top-left, chart on the bottom-right) and pairwise overlaps (overlapping or not).

Expansion To ensure the coverage and diversity of templates, we build a detection model to analyze
the unlabeled real infographic charts in ChartGalaxy and expand the layout template set. Using the
initial templates, we programmatically create 120,000 synthetic infographic charts (Sec.[3.4), each
with annotated bounding boxes. We then develop a detection model by fine-tuning Internlmage (Wang
et al.,[2023)) along with the DINO (Zhang et al.|[2023)) detector on these synthetic charts. We use this
model to detect chart and image regions (Zhu et al.,|2025al) and use PP-OCRv4|to extract text. We
then compare the detected layouts with the existing templates using LTSim (Otant et al., [2024)), a
state-of-the-art method for measuring layout similarity. Layouts with low similarity scores are flagged
as potential new templates. Next, we cluster these layouts using k-means (k = 50) and manually
examine the cluster centroids to identify distinct layouts. This process yields 13 additional layout
templates, expanding the set to 68 templates in total. The full list is provided in Appendix [F}

3.4 TEMPLATE-BASED INFOGRAPHIC CHART CREATION

The creation process involves three steps: 1) curating data tables; 2) generating/recommending
elements based on the data table; and 3) optimizing the layout based on the selected template. Fig.
shows six examples of the synthetic charts. More examples are provided in Appendix [G]

Tabular data curation To enhance data diversity for chart generation, we build a rich repository of
real and synthetic tabular data. For real data, we collect 200,085 tables from well-established sources,
including VizNet (Hu et al.,|2019),|UN data, Our World in Data, and Papers with Codel For synthetic
data, we generate 98,483 tables with Gemini-2.0-Flash following Han et al.|(2023). To facilitate
downstream processing, we also complement each table with a topic (e.g., “NBA play-offs”) extracted
by Gemini-2.0-Flash and several data facts (e.g., trends, comparisons) following Wang et al.|(2020).

Element generation/recommendation For each data table, we generate/recommend key elements
of the infographic chart, including 1) text, 2) image, and 3) chart.

Text. The title and subtitle are generated using a retrieval-augmented prompting strategy. Specifically,
we use Sentence-BERT (Reimers & Gurevych, |2019) to retrieve the three most relevant real info-
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Figure 3: Examples of synthetic infographic charts in ChartGalaxy. The bottom-left illustration on
each infographic chart shows the corresponding layout template.

graphic charts according to the data topic and data fact. Using them as in-context references, we
prompt Gemini-2.0-Flash to generate the title and subtitle aligned with the data table.

Image. To recommend images for infographic charts, we build a repository and retrieve semantically
relevant images from it using the associated data tables. Images are collected from publicly available
icon resources such as Icon645 (Lu et al.,[2021)) andNoun Project. We apply heuristic filters to remove
low-quality images, excluding those with low ink ratios, poor resolution, or extreme aspect ratios.
Using Gemini-2.0-Flash, we then generate descriptive keywords and captions for each image that
depict its content and visual style. Images that are overly literal, visually cluttered, or lack symbolic
clarity are discarded. This process results in a curated repository of 681,459 images. To retrieve
relevant images for each infographic chart, we compute the similarity between the image keywords
and the generated chart title using Sentence-BERT embeddings (Reimers & Gurevych, [2019).

Chart. Chart generation proceeds in two steps: selecting a suitable chart type and rendering with a
specific chart variation. First, based on the attributes (e.g., categorical, numerical) and characteristics
(e.g., scales) of the given data table, we identify candidate chart types following the predefined
data-to-chart mapping rules. For example, a data table with one categorical column and two
numerical columns may be mapped to a scatter plot. When multiple chart types are suitable, we
prompt Gemini-2.0-Flash to select the optimal one, considering data types, value distributions,
and temporal patterns 2018). A full list of mapping rules and prompts is provided
in Appendix |[El Next, we choose a specific variation under the selected chart type using adaptive
sampling (Goodfellow et al.,[2016)) that favors underrepresented variations to maintain distributional
balance. For variations requiring additional images (e.g., Fig.[3[a)), we retrieve the relevant ones
from our curated image repository. Finally, we apply semantically resonant color palettes for chart
rendering based on the generated chart titles and subtitles. These palettes are extracted from the
collected real infographic charts 2024). If a selected palette contains fewer colors than
required, we supplement additional harmonic and discriminable colors [2025).

Layout optimization Previous research has shown that a compact layout with appropriate white
space enhances both visual appeal and data clarity (Coursaris & Kripintris, [2012). Consequently,
we aim to select the template with the highest ink ratios while preserving readability. To this end,
we first filter out templates that are incompatible with the generated elements (e.g., unintended
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overlaps between elements). For each remaining template ¢, we treat its spatial relationships as
hard constraints during optimization. We begin by initializing element positions through rejection
sampling, repeatedly drawing random candidate layouts and retaining only those that satisfy the
spatial relationships specified by the template. This provides a structurally coherent starting point.
Next, we refine the layout by adjusting element positions and sizes to reduce unnecessary white space,
while preserving all template-specified constraints. We measure white space using the ink ratio and
select the optimized result £ with the highest ink ratio as the final layout.

max | Ui el /| f(Uses)l, st. g(&,t)=1; d(0e;,0e;) > p, Vi#j. (1)

Here, ¢; is the pixel set of an element, f(e) denotes the pixel set within the tight-fitting bounding
box of e, £ is the set of elements, and g(&, t) is the indicator function that equals 1 if £ satisfies the
spatial relationships specified by the template ¢. We enforce that a minimum pairwise distance d
between element contours Je; and Je; is larger than a given threshold p. This layout optimization is
formulated as a constrained packing problem and solved by grid search (Lodi et al., [1999).

3.5 DATA STATISTICS

ChartGalaxy contains 1,701,356 programmatically generated infographic charts and 61,833 real ones,
covering 75 chart types, 440 chart variations, and 68 layout templates. Each infographic chart in the
dataset is associated with tabular data, providing rich supervision for training and evaluation tasks.
Among the 75 chart types, the most frequently occurring ones are horizontal bar charts (11.7%),
vertical bar charts (4.9%), and scatterplots (3.5%). Each chart type has up to 27 variations, capturing a
wide range of styles in element shapes, icon placement, and rendering effects. We observe differences
in the frequency of template usage. For example, the template in Fig. [3[f) is the most common in the
synthetic charts (6.9%). Differences in template usage are influenced by each template’s structural
flexibility, compatibility with chart types, and prevalence in real-world use cases. For more analysis
on our dataset, please refer to Appendix [C]

4 EXPERIMENTS

4.1 INSTRUCTION DATASET FOR INFOGRAPHIC CHART UNDERSTANDING

In this experiment, we construct an instruction dataset with ChartGalaxy to enhance model capabilities
on infographic chart understanding. We validate its usefulness by fine-tuning two open-source LVLMs,
demonstrating improvements on both public benchmarks and our independent evaluation set.

Dataset construction To improve LVLMs’ data comprehension and visual understanding of info-
graphic charts, we construct an instruction dataset comprising 443,455 question-answer pairs based
on 70,248 charts sampled from ChartGalaxy, ensuring balanced coverage of diverse chart types
for better fine-tuning performance. The questions are classified into three types: 1) Text-based
reasoning. We incorporate well-established question types from prior work, including open-form
questions (Masry et al.,|2025)) and template-based questions (Meng et al., [2024)). These questions
cover data identification (DI), data comparison (DC), data extraction with condition (DEC), and fact
checking (FC). 2) Visual-element-based reasoning. We extend beyond purely text-based reasoning
questions by incorporating visual elements from charts, such as icons (e.g., “What was the wine
export value of { ) in 2024?”). These questions require models to associate visual elements with
their corresponding data values, thus testing their ability to conduct more complex cross-modal
reasoning (Xie et al., [2025). 3) Visual understanding. This type includes style detection (SD),
visual encoding analysis (VEA, e.g., “What data dimension is encoded using different colors in this
infographic chart?”), and chart classification (CC). The three types of questions evaluate a model’s
ability to interpret visual elements and underlying structural representations of the data. Detailed
prompts and methods for generating question-answer pairs are provided in Appendix [[.I] Moreover,
we construct an independent, human-verified evaluation set containing 2,176 synthetic charts with
4,975 question-answer pairs. We focus on synthetic charts here, as they provide bounding-box
annotations that enable visual-element-based reasoning questions.

Experimental setup We fine-tune two representative open-source LVLMs, InternVL3-8B (Zhu
et al.}[2025b) and Qwen2.5-VL-7B (Bai et al.|[2025)). Training details are reported in Appendix
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Our evaluation benchmark consists of two parts: 1) public benchmarks including Infograph-
icVQA (Mathew et al., [2022)), which focuses on general infographics with only a subset being
infographic charts, and ChartQAPro (Masry et al.,[2025)), which covers various chart types; and 2)
the aforementioned independent evaluation set of 2,176 charts with 4,975 question-answer pairs
specifically targeting infographic charts. For the evaluation metrics, we follow previous work on chart
question answering (Masry et al., |2025), using relaxed accuracy with a 5% margin for numerical
answers, ANLS for textual answers, and exact matching for multiple-choice questions.

Results and analysis Tables[I]and [2] show the evaluation
results on the public benchmarks and our evaluation set.
After fine-tuning with ChartGalaxy, both models demon-
strate improved performance gains across all question types.
On the public benchmarks (Table[I), InternVL3 improves
performance by 3.80% on InfographicVQA and 5.98% on
ChartQAPro, while Qwen2.5-VL shows a 4.44% gain on
InfographicVQA and a 3.59% improvement on ChartQAPro.
On our evaluation set (Table[2)), both models show consistent

Table 1: Performance on public bench-
marks w/ and w/o ChartGalaxy.

Model InfographicVQA  ChartQAPro
InternVL3-8B 76.19 38.15

+ ChartGalaxy 79.99 44.13
(+) (+3.80) (+5.98)
Qwen2.5-VL-7B 78.59 37.97

+ ChartGalaxy 83.03 41.56

+) (+4.44) (+3.59)

improvements across all question types, with overall gains of +26.87% for InternVL3 and +23.85%
for Qwen2.5-VL. The most notable improvements are observed in the visual understanding questions,
with increases of up to +60.49% for style detection and +40.78% for visual encoding analysis. These
results indicate that existing pre-training routines may underrepresent questions involving chart
visual styles and data encoding, an area our dataset helps to supplement. Performance also improves
across the text-based and visual-element-based reasoning questions. Qwen2.5-VL performs well
on text-based reasoning, while InternVL3 shows relatively stronger gains on visual-element-based
reasoning. Additional results, including ablation studies on real/synthetic charts and evaluation on a
smaller model (Qwen2.5-VL-3B), are provided in Appendix

Table 2: Performance on our independent evaluation set w/ and w/o ChartGalaxy.

Text-Based Reasoning Visual-Element-Based Reasoning Visual Understanding
Model DI DC DEC FC DI DC DEC FC ) VEA  cc  Ovenll
InternVL3-8B 85.36 55.24 51.66 75.80 33.32 18.91 37.62 61.58 30.56 50.57 73.03 53.20
+ ChartGalaxy 91.67 74.39 75.14 89.26 69.12 42.79 58.57 80.23 91.05 91.35 99.39 80.07
+) (+6.31)  (+19.15) (+23.48) (+13.46) (+35.80) (423.88) (+20.95) (+18.65) (+60.49) (+40.78) (+26.36) (+26.87)
Qwen2.5-VL-7B  87.45 66.32 64.44 78.53 40.76 30.65 46.00 53.95 28.70 50.08 70.91 56.50
+ ChartGalaxy 93.28 80.98 86.31 87.34 66.15 39.80 72.38 79.38 87.65 90.86 98.18 80.35
+) (+5.83)  (+14.66) (+21.87) (+8.81) (+25.39) (+9.15) (+26.38) (+25.43) (+58.95) (+40.78) (+27.27) (+23.85)

4.2 BENCHMARKING INFOGRAPHIC CHART CODE GENERATION

This experiment presents a benchmark to assess LVLMs’ code generation for infographic charts.

Benchmark construction The benchmark is designed to evaluate the Direct Mimic task (Yang
et al.}|2025), where an LVLM is prompted to generate the D3.js code for a given infographic chart
image. Due to variation in coding styles and implementation strategies (Si et al.l [2025)), directly
comparing code quality is challenging. Therefore, we evaluate the rendered output instead of the code
itself. Specifically, we render the output as both an SVG and a PNG: the SVG enables fine-grained
analysis, as it contains precise information about visual and textual elements (e.g., positions, colors),
while the PNG supports direct visual comparison. To support this task, we randomly sampled 500
synthetic infographic charts, with explicit coverage of all chart types, variations, and layout templates.
Each chart is paired with a ground-truth triplet: a PNG image, an SVG, and the corresponding tabular

data. Benchmark details are provided in Appendix[H.2]

Following previous benchmarks (Si et al.| 2025} Yang et al.|[2025)), we measure the similarity between
the ground-truth chart and the one rendered by the generated code at two levels: a high-level score
(overall visual similarity judged by GPT-40 with the PNG images) and a low-level score (average
similarity across fine-grained SVG elements). To compute the low-level score, we parse the SVG
elements from the rendered chart and the ground-truth one and match them based on attributes such
as tag types and positions. This matching is formulated as a linear assignment problem and solved
using the Jonker-Volgenant algorithm (Crouse} 2016; Si et al.| 2025} |Chen et al.| 2024). Based on the
matching results, we compute a low-level score by averaging six metrics: area, text, image, color,
position, and size. The area metric captures the ratio of matched element area to the total element area.
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Table 3: Performance comparison of 17 LVLMs on our proposed code generation benchmark,
reporting the code execution success rate (Exec. Rate), low-level, high-level, and overall scores.

| Exec. | Low-Level | High-Level | o

Model Rat — - verall
| R | Area Text Image Color Position Size Avg.| GPT-4o |
Proprietary
Gemini-2.5-Pro 100.00 | 90.72 95.69 86.37 87.67 89.23 69.05 86.45 83.97 85.21
GPT-4.1 100.00 {90.58 91.58 86.53 87.52 87.13 55.61 83.16 76.84 80.00
Claude-3.7-Sonnet 100.00 | 88.96 92.39 77.90 84.78 87.57 67.29 83.15 76.66 79.91
GPT-4.1-mini 99.60 |88.21 88.31 79.32 86.43 85.61 62.85 81.79 77.59 79.69
OpenAl-04-mini 98.80 [83.13 79.26 67.53 83.93 84.95 64.07 77.14 74.79 75.97
Gemini-2.5-Flash 96.40 |84.52 87.02 73.21 77.81 83.01 62.29 77.98 73.12 75.55
OpenAl-ol 97.20 | 85.01 78.07 80.28 81.70 82.35 60.76 78.03 71.35 74.69
OpenAl-03 92.40 | 83.84 82.43 72.15 78.79 81.63 63.44 77.05 71.38 74.22
GPT-40 99.00 | 74.86 63.54 34.12 76.60 80.12 56.27 64.25 67.10 65.67
GPT-4.1-nano 100.00 | 74.97 59.94 36.06 69.26 75.10 47.69 60.50 59.62 60.06

Doubao-1.5-Vision-Pro | 97.20 |59.05 48.08 36.63 60.09 66.02 40.00 51.65 42.58 47.11
Moonshot-v1-Vision 95.20 [60.86 45.54 33.68 60.86 63.33 39.81 50.68 38.11 44.39

Open-Source
Llama-4-Maverick-17B | 99.60 |76.59 56.37 59.24 69.59 75.39 49.87 64.51 58.06 61.29

Qwen2.5-VL-72B 92.60 |73.50 63.22 49.33 65.06 73.14 4753 61.96| 52.21 57.09
InternVL3-78B 95.60 |73.36 47.98 62.19 65.76 70.35 43.74 60.56| 49.58 55.07
Llama-4-Scout-17B 98.20 |71.08 51.81 4527 63.48 69.95 4228 57.31 46.50 51.91
Qwen2.5-VL-32B 81.60 [60.37 49.37 28.19 5437 61.37 37.60 48.55| 44.42 46.48

The text and image metrics assess the similarity of generated text and image elements, respectively.
The color, position, and size metrics evaluate visual consistency in these attributes among matched
elements. Details of the evaluation metrics are provided in Appendix [H.2] Following [Yang et al.
(2025), we also calculate the overall score as the average of the high-level and low-level scores,
ranging from O to 100. Notably, if the code fails to render the chart, both scores are set to 0.

Experimental setup We benchmark 17 widely used LVLMs, including 12 proprietary ones and 5
open-source ones, as shown in Table[3] Model configurations and detailed prompts are provided in

Appendix [H.2]and [[.2] respectively.

Results and analysis Table[3|presents the results of the 17 LVLMs on our benchmark. We highlight
key findings below. First, among proprietary models, Gemini-2.5-Pro achieves the highest overall
score of 85.21. Among open-source models, Llama-4-Maverick-17B performs the best with a score
of 61.29, outperforming the proprietary GPT-4.1-nano (60.06). However, it still lags behind top-
performing proprietary models. Within the GPT-4.1 series, GPT-4.1 and GPT-4.1-mini achieve nearly
identical overall scores (80.00 vs. 79.69). However, GPT-4.1 consistently outperforms GPT-4.1-mini
across all individual low-level metrics, except the size metric, where it scores notably lower (55.61
vs. 62.85). This drop suggests that GPT-4.1 may struggle to preserve element size accurately, highlight-
ing the need for further investigation. Additional results and analysis are provided in Appendix

4.3 EXAMPLE-BASED INFOGRAPHIC CHART GENERATION

This experiment demonstrates how ChartGalaxy can be used to support the generation of infographic
charts through layout and style adaptation.

Method We develop an example-based method that transforms user-provided tabular data into an
infographic chart, aligning with the layout and visual style of a given example infographic chart.
This example is either provided by the user or automatically retrieved from the ChartGalaxy dataset
by selecting the chart most relevant to the user-provided tabular data and its column descriptions.
The key feature of this method is its ability to generate visually coherent infographic charts by
reusing the layout of well-designed examples and leveraging powerful detection and vision-language
models. To enable this capability, we first use the detection model described in Sec. [3.3]to detect key
elements (e.g., icons, text blocks) in the example infographic chart. We then generate/recommend
new elements from the provided tabular data (Sec. [3.4), initialize their layout using the extracted
positional information from the example, and refine the arrangement through the layout optimization

module (Sec.3.4).
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Figure 4: Three examples of infographic charts used in Sec.[#.3] In each example, A is the reference
chart, B and C are generated by GPT-Image-1 and our method, respectively, using the same data.

Table 4: Performance comparison between our method and GPT-Image-1 (Mean, [95% CI]).
Method | Fidelity Aesthetics Creativity

Ours 4.63,[4.51,4.75] 4.14,[3.95,4.33] 3.95,[3.77,4.13]
GPT-Image-1|2.10, [1.71, 2.50] 2.90, [2.48, 3.33] 2.65, [2.28, 3.03]

User study setup We conducted a user study with 16 experts in design or visualization to evaluate
the quality of the generated infographic charts using our method and [GPT-Image-1| a state-of-the-art
image generation model. The evaluation focused on three key metrics: fidelity (how accurately
the data is represented), aesthetics (how appealing the infographic chart is), and creativity (how
innovative the design is). Experts were asked to rate 30 pairs of infographic charts generated by
our method and GPT-Image-1 based on the same tabular data and reference infographic chart, using a
five-point Likert scale (1=poor, 5=excellent) for each metric. Fig. ] shows examples of the generated
infographic charts and the reference. The prompt used for GPT-Image-1 is provided in Appendix [[.3]

Results and analysis Table[dshows that our method significantly outperforms GPT-Image-1 across
all three metrics based on the Wilcoxon signed-rank test on the user rating data (p < 0.01): fidelity
(average: 4.63 vs. 2.10), aesthetics (4.14 vs. 2.90), and creativity (3.95 vs. 2.65). Particularly, our
method achieves high fidelity by accurately representing data through carefully implemented chart
variations. Some scores are slightly lower due to expert preferences for alternative chart types in
certain cases. In contrast, GPT-Image-1 often exhibits serious fidelity-related issues, such as incorrect
labels, disproportionate representations, and mismatched data elements. In terms of aesthetics and
creativity, our method benefits from accurately extracting layout templates from reference infographic
charts and supporting a wider variety of chart types beyond basic chart types, such as bar charts
and line charts. By comparison, GPT-Image-1 tends to use basic chart types with limited variations,
leading to outputs that are visually simple and monotonous. The detailed analysis is provided in

Appendix [H.3]
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5 CONCLUSION

We echo the growing interest in multimodal understanding and generation in LVLMs by introducing
ChartGalaxy, a million-scale, high-quality dataset of 61,833 real and 1,701,356 synthetic infographic
charts. Grounded in real designs, our structured synthesis pipeline enables the scalable creation of
diverse infographic charts. By providing aligned data-chart pairs, extracted layout templates, and
three representative applications, we aim to advance the development of foundation models capable
of interpreting, reasoning, and generating complex infographic charts.

At the same time, we acknowledge that the current ChartGalaxy dataset primarily focuses on single-
chart infographics, limiting its ability to capture the complexity of multi-chart narratives. As a result,
future work should explore the generation and analysis of multi-chart infographics, which emphasize
storytelling through coordinated visual elements. Additionally, enriching the interplay between text
and visuals could further enhance models’ capacity for nuanced multimodal understanding.

ETHICS STATEMENT

We strictly comply with the terms of use of the original sources and standard research ethics in
dataset construction and evaluation. 1. Real infographic charts. We only collect infographic charts
from sources that explicitly permit research use: i) 18 chart-rich websites (e.g., Visual Capitalist,
Statista), each of which provides clear copyright or license terms (see Table[5)); ii) Google Images
and Bing Images, where we apply built-in license filters to retain only charts explicitly marked under
Creative Commons licenses. To further reduce copyright risks, we release only the URLs of real
charts, following prior work (Masry et al., 2024a; Schuhmann et al.,[2022). 2. Synthetic infographic
charts. The synthetic infographic charts are generated using resources that are permitted for academic
use, including tabular data from openly licensed repositories: [UN datal (Public domain), Our World
in Datal (CC BY), VizNet (Hu et al., 2019) (CC BY-NC-SA), and [Papers with Code| (CC BY-SA);
as well as images from publicly available resources with explicit reuse permissions: Icon645 (Lu
et al.| 2021)) (CC BY-NC-SA), Flaticon| (Royalty-Free License), Iconshock| (Royalty-Free License),
Heroicons| (MIT License), and (Google Material Icons|(Apache License 2.0). 3. Sensitive content.
To mitigate the risk of exposing sensitive and personal content, we ensure that all real infographic
charts, tabular data, and image resources are sourced exclusively from reputable public platforms or
collected via search engines with built-in safe-search functionality, both of which generally employ
safeguards. We further applied Gemini-2.0-Flash filtering to exclude sensitive topics such as religious
conflicts and individually identifiable medical records. 4. Human subjects. The user study (Sec.
was approved by the Institutional Review Board of the first author’s university. Each participant was
compensated with 30 USD for their participation. The study did not involve exposure to emotionally
charged, political, or misleading content. Participants were shown infographic charts on neutral
topics (e.g., bird population growth, energy sources) and asked to evaluate their quality. No sensitive
or personally identifiable data was collected during the study. Participants were fully informed of
their rights and were free to withdraw at any time.
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A  DATA SOURCES AND USE POLICY

ChartGalaxy contains only URLSs and associated metadata, which link to content hosted on the chart-
rich websites listed in Table [5]and other sources that explicitly permit research use. No copyrighted
images or other content from the source websites are redistributed. Users are fully responsible for
ensuring that their use of the content, accessed via these URLs, complies with the copyright terms
and conditions of the original source websites.

Table 5: Chart-rich websites and their licenses.

Name URL License
Statista statista.com CC BY-NC
Visual Capitalist visualcapitalist.com Customized
World Statistics world-statistics.org CCBY
Our World in Data ourworldindata.org CCBY
OECD oecd.org CC BY
Openverse openverse.org CC
The Conversation theconversation.com CC BY-ND
Kaiser Family Foundation kff.org CC BY-NC-ND
Office for National Statistics ons.gov.uk OGL
Information is Beautiful informationisbeautiful.net Customized
Pew Research Center pewresearch.org Customized
MarketingCharts marketingcharts.com Customized
Chit Chart chitchart.com Customized
World Economic Forum weforum.org Customized
Wikimedia wikimediafoundation.org Customized
hikaku-sitatter hikaku-sitatter.com Customized
Eurostat ec.europa.eu Customized
European Parliament europarl.europa.eu Customized

B PIPELINE FOR DATA TABLE EXTRACTION

For real infographic charts, we extract a per-chart data table using LVLMs in a multi-step verification
pipeline, where humans are involved in resolving inconsistent tabular results. Specifically, we first
run Gemini-2.0-Flash and GPT-40-mini in parallel and retain tables where both models produce
consistent outputs. Two tables are considered consistent if they have 1) the same number of data
points, 2) identical column names and categorical values, and 3) numerical values differing by no
more than 5%. The threshold of 5% is set by following the common practices (Methani et al., 2020;
Masry et al.| 2022} [2025)). If the two tables are consistent but not exactly matched, we randomly
select one for use. We also reviewed 200 randomly selected exact matches and found that all of them
were correct. In contrast, if the two tables are inconsistent, we perform an additional verification step
where GPT-40 also extracts a table. If GPT-40’s output agrees with either of the models, we accept
it. Otherwise, trained annotators from the service provider verify and correct the table. The success
rates of this pipeline are:

* 43.6% of charts are accepted directly when GPT-40-mini and Gemini-2.0-Flash agree.

* Among the remaining 56.4%, GPT-40 resolves 76.2% of the inconsistencies, resulting in 86.6%
of charts being automatically processed by LVLMs.

* The remaining 13.4% are manually verified and corrected.

This pipeline greatly reduces the need for manual annotation while ensuring reliable outputs.
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C DATASET DIVERSITY

Geographic diversity We evaluated the geographic diversity of the whole dataset using Gemini-
2.5-Flash to extract country and region references based on the UN geoscheme. Infographic charts
with geographic information account for 59.4% of the total, with the most frequently referenced
regions being North America (33.0%), Europe (23.1%), Asia (19.3%), and Africa (10.6%). While the
dataset spans a broad range of regions, there is a moderate skew toward North America and Europe,
reflecting the distribution of original sources (e.g., Visual Capitalist, Statista).

Domain diversity Likewise, we analyzed domain diversity in our dataset by prompting Gemini-
2.5-Flash to assign each chart a topic based on the IPTC Media Topics| taxonomy, a widely used
hierarchical ontology for classifying news content. The result shows that the infographic charts
in ChartGalaxy span 16 out of 17 top-level categories (excluding a sensitive category on religion
conflict) and 99 out of 120 topics defined in the taxonomy. The most frequently occurring topics
include public health (7.3%), business enterprise (6.0%), and environmental conservation (3.9%).
These findings indicate that our dataset captures a wide and balanced distribution of real-world
domains.

Linguistic diversity Following ChartQAPro (Masry et al., [2025)), we measured linguistic diversity
using the average pairwise cosine distance between Sentence-BERT embeddings extracted by the
all-MiniLM-L6-v2 model (Reimers & Gurevych,|2019). Our dataset achieves a linguistic diversity
score of 0.8754, higher than ChartQAPro (Masry et al., 2025)) (0.8439) and Chartxiv (Wang et al.,
2024) (0.7831). This result indicates that ChartGalaxy exhibits greater linguistic diversity than
existing datasets. The real infographic charts predominantly use English, with additional content in
languages such as Spanish, German, and French, reflecting the linguistic diversity of online data. All
synthetic data in our dataset is in English, which can be easily translated into other languages upon
request, offering flexibility to meet users’ diverse linguistic needs.

Representativeness of synthetic infographic charts To evaluate the distributional alignment of
our synthetic infographic charts with real infographic charts, we conducted an additional quantitative
analysis. Specifically, we extracted DreamSim (Fu et al.| 2023) features (dimension = 1792) from
both real and synthetic infographics, applied UMAP for projection with n_neighbors = 100, and
measured grid-based coverage over a 20x20 spatial grid. We define coverage as the percentage of
grid cells occupied by real infographic charts that are also covered by synthetic ones. The result
shows that our synthetic charts cover 97.62% of the feature space occupied by real infographic charts,
demonstrating that our synthetic infographics are highly representative of real infographics.

D CHART TYPES AND VARIATIONS

We provide a full list of 75 chart types and 440 chart variations.

D.1 CHART TYPES

We summarize chart types observed in the collected real infographic charts, drawing on two existing
taxonomies: |Data Viz Project|and |Datylonl The diversity of chart types ensures that our synthetic
infographic charts can adapt to a wider range of scenarios and data representations, making them
valuable for model training and evaluation. The full list of 75 chart types is in Figs. [5}20]

D.2 CHART VARIATIONS
For each chart type, we include multiple stylistic variations, designed along the following dimensions:

* Element shapes, such as rounded bars and curved bars.

¢ Icon placement, such as positioned above data elements and beside labels.
* Rendering effects, such as hand-drawn style and 3D style.

* Element alignment, such as center-aligned layout and edge-aligned layout.

* Gridline and axis design, ranging from minimalist to detailed ticks and axes.
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These variations were observed from real-world infographics and verified by design experts, who
also added complementary styles to ensure coverage and diversity. This results in a variation space
that reflects real-world design patterns and supports diverse chart generation. We provide illustrations
of the variations under each chart type (Figs. [SH20).

19



Under review as a conference paper at ICLR 2026

1026
1027
1028
1029

(1] (2] (3]
4 4 4

1030
1031 3 3 3 3
1032 2 2 2 2
1033
1034 1 1 1 1
1035

A B C D A B C D A B C D

1036 A B C D
1037 Plain chart #1 Plain chart #2 Plain chart #3 Plain chart #4

1038 )

1039
o D
4
B

(5] (6] (7]
4 4
1040 . ,
1041 o
2

1042 2 2
1043

1 1
1044
1045

A B C D A B c D
1047 Plain chart #5 3D style #1 3D style #2 Replace bars with pictograms

1046
(2 variations)
1048 o)

1049
1050 3
1051
1052
1053
1054

1055 (e ) v J e ey i1 F
A B C D B C D A B C A B C D

1056 Add icons next to the labels Add icons to the bars Hand-drawn style Add grid lines and Y-axis
1057 (6 variations) (4 variations) (4 variations) (4 variations)

Type 1: Vertical Bar Chart (with 27 variations)

4
-
=

1058 Type 2: Vertical Stacked Bar Chart (with 10 variations)
1059

1060 o e © 4
1061
1062 3
1063 )
1064
1065 !
1066
A B C D A B C D A B C D

@000

1068 Plain chart #1 Plain chart #2 3D style Add icons next to the labels

(3 variations)
1069 e 6
1070
1071
1072
1073
1074
1075
1076
1077

A B C D A B C D
Add grid lines and Y-axis Hand-drawn style
1078 (2 variations) (2 variations)

1079
Figure 5: 75 chart types and 440 chart variations (Part 1).

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2026

Type 3: Vertical Grouped Bar Chart (with 24 variations)
(1) y (2] (3] o

-

.

-
-

A B A B A B A B
Plain chart #1 Plain chart #2 Plain chart #3 Plain chart #4

(]
()

4
3
3
2
2
1
1 |'
A B A B B
Hand-drawn style Add icons next to the labels
2.5D style 3D style (4 variations) (6 variations)
(9] (10]
4 .
4
3
3
2
2
1
= = I
o-
A B A B
Add icons to the bars Add grid lines and Y-axis
(4 variations) (4 variations)

Type 4: Horizontal Bar Chart (with 27 variations)

(1) (2]

A 1 A 1

B 2 B 2

C 3 C 3

D 4 D 4
Plain chart #1 Plain chart #2 Plain chart #3 Plain chart #4

(8]
ABR
g BEBEA )

c eEsEEBm;

p INEEEEEEER

. Replace bars with pictograms
Plain chart #5 Plain chart #6 Plain chart #7 (2 variations)

Figure 6: 75 chart types and 440 chart variations (Part 2).

21



Under review as a conference paper at ICLR 2026

1134
1135 ©

1136 A@ 1
1137

1138 5@ 2
1139 C@ 3

1140
1141 0@ 4

1142

1143 Add icons next to the labels Add icons to the bars Hand-drawn style Add grid lines and X-axis
(7 variations) (5 variations) (3 variations) (3 variations)

2 3 4

1144
1145 Type 5: Horizontal Stacked Bar Chart (with 10 variations)
1146 o 2}
1147

1148 A A
1149 B
1150

1151 ¢
1152

1153

1154 Plain chart #1 Plain chart #2 Add icons next to the labels Add grid lines and X-axis
1155 (2 variations) (2 variations)

1156
1157
1158
1159
1160
1161
1162
1163 Hand-drawn style
1164 (4 variations)

1165
1166 Type 6: Horizontal Grouped Bar Chart (with 14 variations)

1167 (3] 4]

(1] (2]
1168 A.1 2 A.1 2 A@.

1 2 3 4

1169

1
] - __k
1170

1171
O DN O DY 0O BN §
173 I GED: N
1174
1175 Plain chart #1 Plain chart #2 Add icons next to the labels Add icons to the bars
(2 variations) (2 variations)

1176
1177
1178
1179
1180
1181
1182
1183
1184

Hand-drawn style Add grid lines and X-axis
1185 (4 variations) (4 variations)
1186

1187 Figure 7: 75 chart types and 440 chart variations (Part 3).

1 2 3 4

22



1188
1189
1190
1191

1192
1193
1194
1195
1196
1197
1198
1199
1200
1201

1202
1203
1204
1205
1206
1207
1208
1209
1210
1211

1212
1213
1214
1215
1216
1217
1218
1219
1220
1221

1222
1223
1224
1225
1226
1227
1228
1229
1230
1231

1232
1233
1234
1235
1236
1237
1238
1239
1240
1241

Under review as a conference paper at ICLR 2026

Type 7: Radial Bar Chart (with 6 variations)

(1] u (2] ) (3} u (4) u
D D D @
[ c c
B B B @
b) 9 b))
Plain chart #1 Plain chart #2 Add icons next to the labels Add icons to the end of the bars
(2 variations) (2 variations)

Type 8: Radial Stacked Bar Chart (with 3 variations)

(1] (2] (3)

0 0 0

D D D

c c c

B B B

A A® A

@
Q&
Plain chart #1 Add icons next to the labels Add icons to the end of the bars

Type 9: Radial Grouped Bar Chart (with 6 variations)

DJ

Plain chart #1 Plain chart #2 Plain chart #3 Add icons next to the labels
(3 variations)

Type 10: Circular Bar Chart (with 7 variations)

0 o \\I 3
~“ 'A S\\

‘ N
//,'.

S

g

Ty

Add icons on top of bars

Plain chart #1 Plain chart #2 (2 variations) Ha(r;d‘;grriz;z:nsst)yle
Type 11: Circular Stacked Bar Chart Type 12: Circular Grouped Bar Chart
(with 2 variations) (with 2 variations)

(1]

. R 9@‘@
D"‘C%B @"?'@

Plain chart Add icons

Plain chart #1 Add icons

Figure 8: 75 chart types and 440 chart variations (Part 4).

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2026

Type 13: Pictorial Percentage Bar Chart (with 1 variation)

1 2 3 4
.“.lnlw
Plain chart #1

Type 14: Histogram (with 3 variations)

(3]
8
70
6 ®0
5000
410000
300000
2000000
10000000
i) eeeeo0oeee
00’ o 02 o3 (3 o 02 03 oo’ or’ 02 03
Plain chart #1 Hand-drawn style Replace bar with circles
Type 15: Lollipop Chart (with 4 variations)
(1] (2] (3]
_ ¢ AR )
3 c
H 3
2
B B
_o , 2
A A
___‘. 0 ._-@)1
A B c D
0 1 2 3 4 0 1 2 3 4
Plain chart #1 Plain chart #2 Add icons to lollipops
(2 variations)
Type 16: Dot Chart (with 3 variations)
(1) (2]
A (] A ® A® ©
B [ ] B () B@® [ ]
c ° ) c @ @ c® o °
D [} D ® D@ [}
0 1 2 3 4 5 6 0 1 2 3 4 5 6 0 1 2 3 4 5 6
Plain chart #1 Replace dots with icons Add icons next to the labels

Figure 9: 75 chart types and 440 chart variations (Part 5).

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2026

Type 17: Diverging Bar Chart (with 26 variations)
(3] o

1. A I1 1. A I1
2- B -2 2. B .2
T
Plain chart #1 Plain chart #2 Plain chart #3 Plain chart #4

(5] 6 o .
a b T R
T 1 R 1Y T
L [ EREETETTE
G - D+ o « G

Hand-drawn style Add icons next to the labels
(5 variations) (6 variations)

Plain chart #5 Plain chart #6

T2 0 2 4
Add icons to the bars Add grid lines and X-axis
(5 variations) (4 variations)

Type 18: Vertical Bar Chart With Circle (with 10 variations)

o (2] . (3]
: c0@o
4
3

4
2

2 2
1 1

A B c D A B C D :
ce@eo °0@0 900GC
A B C D
Plain chart #1 Plain chart #2 Add icons next to the labels Add icons to the bars
(2 variations) (2 variations)

(5]

@ ) ()
T )<

Hand—drawﬁ/style
(4 variations)

Figure 10: 75 chart types and 440 chart variations (Part 6).

25



Under review as a conference paper at ICLR 2026

>

>

@
w
N
N

2

o

S

(o]
w
0
w
IR
(@]
w
(45

1@

o
o

~lme

c b
@ 0
(=}

1

~ i e
~ [l - ©
=~

2

= I o -
< 1000 T =
~ 00 0 0>
«® 0 0O-
< Il - ©

= [N o > @

Plain chart #1 Plain chart #2 Add icons next to the labels

1350
1351
1352
1353
1354
1355 Type 19: Horizontal Bar Chart With Circle (with 10 variations)
1356 (1) (2] (3] (4]
1357
s @ A8 o ~ON
1359 @ - 2 ® Ok
1360 5 .
1361
o 4@ o <@ o®
1363 Plain chart #1 Plain chart #2 Add icons Hand-drawn style
1364 (4 variations) (4 variations)
1365 Type 20: Vertical Dot Bar Chart (with 3 variations)
(1) (2] (3]

1366
1367
1368
1369
1370
1371
1372
1373 Type 21: Horizontal Dot Bar Chart (with 3 variations)
1374 o 24 ©
I Al NN s A@ @ @ @ 4O~ [Inmn nnmm -
1376 B 0000000 10m s 8@ © © 3 ©s I nm -
1377 TR c® O > ®c 1 =
e o 11l - 0O ®o Il -

Plain chart #1 Plain chart #2 Add icons next to the labels
1380
1381 Type 22: Dumbbell Plot (with 2 variations) Type 23: Span Chart (with 2 variations)
1382 ‘% 1 2 3 4 4 ‘% 12 3 a4 94

a4
1383 Al o0—o . N ,
1384 o oo A
1325 ‘1 s 0
oO———-0
1386 ¢ ¢ :
A B C D

1387 D|O—O O D

1388
1389 Plain chart #1 Plain chart #2 Plain chart #1 Plain chart #2

1390 Type 24: Bump Chart (with 6 variations)

1391 o 2) 3) o
1392

1393 r®—@ 0 @ @r0 o o @

)
A ® [ ] [ L ] AN | | |

1394 oS ( /
B @O —@— @ B H—H—| N S \ BO—@— @

1395 ce—e » ©

1396 Plain chart #1 Plain chart #2 Plain chart #3 Add icons next to the labels
1397 (3 variations)

1398
1399
1400
1401
1402
1403

2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Figure 11: 75 chart types and 440 chart variations (Part 7).

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2026

Type 25: Line Graph (with 15 variations)
o (2] (3] (4)

/o
//\/ Sﬁ% //\/ 7

00’ or 02’ 03 00 o 02’ 03 000 o0 02 03 00 or 02 03’
Plain chart #1 Plain chart #2 Plain chart #3 Add circles with proportions
encoding on top
6 @ (4 variations)

e” c

@

00 01 02 03’ 00 01 02 03
Add icons on the lines Add icons next to the labels
(4 variations) (4 variations)

Type 26: Spline Graph (with 4 variations)

o (2] (3] (4)
4
L 4| 2 i L 4 ]
: M\ N\
/ \ O 4 00’ o1’ 02’ 03’ / \ O 4
' @
00’ 01 02 03’ 0o’ o1’ 02" 03 J 00 01 02' 03’
-2
Plain chart #1 Plain chart #2 Plain chart #3 Add icons next to the labels
Type 27: Stepped Line Graph (with 3 variations)
(1] A (2} o (3] o
v
a5 — @
00’ 01’ 02 03’
00 01 02' 03 00’ o1 02’ 03’
Plain chart #1 Plain chart #2 Add icons next to the labels

Type 28: Slope Chart (with 2 variations)
o (2}

00 01 02 03’ 00 01 02 03
Plain chart #1 Add icons next to the labels

Figure 12: 75 chart types and 440 chart variations (Part 8).
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Type 33: Spline Area Chart (with 2 variations) Type 34: Layered Area Chart (with 2 variations)
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Figure 13: 75 chart types and 440 chart variations (Part 9).
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Type 35: Layered Spline Area Chart (with 2 variations) Type 36: Range Area Chart (with 2 variations)
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Type 37: Stacked Area Chart (with 3 variations)
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Type 38: Radial Area Chart (with 2 variations) Type 39: Radial Spline Area Chart (with 2 variations)
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Figure 14: 75 chart types and 440 chart variations (Part 10).
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Type 44: Diverging Area Chart Type 45: Diverging Spline Area Chart
(with 2 variations) (with 2 variations)
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Type 46: Small Multiples of Area Charts (with 3 variations)
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Type 47: Small Multiples of Spline Area Charts (with 3 variations)
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Type 48: Pie Chart (with 6 variations)
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Type 49: Donut Chart (with 6 variations)
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Figure 15: 75 chart types and 440 chart variations (Part 11).
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Type 50: Semicircle Pie Chart (with 6 variations)
(1] (2] (3]
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Hand-drawn style
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Type 51: Semicircle Donut Chart (with 8 variations)
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Type 52: Rose Chart (with 6 variations)

o
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Hand-drawn style
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Types 53-57: Small Multiples of Pie Charts, Donut Charts, Semicircle Pie Charts, Semicircle
Donut Charts, and Rose Charts (with a total of 32 variations)
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Figure 16: 75 chart types and 440 chart variations (Part 12).
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Type 58: Radar Line Chart (with 2 variations) Type 59: Radar Spline Chart (with 2 variations)

Plain chart #1 Add grid lines and tick values Plain chart #1 Add grid lines and tick values

Type 60: Small Multiples of Radar Line Charts (with 2 variations)
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Plain chart #1 Add grid lines and tick values

Type 61: Small Multiples of Radar Spline Charts (with 2 variations)

Group 1 Group 2 Group 1 Group 2
Plain chart #1 Add grid lines and tick values

Type 62: Proportional Area Chart (with 19 variations)
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Figure 17: 75 chart types and 440 chart variations (Part 13).
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Type 63: Scatterplot (with 4 variations)
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Type 64: Grouped Scatterplot (with 6 variations)
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Type 65: Bubble Chart (with 2 variations) Type 66: Heatmap (with 1 variation)
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Type 67: Waffle Chart (with 4 variations)
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Type 68: Small Multiples of Waffle Charts (with 4 variations)

. Add icons next to the labels
Plain chart #1 Hand-drawn style (2 variations)

Figure 18: 75 chart types and 440 chart variations (Part 14).
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Type 69: Alluvial Diagram (with 4 variations)

Plain chart #1
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Plain chart #2 Add icons next to the labels
(2 variations)

Type 70: Gauge Chart (with 2 variations)
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Plain chart #1

Hand-drawn style

Type 71: Small Multiples of Gauge Charts (with 12 variations)
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Type 72: Funnel Chart (with 5 variations)
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Plain chart #2 Add icons ne?(t Fo the labels Hand-drawn style
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Figure 19: 75 chart types and 440 chart variations (Part 15).
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Type 73: Pyramid Chart (with 7 variations)
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Plain chart #2 Add icons next to the labels Hand-drawn style
(2 variations) (2 variations)
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Type 74: Treemap (with 12 variations)
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Type 75: Voronoi Treemap (with 7 variations)
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Plain chart #2 Hand-drawn style Add icons on the areas
(2 variations) (3 variations)

Figure 20: 75 chart types and 440 chart variations (Part 16).
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E CHART TYPE SELECTION

We determine chart types by analyzing the data attributes and their characteristics. First, we apply
rule-based mapping (Table[6) that identifies candidate chart types based on data attribute combinations.
If multiple candidates remain, we instruct Gemini-2.0-Flash to select the best fit by evaluating the
compatibility between the data and these chart types. The selection prompt shown below provides
candidate chart types, their descriptions, and key data statistics to inform the decision.

Table 6: Mapping rules defining attribute combinations for chart type selection. C, N, and T are abbreviations for
Categorical, Numeric, and Temporal attributes, respectively. The notation X X k indicates k distinct attributes
of type X. When a symbol x is specified (e.g., for the Diverging Bar Chart), it indicates that the first categorical
attribute must contain exactly two distinct values.

Chart Type Attribute Combinations

Vertical Bar Chart Cx1+Nx1

Vertical Stacked Bar Chart Cx2+Nx1

Vertical Grouped Bar Chart Cx2+Nx1

Horizontal Bar Chart Cx1+Nxl1

Horizontal Stacked Bar Chart Cx2+Nx1

Horizontal Grouped Bar Chart Cx2+Nx1

Radial Bar Chart Cx1+Nx1

Radial Stacked Bar Chart Cx2+Nx1

Radial Grouped Bar Chart Cx2+Nx1

Circular Bar Chart Cx1+Nx1

Circular Stacked Bar Chart Cx2+Nx1

Circular Grouped Bar Chart Cx2+Nxl

Pictorial Percentage Bar Chart Cx1+Nx1

Histogram Cx1+Nx1, Tx1+Nx1
Lollipop Chart Cx1+Nx1

Dot chart Cx1+Nx1,Cx2+Nx1
Diverging Bar Chart Cx2+NxXx1x%

Vertical Bar Chart With Circle Cx1+Nx2

Horizontal Bar Chart With Circle Cx1+Nx2

Vertical Dot Bar Chart Cx1+Nx1

Horizontal Dot Bar Chart Cx1+Nx1

Dumbbell Plot TX1+Nx1+Cx1x%

Span Chart Cx1+Nx2

Bump Chart Tx1+Nx1+Cx1

Line Graph Tx1+Nx1, Tx1+NxI1+Cx1
Spline Graph TXx1+Nx1, Tx1+Nx1+Cx1
Stepped Line Graph TXx1+Nx1L,Tx1+Nx1+Cx1
Slope Chart Tx1+Nx1+Cx1

Small Multiples of Line Graphs Tx1+Nx1+Cx1

Small Multiples of Spline Graphs Tx1+Nx1+Cx1

Small Multiples of Stepped Line Graphs Tx1+Nx1+Cx1

Area Chart TXx1+Nx1, Tx1+Nx1+Cx1
Spline Area Chart TX1+Nx1, Tx1+Nx1+Cx1
Layered Area Chart TXx1+Nx1+Cx1

Layered Spline Area Chart Tx1+Nx1+Cx1

Range Area Chart TX1+Nx1+Cx1x%

Stacked Area Chart Tx1+Nx1+Cx1

Radial Area Chart Tx1+Nx1+Cx1

Radial Spline Area Chart Tx1+Nx1+Cx1

Radial Layered Area Chart Tx1+Nx1+Cx1

Radial Layered Spline Area Chart Tx1+Nx1+Cx1

Radial Range Area Chart TX1+Nx1+Cx1x%

Radial Stacked Area Chart TXx1+Nx1+Cx1

Diverging Area Chart TX1+Nx1+CxXx1x%

Diverging Spline Area Chart TX1+Nx1+Cx1x%

Small Multiples of Area Charts Tx1+Nx1+Cx1

Small Multiples of Spline Area Charts Tx1+Nx1+Cx1

Pie Chart Cx1+Nx1

(Continued on next page)
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Table 6: (Continued): Mapping rules defining attribute combinations for chart type selection.

Chart Type Attribute Combinations
Donut Chart Cx1+Nx1
Semicircle Pie Chart Cx1+Nx1
Semicircle Donut Chart Cx1+Nx1
Rose Chart Cx1+Nxl1
Small Multiples of Pie Charts Cx2+Nx1
Small Multiples of Donut Charts Cx2+Nx1
Small Multiples of Semicircle Pie Charts Cx2+Nx1
Small Multiples of Semicircle Donut Charts C x 2+ N x 1
Small Multiples of Rose Charts Cx2+Nx1
Radar Line Chart Cx1+Nx1
Radar Spline Chart Cx1+Nx1
Small Multiples of Radar Line Charts Cx2+Nx1
Small Multiples of Radar Spline Charts Cx2+Nx1
Proportional Area Chart Cx1+Nxl1
Scatterplot Cx1+Nx2
Grouped Scatterplot Cx2+Nx2
Bubble Chart Cx1+Nx2
Heatmap N x2

Waffle Chart N x 1

Small Multiples of Waffle Charts Cx1+Nxl
Alluvial Diagram Cx1+Nx1+4Tx1,Cx2+Nx1
Gauge Chart N x 1

Small Multiples of Gauge Charts Cx1+Nx1
Funnel Chart Cx1+Nx1
Pyramid Chart Cx1+Nx1
Treemap Cx2+Nx1
Voronoi Treemap Cx2+Nx1
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# INPUT

Candidate Chart Types: {Candidate Chart Types}
Chart Descriptions: {Chart Descriptions}
Attribute Statistics: {Attribute Statistics}

Keep answers concise and direct.

# INSTRUCTION

Role: You are an expert assistant in data visualization and chart selection.

Task: Select the single most optimal chart type from {Candidate Chart Types} using their
{Chart Descriptions} and {Attribute Statistics}. Prioritize data-chart compatibility:
the chart must clearly and accurately represent key data insights.

Instructions for Selection:

1. Analyze all provided inputs.

2. Leverage your expertise to interpret how {Attribute Statistics} (e.g., categorical car-
dinality, number of temporal points, numerical value ranges, cumulative nature of data) im-
pact the effectiveness and clarity of each candidate chart type, considering their {Chart
Descriptions}.

3. Evaluate chart types based on descriptions, common visualization best practices, and your in-
terpretation of {Attribute Statistics} to identify the most insightful and unambiguous
visualization.

4. Primary goal: maximize data-chart compatibility.

Output Format: Return only the name of the single selected chart type.

# EXAMPLE OF TASK EXECUTION

Input:

Candidate Chart Types: ["Line Graph", "Area Chart", "Spline Graph"]

Chart Descriptions: "Line Graph: Emphasizes trends and rate of change
over time; best for non-cumulative data with sufficient points.

Area Chart: Shows trends and volume/magnitude over time; good for
cumulative data or showing part-to-whole over time. Spline Graph: A

Line Graph with smoothed curves, visually softens trends, suitable
for data with many points or where a less angular look is desired."

Attribute Statistics: { "temporal_points": 30, "numeric_min_value": 15,
"numeric_max_value": 450 }
Output:

Line Graph
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F LAYOUT TEMPLATES

We summarize 68 layout templates from real infographic charts. We represent the layout template using the
JSON format, which describes (1) the existence of elements (chart, image, and text), (2) their pairwise positional
relationships, and (3) overlap relationships between their bounding boxes. A concrete example is shown below.

# Element Existence

"title": "yes", # "yeS" Or "no"
Al lmage n : llyesll ,
"chart": "yes",

# Position Relationships

"title-to-chart": "left-top", # top, bottom, and 7 other options
"image-to-chart": "right-top",
"title-to-image": "left",

# Overlap Relationships Between Bounding Boxes

"chart-title-overlap": "no", # "yes" or "no"
"chart-image-overlap": "no",
"title-image-overlap": "no"

}

The illustrations of all 68 templates are shown in Figs.[2T]and[22]
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Figure 21: 68 layout templates (Part 1).
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G EXAMPLES OF SYNTHETIC INFOGRAPHIC CHARTS

Figs.[23]and 24] consist of synthetic infographic chart examples that offer a quick preview of ChartGalaxy. To

access the full dataset, please visit our dataset repositor
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Figure 23: Synthetic infographic chart examples (Part 1).

'https://huggingface.co/datasets/ChartGalaxy/ChartGalaxy
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H EXTENDED EVALUATION AND RESULTS

H.1

INSTRUCTION DATASET FOR INFOGRAPHIC CHART UNDERSTANDING

Table 7: All infographic chart understanding questions with definitions and examples included in our

test set.

Question

Description

Example

Text-Based Reasoning

Data Identification
(DD

Identify and report specific data values
from the chart based on textual
references.

Which Country has an AdoptionRate closest
to 29.97 Select the correct answer from the
following options: A. India, B. China, C.
Germany, D. South Africa

Data Comparison
(DC)

Compare multiple data points and their
relationships to analyze relative values
and derive insights.

What is the difference between the highest
and lowest MedalCount? Please provide a
numerical answer.

Data Extraction with

Extract specific data points from the

What is the total PollutionLevel of Beijing in

Condition (DEC) chart that meet certain conditions. the given image? Please provide a numerical
answer.
Fact Checking (FC) | Verify statements about data by Is the ApplicationRate of Spain consistently

cross-checking information against the
visual representation.

less than the ApplicationRate of Italy across
all Years? Answer with exactly ’Yes’ or
"No’.

Visual-Element-Based

Reasoning

Data Identification
(DD

Identify data values associated with
specific visual elements (e.g., icons,
symbols) in the chart.

What is the WaterConsumption for { ) in the
Industrial group? Please provide a numerical
answer.

Data Comparison
(DC)

Compare data values associated with
different visual elements, requiring
cross-modal reasoning.

What is the difference between the
AverageTeacherSalary of _ and 9 please
provide a numerical answer.

Data Extraction with

Extract data values from visual

What is the total Population of A in the

Condition (DEC) elements when specific conditions are | given image? Please provide a numerical
met. answer.
Fact Checking (FC) | Verify claims about data represented | Is the InterceptionRate of 2021 in @ less

by visual elements, integrating visual
and textual information.

than that in g? Answer with exactly ’Yes’
or 'No’.

Visual Understanding

Style Detection (SD) | Identify design styles and formatting | What is the alignment style of the main text
choices used in the chart. content (chart title and subtitle)? Select the
correct answer from the following options:
A. left-aligned, B. center-aligned, C.
right-aligned, D. justified
Visual Encoding Analyze how data dimensions are What data attribute or dimension is
Analysis (VEA) encoded using visual properties (e.g., |represented by icons in the given infographic
color, size, position, icons). chart? Select the correct answer from the
following options: A. Location, B.
WinPercentage, C. Team, D. None
Chart Classification | Identify the type of chart based on its | What types of charts are included in this
(CO) visual characteristics and structure. infographic? Select the correct answer from

the following options: A. Radial Grouped
Bar Chart, B. Circular Grouped Bar Chart, C.
Stacked Bar Chart, D. Diverging Bar Chart

Training details We fine-tune two LVLMs in our experiments. The first is InternVL3-8B (Zhu et al.,|2025b),
which combines the Qwen2.5-7B language model with the InternViT-300M-448px-V2.5 visual encoder. The
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second is Qwen2.5-VL-7B [2025), which integrates the same Qwen2.5-7B language model with a
Vision Transformer architecture optimized by Qwen. These models are fine-tuned on our instruction dataset for
2 epochs using a global batch size of 128. For parameter-efficient tuning, we utilize LoORA [2022)) with
arank of 8. This training process is conducted on 8 NVIDIA 4090D 48G GPUs, leveraging Deepspeed ZerO for
parallelized training. For both InternVL3-8B and Qwen2.5-VL-7B, the learning rate is set to 5 x 10™°, and we
employ a cosine learning rate scheduler with a warm-up ratio of 0.1. The LoRA parameters, o and r, are both
set to 32.

Evaluation details Our test set is designed to evaluate chart understanding capabilities on infographic charts.
It includes a variety of question types, which are categorized into text-based reasoning, visual-element-based
reasoning, and visual understanding. Table[7] provides a detailed breakdown of these categories, including the
definition and an illustrative example for each specific question type.

Limitations of pre-trained models in visual design literacy ~As shown in Table 2] fine-tuning on our
dataset leads to notably larger improvements in visual understanding tasks, such as Style Detection (SD) and
Visual Encoding Analysis (VEA), with average gains of +42.5% for InternVL3 and +42.3% for Qwen2.5-VL.
In contrast, the improvements on the remaining tasks are more modest (+20.2% for InternVL3 and +17.2%
for Qwen2.5-VL). This gap indicates that existing pre-training pipelines pay relatively little attention to visual
design literacy: understanding how visual attributes like color, style, and other encodings convey information.
Our dataset helps compensate for this missing capability by providing tasks that require such understanding.
Incorporating such tasks and data into pre-training could meaningfully strengthen models’ visual design literacy.

Analysis of performance gap between two benchmarks ~As shown in Table[l] there is a performance
gap of nearly 40 percent between InfographicVQA and ChartQAPro. As we can only infer from the design
characteristics of the two benchmarks, we attribute the performance gap between InfographicVQA [2] and
ChartQAPro [3] to differences in task and question design. InfographicVQA mainly focuses on visual extraction
tasks, while ChartQAPro emphasizes “complex analytical reasoning,” introducing more challenging question
types such as “hypothetical questions,” “conversational questions,” and “unanswerable questions” that require
reasoning beyond simple data retrieval. This distinction is also reflected in human performance reported in their
original papers: InfographicVQA reaches 95.70% accuracy, while ChartQAPro only achieves 85.02%. Overall,
these results suggest that current models handle recognition well, but analytical reasoning remains a major gap.

Ablation results of fine-tuning with different datasets We conducted additional fine-tuning experi-

ments on two datasets, CogAlign [20254) and ChartGemma [2024D). We fine-tuned

on each dataset using the same LoRA adapters, hyperparameters, and training setup as in Sec.@ and trained
for one epoch. We used the same two models as in Sec. -1} InternVL3-8B and Qwen2.5-VL-7B, and evaluated
performance on ChartQAPro and InfographicVQA. The results are shown in Table

Table 8: Model fine-tuning results with ChartGemma, CogAlign, and ChartGalaxy on two bench-
marks.

Model ChartQAPro InfographicVQA
InternVL3-8B 38.15 76.19
+ ChartGemma 38.60 76.23
+ CogAlign 37.24 74.19
+ ChartGalaxy 44.13 79.99
Qwen2.5-VL-7B 37.97 78.59
+ ChartGemma 38.26 78.94
+ CogAlign 37.48 71.73
+ ChartGalaxy 41.56 83.03

Among the three datasets, ChartGalaxy yields the largest performance improvements for both models across
both benchmarks.
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ChartGemma brings relatively modest improvements, likely because its design, optimized for tasks such as
chart summarization, chart-to-Markdown extraction, and program-aided solving, aligns only loosely with the
complex analytical reasoning required by ChartQAPro and the visual extraction required for InfographicVQA.

CogAlign results in a performance drop, indicating negative transfer from task discrepancies. It emphasizes
low-level geometric cues typical of visual arithmetic, and the resulting gradients likely dominate the shared
LoRA updates, thereby suppressing the higher-level reasoning capabilities required for complex QA. This
observation is consistent with the findings of |Li et al.| (2024}, who highlight that the limited trainable capacity of
LoRA-based methods can hinder cross-task generalization under divergent task distributions.

Ablation Study on Real and Synthetic Data To further understand the role of synthetic data in chart
understanding, we conducted an ablation experiment on chart understanding. Specifically, we fine-tuned
InternVL3-8B and Qwen2.5-VL-7B on the real and synthetic infographics separately, and compared their
performance on three benchmarks: the ChartGalaxy evaluation set, ChartQAPro, and InfographicsVQA.

As shown in Table [J] the models fine-tuned on both real and synthetic infographics perform the best, with
observable advantages over those fine-tuned solely on real or synthetic data. We further observe that the gains
from synthetic data are particularly notable on our evaluation set. This improvement arises because synthetic
infographics provide bounding-box annotations for charts, text, and images, which facilitates the generation of
complex instructions, especially for visual-element-based reasoning.

Table 9: Comparison between real, synthetic, and combined data on three benchmarks.

Model ChartGalaxy evaluation set  ChartQAPro  InfographicsVQA
InternVL3-8B 53.20 38.15 76.19
+ Real 55.74 42.58 78.67
+ Synthetic 76.08 41.76 77.92
+ Both 80.07 44.13 79.99
Qwen2.5-VL-7B 56.50 37.97 78.59
+ Real 58.76 40.47 81.76
+ Synthetic 77.80 40.07 81.01
+ Both 80.35 41.56 83.03

Additional Analysis on a Smaller Model We conducted additional experiments with a smaller model,
Qwen2.5-VL-3B, and fine-tuned it on the ChartGalaxy QA dataset (Sec. 4.1). The evaluation was performed on
three benchmarks: the ChartGalaxy evaluation set, ChartQAPro, and InfograpicVQA.

Table 10: Evaluation of Qwen2.5-VL-3B with and without fine-tuning on ChartGalaxy QA dataset.

Model ChartGalaxy evaluation set ChartQAPro InfograpicVQA
Qwen2.5-VL-3B 5242 30.89 74.39
+ ChartGalaxy 71.01 37.08 78.43

The results show consistent improvements across all benchmarks after fine-tuning. Notably, the model achieves
a +18.59 gain on the ChartGalaxy evaluation set and +6.19 on ChartQAPro, demonstrating that smaller models
can also effectively benefit from training on ChartGalaxy. These findings suggest that our dataset is broadly
applicable and valuable even for resource-constrained VLMs.

H.2 BENCHMARKING INFOGRAPHIC CHART CODE GENERATION

Settings Table lists the 17 LVLMs along with their API names used in this experiment. Since our task
involves generating executable code with relatively long outputs, we conducted a small-scale pilot study to assess
the basic code generation capability of each model. Based on this, we excluded models that consistently failed
to produce meaningful or complete outputs under our task setting—for example, Phi-4—due to their limited
capacity or inability to handle long sequences. For illustration, we present the results of two smaller models
(Qwen2.5-VL-7B, Phi-4-6B) on our benchmark in Table E We use greedy decoding (temperature 7 = 0)
across all models to ensure deterministic outputs. To maximize the chance of obtaining complete and executable
code, we configure each model to generate as many tokens as possible, setting the maximum generation length
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to min (16384, A), where A denotes the model’s maximum generation limit. This helps mitigate the risk of
incomplete outputs, which result in non-executable code.

Table 11: Evaluation results of Qwen2.5-VL-7B and Phi-4-6B.

Model Exec. Rate Low-Level High-Level Overall
Qwen2.5-VL-7B 43.80 13.85 9.25 11.55
Phi-4-6B 1.60 0.29 0.07 0.18

Table 12: API names of the evaluated LVLMs.

Model Type API name

Gemini-2.5-Pro (Google.[2025b) Proprietary gemini-2.5-pro-preview-05-06
Gemini-2.5-Flash (Google![2025a) Proprietary gemini-2.5-flash-preview-04-17
Claude-3.7-Sonnet (Anthropic![2025) Proprietary claude-3-7-sonnet-20250219
GPT-4.1 (OpenAl|2025a) Proprietary gpt-4.1

GPT-4.1-mini (OpenAl;[2025a) Proprietary gpt-4.l-mini

GPT-4.1-nano (OpenAl![2025a) Proprietary gpt-4.l-nano

OpenAl-04-mini (OpenAll[2025d) Proprietary o4-mini

OpenAl-o03 (OpenAl|[2025d) Proprietary o3

OpenAl-ol (OpenAl|2025c) Proprietary ol

GPT-40 (OpenAl|2025b) Proprietary gpt-40-2024-11-20

Doubao-1.5-Vision-Pro (ByteDance|2025) Proprietary Doubao-1.5-vision-pro-32k
Moonshot-v1-Vision (Moonshot AI[|2025) Proprietary moonshot-v1-32k-vision-preview

Llama-4-Maverick-17B (Meta/[2025) Open-Source chutesai/Llama-4-Maverick-17B-128E-Instruct-FP8
Llama-4-Scout-17B (Meta![2025) Open-Source chutesai/Llama-4-Scout-17B-16E-Instruct
Qwen2.5-VL-72B (Bai et al.|[[2025) Open-Source Qwen/Qwen2.5-VL-72B-Instruct

Qwen2.5-VL-32B (Bai et al.|[2025) Open-Source Qwen/Qwen2.5-VL-32B-Instruct

InternVL3-78B (Zhu et al.|[2025b) Open-Source internvl13-78b

Benchmark details Our benchmark includes 75 chart types and 68 layout templates in ChartGalaxy. The
associated tabular data contains an average of 15.02 data points. We also compute statistics on the number of
SVG elements in all infographic charts, as this metric partially reflects the complexity of reproducing a given
chart. On average, each chart contains 77.93 SVG elements, including 28.52 text elements and 8.07 image
elements. Other commonly used visual elements include rect (M = 24.36), circle (M = 6.21), path
(M =5.78),and 1ine (M = 3.21). Among all chart types, waffle charts are the most element-dense, with an
average of 677.55 elements, while funnel charts are the simplest, with an average of only 14.60 elements.

Evaluation Metrics We present the details of the evaluation metrics of our benchmark, including the
high-level score and the low-level score.

For the high-level score, we employ GPT-40 (OpenAl, 2025b) to assess the visual similarity between the PNG
image rendered by the generated code and the ground-truth one. We instruct GPT-40 to evaluate the similarity
along six dimensions: data element, layout, text, image, color, and validity. The model outputs a score for each
of the six dimensions, which are then summed to produce a total score ranging from O to 100. The detailed
prompt for this evaluation is provided in Supp.[[.2}

The low-level score evaluates the fine-grained similarity between SVG elements of the rendered chart and the
corresponding ground-truth chart. This evaluation is conducted through three steps: 1) decomposing both charts
into SVG elements, 2) matching elements between the two charts, and 3) computing similarity metrics based on
the matching results (St et all 2025} [Chen et al.l 2024). Algorithm|[I|presents the pseudo-code for the matching
procedure. The full implementation details are available in our publicly accessible code repositoryﬂ

Based on the matching results, the low-level score is computed as the average of six similarity metrics: area,
text, image, color, position, and size. Let the parsed SVG elements of the ground-truth chart and the generated
chart be denoted by G = {g1, g2, ...,9m} and P = {p1,p2, ..., Dn}, respectively, and let the set of matching
pairs between G and P be M, where (4, j) € M indicates that g; is matched with p;. The detailed definitions
and calculations of these metrics are provided below.

The area metric quantifies the proportion of the matched element areas relative to the total element areas:

Z(i,j)elv[ (S(gi) + S(pj))

ST Sl + 5, S() (”

Area =

where S(-) denotes the size of an element.

https://github.com/ChartGalaxy/ChartGalaxy
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Algorithm 1 SVG Element Matching Algorithm

Require: gt_leafs: Ground truth SVG elements.

Require: pr_leafs: Predicted SVG elements.

Require: gt_matched: Array for ground truth matches (init with -1).
Require: pr_matched: Array for prediction matches (init with -1).
Ensure: Updated matching information between elements.

1: m < |gt_leafs|,n < |pr_leafs|

2: CostMatrixz < ZeroMatrix(m,n)

3: fori«+0...m—1do

4: forj < 0...n—1do

5: CostMatrizi][j] < LeafCost(gt_leafs[i], pr_leafs[j])

6: end for

7: end for

8: (rows, cols) < HungarianAlgorithm(Cost M atrix) > Returns optimal row-column pairs
9: for each pair (4, j) in (rows, cols) do
10: if CostMatriz[i][j] < 1 AND gt_matched[i] = —1 AND pr_matched|j] = —1 then
11: gt_matched[i] < j
12: pr_matched[j] < 1
13: end if
14: end for

The text and image metrics evaluate the similarity of generated text and image elements, respectively, by
averaging the similarity scores over all matched pairs of text and image elements. Unmatched text and
image elements in ground-truth charts are assigned a similarity score of 0 to penalize generation failures. For
text elements, similarity is computed using the character-level Sgrensen-Dice coefficient, defined as twice the
number of overlapping characters divided by the total number of characters in the two strings (Si et al., 2025).
For image elements, similarity is measured using the CLIP embedding-based similarity (Radford et al., 2021).

The color, position, and size metrics assess visual consistency across matched elements with respect to their
respective attributes. The color metric employs the CIEDE2000 formula (Luo et al.l [2001) to measure the
perceptual difference between the colors of matched elements. The position and size metrics are defined as
follows:

g 1
Position = > [L—max(IX(g:) = X(p)l, Y (g0) = Y (0i)])] @)
(i.)eM

where (X (e),Y (e)) denotes the normalized coordinates of the center of element e,

: 1 1S(gi) — S(p))]
Size = — 1-— , 3
= 0r 2| max(500, 5,) @

where S(-) denotes the size of an element.

Additional Analysis on LVLM performance We present additional results and analysis of LVLM
performance on our benchmark, focusing on generated code length, performance across varying levels of
complexity, and qualitative outcomes from the three top-performing models.

Generated code length and model performance. Table [I3] reports the generated code length and overall
performance of 17 LVLMs, with corresponding visualizations in Fig.[25] Code length is measured by token
count using the GPT-2 tokenizer across all executable code segments. The statistics reveal significant variation
in generated code length among different LVL.Ms. Among the 12 proprietary models, GPT-4.1-mini produces
the longest code on average (7,656.71 tokens), surpassing both GPT-4.1 (5,237.78 tokens) and GPT-4.1-nano
(2,387.05 tokens). This longer code length may partly explain GPT-4.1-mini’s comparable performance to
GPT-4.1. In contrast, Gemini-2.5-Pro and Gemini-2.5-Flash generate code of similar average length (6,662.45
vs. 6,508.22 tokens). OpenAl’s o-series models produce the shortest average code length among top performers
(2,886.75 for OpenAl-04-mini, 2,662.11 for OpenAl-ol, and 3,114.74 for OpenAl-03), which may reflect their
ability to generate more concise solutions. Among the five open-source models, Qwen2.5-VL-32B has the
longest average code length despite achieving the lowest overall score, while the remaining models exhibit
comparable average lengths. These findings highlight the distinct coding styles of different LVLMs when
generating extended code sequences.

Model performance across different complexity levels. To comprehensively assess LVLM performance across
varying degrees of difficulty, we divide our benchmark into three splits corresponding to different complexity
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Table 13: Generated code length and overall scores of different LVLMs. We measure code length in
terms of tokens, utilizing the GPT-2 tokenizer.

Model \ Length (AVG.) Length (STD.) Overall
Proprietary
Gemini-2.5-Pro 6,662.45 1,674.01 85.21
GPT-4.1 5,237.78 1,675.36 80.00
Claude-3.7-Sonnet 5,870.50 1,552.48 79.91
GPT-4.1-mini 7,656.71 2,488.46 79.69
OpenAl-04-mini 2,886.75 735.19 75.97
Gemini-2.5-Flash 6,508.22 1,934.79 75.55
OpenAl-ol 2,602.11 1,018.11 74.69
OpenAl-03 3,114.74 999.66 74.22
GPT-40 2,962.72 613.42 65.67
GPT-4.1-nano 2,387.05 1,306.72 60.06
Doubao-1.5-Vision-Pro 3,878.70 1,347.10 47.11
Moonshot-v1-Vision 3,087.17 791.16 44.39
Open-Source
Llama-4-Maverick-17B 3,460.76 856.62 61.29
Qwen2.5-VL-72B 3,512.20 1,236.29 57.09
InternVL3-78B 3,376.52 758.71 55.07
Llama-4-Scout-17B 3,247.25 826.56 51.91
Qwen2.5-VL-32B 4,960.82 1,264.43 46.48
Gemini-2.5-Pro
85 | ]
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Figure 25: The average code length and overall scores of the evaluated LVLMs.

levels. We adopt a straightforward heuristic based on the number of elements in an infographic chart to define
complexity levels. While this simple approach does not consider layout complexity or chart types, it provides a
practical and quantifiable basis for stratification, with more sophisticated measures left for future work. Based
on this criterion, we split the benchmark into easy (240 infographic charts), medium (169), and hard (91) subsets.
Fig. [26] presents the overall LVLM performance across these splits. Gemini-2.5-Pro consistently demonstrates
superior performance at all levels of complexity. For most models, performance declines predictably as difficulty
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increases. Interestingly, Gemini-2.5-Flash and OpenAl-o03 exhibit improved results on the hard split, suggesting
enhanced capability in understanding complex relationships among a large number of elements.
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Figure 26: Overall scores of LVLMs across different complexity levels.

Qualitative examples. To illustrate model performance on our benchmark, we present five examples in Fig.
showing ground-truth charts alongside rendered ones from the generated code of the three top-performing
LVLMs (Gemini-2.5-Pro, GPT-4.1, and Claude-3.7-Sonnet). These examples demonstrate the models’ relatively
strong ability to generate code for infographic charts. Nevertheless, substantial room for improvement remains.
Notably, for specialized chart variations (shown in the last four rows of Fig. 27), the models struggle to
accurately reproduce spatial arrangement and data encoding.

Extended experiments We conduct two extended experiments to analyze the effects of different prompting
methods and the thinking budget parameter on model performance. Both experiments are performed on a
randomly sampled subset of 100 infographic charts from the benchmark dataset.

Prompting methods. In addition to the direct prompting method, we evaluate three alternative prompting
strategies following prior work (Yang et al.L|2025; S1 et al., |2025):

« HintEnhanced, which guides the model to focus on key aspects of the given infographic chart, such as
layout, chart type, and data;

» TableAug, which provides auxiliary tabular data to the model;

¢ SelfReflection, where the model is provided the ground-truth chart, previously generated code from
direct prompting, and the rendered chart, and is instructed to revise the generated code.

Detailed prompts are available in our code repositoryﬂ The results, summarized in Table show that the
SelfReflection method consistently achieves the best performance across models.

Thinking budget. Recent LVLMs have incorporated internal reasoning mechanisms that allow them to perform
intermediate “thinking” steps prior to final output generation. This process is governed by the thinking budget
parameter, which controls the token budget allocated for internal reasoning and is supported only by some

Shttps://github.com/ChartGalaxy/ChartGalaxy
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Figure 27: Qualitative comparison of the generated infographic charts by Gemini-2.5-Pro, GPT-4.1,
and Claude-3.7-Sonnet with the ground-truth ones.
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Table 14: Performance comparison of LVLMs with different prompting methods.

| | Exec. | Low-Level | High-Level |

Model Method Rate Overall
\ | R4 | Area Text Image Color Position Size Avg.| GPT-4o |
Direct 100.00 | 94.88 95.62 86.95 88.46 89.53 68.09 87.25 83.59 85.42

HintEnhanced | 100.00 | 94.18 95.26 86.28 87.88 88.72 68.44 86.79| 84.36 85.58
TableAug 100.00 | 93.91 95.55 87.01 87.05 88.54 68.75 86.80| 83.67 85.23
SelfReflection | 100.00 | 93.89 95.25 88.68 88.51 89.45 68.65 87.40| 84.19 85.80

Direct 100.00|78.24 58.51 59.53 66.35 7400 47.74 64.06| 5842 | 61.24
, HintEnhanced | 100.00 |79.31 56.13 52.06 67.01 75.14 48.47 63.02| 5556 | 59.29
Llama-4-Maverick-17B | ypjoAug  100.00 [81.64 61.24 61.75 68.66 74.44 48.97 66.12| 5923 | 62.67
SelfReflection | 100.00 |82.44 58.93 66.19 68.11 7545 48.93 66.67| 59.46 | 63.06

Gemini-2.5-Pro

Table 15: Performance comparison of LVLMs with different thinking budgets.

| Thinking | Exec. | Low-Level | High-Level |
Model Rate — - Overall
| Budget | R4 | Area Text Image Color Position Size Avg. | GPT-4o |
1024 [100.00 (92.29 94.64 78.82 85.55 87.28 66.62 84.20 76.89 80.55
Claude-3.7-Sonnet | 4096 |100.00|92.91 93.28 82.42 86.42 88.10 67.22 85.06 76.12 80.59
8192 |100.00|93.78 93.85 87.12 87.24 8840 67.22 86.27 78.71 82.49
1024 97.00 |90.18 89.60 78.51 80.57 84.88 62.13 80.98 75.69 78.34
Gemini-2.5-Flash 4096 98.00 | 86.74 84.66 72.57 82.33 8591 64.59 79.47 74.51 76.99
8192 97.00 | 86.45 87.19 74.05 78.31 84.09 62.82 78.82 75.55 77.19

reasoning-enabled models, such as Claude-3.7-Sonnet and Gemini-2.5-Flash. In our earlier experiments, we set
the thinking budget to 1024 tokens for these models. For other reasoning models without explicit support for
this parameter, we simulate the budget constraint by instructing them to limit internal thinking to 1024 tokens
via prompt design. To investigate the effect of the thinking budget in greater detail, we conduct additional
experiments varying this parameter for Claude-3.7-Sonnet and Gemini-2.5-Flash. As shown in Table [T3]
increasing the thinking budget for Claude-3.7-Sonnet leads to clear improvements in the image similarity metric
and overall score. Conversely, for Gemini-2.5-Flash, a larger thinking budget correlates with declines in multiple
metrics, including the area, text, and image metrics. These contrasting behaviors indicate that the impact of the
thinking budget parameter on LVLM performance is model-dependent and warrants further investigation.

Human Evaluation To evaluate the reliability of our metric, we conduct a within-subject human study and
measure the degree to which the metric’s assessments agree with human judgments.

Farticipants. We recruited three participants, all graduate students in computer science with extensive experience
in visualization and machine learning. Upon completion, each participant received a $15 compensation.

Data. We sampled 600 pairs of generated charts and their corresponding overall scores from the dataset used
in Sec. Each pair contains two infographic charts produced by different LLMs for the same ground-truth
chart. To obtain a representative and well-balanced sample, we examined the full distribution of model scores
and score differences across all generated results. We then drew samples to ensure uniform coverage across both
score levels and score-difference ranges.

Task Design. For each pair, participants were required to choose the chart that is more similar to the ground-truth
chart, with both the ground-truth chart and the two options displayed on the screen. The order of the two
options was randomized, and participants were unaware of which model produced which chart. When evaluating
similarity, participants were instructed to consider both the low-level and high-level aspects outlined in Sec@
Each participant finished the comparison of all 600 pairs, leading to 1,800 total trials.

Result Analysis. We analyzed both the consistency between participants to ensure the quality of human
preferences and the consistency between the metric and participants to validate the effectiveness of the metric.
Three participants reached agreement on 537 out of 600 pairs (89.5%), and Fleiss’ Kappa was 0.8598 (almost
perfect agreement), indicating strong consistency among participants. The agreement rates between the model
and the three participants were 93.17%, 93.17%, and 90.67%, respectively. The corresponding Cohen’s Kappa
values were 0.8633, 0.8633, and 0.8133 (almost perfect agreement). On average, the agreement rate between the
metric and participants was 92.33%, with a Cohen’s Kappa of 0.847. This demonstrates that our metric aligns
well with human judgment.
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H.3 EXAMPLE-BASED INFOGRAPHIC CHART GENERATION

The study was approved by the Institutional Review Board of the first author’s university. In the user study,
each participant was compensated with 30 USD for their participation. The study did not involve exposure to
emotionally charged, political, or misleading content. Participants were shown infographic charts on neutral
topics (e.g., bird population growth, energy sources) and asked to evaluate their quality. No sensitive or personally
identifiable data was collected during the study. Participants were fully informed of their rights and were free to
withdraw at any time. Fig. 28]illustrates the user study interface using a specific example. Figs.[29}30] present
all 30 triplets of infographic charts: one reference, two infographic charts to be rated that are generated by
GPT-Image-1 and our method, respectively.

Energy Source Electricity Generated (TWh)
Nuclear 390.0
Gas 320.0
Wind 277.0
Coal 272.0
Hydro 245.0
Solar 116.0
ELECTRICITY GENERATED

BY ENERGY SOURCE

Nuclear

Nuclear

390Twh

245

116

0 100 200 300 400

Please rate the infographic chart on the left.

1 2 3 4 5

Fidelity (0] O O (@] o
Aesthetics O O O O O
Creativity (@) O (@) (@] (@]

Please rate the infographic chart on the right.

1 2 3 4 5

Fidelity (@) O O o o
Aesthetics (@) O O O (@)
Creativity o O O @) @)

Figure 28: Screenshot of the user study interface. Participants were asked to compare two infographic
charts generated by our method and GPT-Image-1 based on the same dataset and reference infographic
chart, and rate each chart on three metrics: fidelity, aesthetics, and creativity, using a 5-point Likert
scale.
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Figure 29: Infographic charts used in the user study: 30 triplets, each comprising a reference, a
GPT-generated, and a chart generated by our method (Part 1).
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Figure 31: Performance comparison between our method and GPT-Image-1.

Fig.[31] presents the results of the Wilcoxon signed-rank test conducted on the user study data.

Fidelity. Ours significantly outperforms GPT-Image-1 in terms of fidelity. The average score for Ours is 4.63,
compared to 2.10 for GPT-Image-1. The difference is statistically significant (V = 136, p = 3.05e-5), indicating
that our method produces infographic charts that participants perceive as more accurate and faithful to the
underlying data. This result can be attributed to our use of the template-based infographic chart creation method,
which ensures numerical correctness and consistency between visual encodings and underlying values. In
contrast, GPT-Image-1 often exhibits fidelity-related issues, such as incorrect labels, mismatched bar heights,
and duplicated or omitted data elements.

Aesthetics. In terms of aesthetics, Ours receives an average score of 4.14, while GPT-Image-1 scored 2.90. The
difference is statistically significant (V = 136, p = 3.05e-5). This difference is likely due to our method leveraging
high-quality layout templates extracted from reference infographic charts, along with carefully designed color
palettes to enhance visual harmony. In contrast, GPT-Image-1 occasionally produces unbalanced compositions
or relies on overly simplistic and repetitive color palettes, reducing the overall visual appeal.

Creativity. Ours also achieves higher scores in creativity, with an average of 3.95 compared to 2.65 for GPT-
Image-1. The difference is statistically significant (V = 136, p = 0.000481), suggesting that our method yields
designs that are seen as more original and creative. This may be explained by our efforts to incorporate creative
elements, such as embedding meaningful icons into the titles, and by exploring less conventional chart types
beyond basic bar and line charts. In contrast, GPT-Image-1 tends to generate conventional titles and favors basic
chart types, leading to lower perceived creativity.

H.4 ABLATION STUDY OF THE INFOGRAPHIC CHART CREATION PIPELINE

We conducted an ablation study to assess the contribution of key modules in our generation pipeline. We
constructed four ablation variants, each removing one key module and replacing it with a simpler baseline:

1) Title generation: replace the RAG-based method (Sec. 3.4) with direct LLM generation.
2) Image recommendation: replace recommended images with randomly selected ones.

3) Chart rendering: replace programatically implemented charts with chart images generated by GPT-Image- 1
using only the chart type and tabular data.

4) Layout optimization: initialize and adjust layouts without enforcing template-specified spatial constraints.

We evaluated fidelity and semantic consistency with 5 participants on 40 pairs of infographics, each consisting of
one output from our full pipeline and one from an ablation variant (balanced across settings). Participants rated
each infographic on a 5-point Likert scale: fidelity reflects how accurately the chart represents the underlying
data, while semantic consistency measures how well the visual content aligns with the intended message.

The results show our full pipeline achieves high fidelity (4.82) and semantic consistency (4.50). The chart
rendering module is most critical for fidelity: replacing it with GPT-Image-1 reduces the score to 3.08 due to
label errors, misalignment, and incorrect data encoding in LLM-generated charts. Semantic consistency is most
affected by layout optimization, image recommendation, and title generation, with scores dropping to 3.12,
2.90, and 3.66, respectively. These results confirm that all four modules play essential roles in the quality and
interpretability of the synthesized infographic charts.
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Table 16: Ablation results on key modules of the infographic generation pipeline (Mean, [95% CI]).

Method Fidelity Semantic consistency
Full pipeline 4.82,[4.71, 4.93] 4.50, [4.30, 4.70]
w/o Title generation 4.62, [4.46, 4.78] 3.66, [3.45, 3.87]
w/o Image recommendation  4.56, [4.40, 4.72] 2.90, [2.70, 3.10]
w/o Chart rendering 3.08, [2.77, 3.39] 2.58, [2.30, 2.86]
w/o Layout optimization 4.60, [4.44,4.76] 3.12,[2.90, 3.34]

I PROMPTS FOR DATA PROCESSING

I.1 INSTRUCTION DATASET FOR INFOGRAPHIC CHART UNDERSTANDING

This section details the construction of our instruction dataset for infographic chart understanding. We categorize
the generated question—answer (QA) pairs into two types: prompt-based pairs and template-based pairs.

The prompt-based pairs are produced through LLM prompting. Specifically, Gemini-2.0-Flash is provided
with both the tabular data underlying the chart and the corresponding chart image to produce question—answer
pairs. These pairs cover two forms of reasoning: text-based reasoning and visual-element-based reasoning. They
further span several categories, including Data Identification (DI), Data Comparison (DC), Data Extraction
with Condition (DEC), and Fact Checking (FC). For text-based reasoning, the generated questions directly
reference the textual data attributes in the chart. For visual-element-based reasoning, questions are created by
first determining whether the data attributes referenced in a generated question correspond to icon representations
in the chart image; when such icons are present, the textual attributes are replaced by their respective icons.

The template-based pairs are mainly derived by adapting templates from ChartAssistant (Meng et al.,2024). In
addition, style-related questions for Visual Understanding (e.g., Style Detection, Visual Encoding Analysis, and
Chart Classification) are also template-based, since they are derived directly from the chart styles used in our
generation process and do not rely on LLM prompting.

To generate question-answer pairs for Data Identification (DI), where the goal is to identify and report specific
data values from the chart based on textual references, the following prompt is used:

# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the
table data.

# INSTRUCTIONS

Generate straightforward Factoid Questions alongside their Corresponding Answers for the given
image. The questions should focus on direct identification and extraction of explicit information such
as specific data values, labels, titles, axis information, or quantities directly readable from the chart
or its textual components. Avoid questions requiring inference, multi-step calculation, or comparison
between multiple distinct data points. The Answers should be a number, text label, or a common phrase
(Yes, No) found directly in the data. Respond in an Array of JSON objects format with the following
keys: (i) Question, and (ii) Answer.

# EXAMPLES

“According to the line graph, what was the *Population’ in 'New York’ during *2010’?”
“What are the units indicated on the Y-axis of the *Sales Performance’ chart?”

“In the pie chart legend, which category does the color blue represent?”

For Data Comparison (DC) question-answer pairs, which involve comparing different data points or trends, this
prompt is utilized:
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# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the table
data.

# INSTRUCTIONS

Generate some of the most difficult Factoid Questions alongside the Corresponding Answers for the given
image. The questions could be related to numerical or visual reasoning. These questions should focus on
making comparisons between different data points, categories, or time periods, and identifying significant
differences or relationships between multiple elements in the data. The Answers could be a number, text
label, or a common phrase (Yes, No). You should respond in an Array of JSON objects format with the
following keys: (i) Question, and (ii) Answer.

# EXAMPLES

“Which year had the highest gap between the headline inflation and core inflation?”

“In the years in which the red line was higher than the blue line, which year had the smallest difference
between the red and green lines?”

“Which country had the highest increase in the number of cases between Jun and Jul?”

“Which country had the most significant drop in its share of the global hashrate between Aug 2021 and
Sep 202177

58



Under review as a conference paper at ICLR 2026

For Data Extraction with Condition (DEC) question-answer pairs, which require extracting specific data points
from the chart that meet certain conditions, the following prompt is used:

# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the table
data.

# INSTRUCTIONS

Generate some of the most difficult Factoid Questions alongside the Corresponding Answers for the given
image. The questions could be related to numerical or visual reasoning. These questions should focus
on identifying trends, making comparisons, finding threshold crossings, analyzing patterns of change, or
identifying significant events in the data. The Answers could be a number, text label, or a common phrase
(Yes, No). You should respond in an Array of JSON objects format with the following keys: (i) Question,
and (ii) Answer.

# EXAMPLES

“Estimate the year in which wind capacity first exceeds 100 gw based on the trend shown in the chart.”
“Determine the airline with the highest increase in ghg emissions from 2008 to 2014.”

“How many times the retail sales growth went below the average annual percentage change from 2002 to
2010 by more than 2%?”

“Which event caused the most significant drop followed by quick recovery for both lines?”

The following prompt is used to facilitate Data Extraction with Condition (DEC) by generating questions that
require calculations based on specific data points extracted from the chart under certain conditions:

# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the table
data.

# INSTRUCTIONS

Generate some of the most difficult Factoid Questions alongside the Corresponding Answers for the given
image. The questions could be related to numerical or visual reasoning. These questions should focus on
performing calculations based on the data, such as computing percentages, averages, rates of change, or
other mathematical operations on the values presented. The Answers could be a number, text label, or a
common phrase (Yes, No). You should respond in an Array of JSON objects format with the following
keys: (i) Question, and (ii) Answer.

# EXAMPLES

“What is the average growth rate of renewable energy capacity between 2010 and 20157?”

“If the total investment in 2019 was $100 million, how much would be allocated to the healthcare sector
based on the percentage shown?”

“Calculate the compound annual growth rate (CAGR) of smartphone sales from 2015 to 2020.”
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The following prompt is used for Data Extraction with Condition (DEC) in the context of hypothetical scenarios,
where questions require extrapolations based on data points extracted under specific assumed conditions:

# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the table
data.

# INSTRUCTIONS

You are an Al that generates concise and specific hypothetical questions based on chart images. Your
task is to analyze the chart and generate a short, data-driven hypothetical question that explores future
trends, impacts, or extrapolations based on the data. Avoid adding unnecessary explanations or context
like “Based on the chart data...” or “A meaningful hypothetical question could be...”. Keep the question
focused and directly related to the chart. The question should make an assumption about future trends,
impacts, or extrapolations based on the data.

# EXAMPLES

“If the average wealth per person in Asia increases by 50%, what will be the new average wealth per person
in Asia?”

“If the Construction index had stayed flat at its 2010 level throughout 2011-2013, would the overall Industry
index likely have remained below its early 2011 peak?”

“If the Gini index continues to rise at the same rate as it did from 1980 to 2010, what will the Gini index be
in 20257

The following prompt is designed for Fact Checking (FC), generating question-answer pairs that require verifying
statements about data by cross-checking information against the visual representation in the chart:

# DATA
{Tabular data}

Follow the data shown in the table strictly; keep answers concise and direct; avoid contradicting the table
data.

# INSTRUCTIONS

You are an Al that generates concise and specific factoid questions based on chart images. Analyze the
given chart image and generate 2-3 pairs of claims and verdicts about its data. Half of the claims should be
supported by the chart’s data, while the other half are refuted. Avoid using terms like “rows”, “columns”,
or “elements” from the data table; refer to “chart” or “chart image” instead. If the claim is supported,
the verdict should be “True”. If the claim is refuted, the verdict should be “False”, followed by a brief
explanation. The claims should cover comparisons of values or trends, basic statistical values (maximum,
minimum, mean, median, mode) without using exact numbers from the chart. Ensure a diverse range
of claims addressing various visual aspects of the chart, resulting in 2-3 turns of claims and verdicts.
Generate the verdicts/answers without any additional explanation.

# EXAMPLES

“Hong Kong consistently has the lowest percentages in at least three categories compared to other East
Asian countries in the chart.”

“The 4th grade reading pass rate at Auburn Elementary had improvement of about 8% from year 2014 to
20177

“Toronto has the lowest average technology salary among the cities depicted in the chart.”
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1.2  BENCHMARKING INFOGRAPHIC CHART CODE GENERATION

Prompt for instructing LVLMs We instruct the LVLMs to generate code for the provided infographic
chart figure with the following prompt.

You are an expert data-visualization engineer and front-end developer.

Your task is to take a chart image and generate a HTML file that, when loaded in a browser, reproduces
the chart exactly. The chart must be centered in the viewport.

# Constraints:

* No Explanations: Do not include comments, reasoning, or explanatory text. Output only valid
HTML with JavaScript code.

# Technical Requirements

* Charting library: Use D3.js to implement the chart. Write the code to be clean, modular, and easy
to understand and modify.

* Single file output: Provide one standalone HTML file that includes everything needed to render
the chart.

¢ Chart fidelity: Replicate all visual elements—shapes, colors, axes, labels, legends, fonts, line
weights, markers—exactly as in the original image.

* No animations: The chart must render immediately in its final state.

» Aspect ratio & sizing: The chart’s content area (including margins, paddings, and plot area) must
match the original image’s proportions precisely.

* Image: Recreate any icon/image content using SVG <g> and shapes. Do not use <image>,
base64 images, or links.

¢ Text: Place all text in <text> nodes. Do not use <t span> or nested text structures.

# Grouping Requirements
You should use following class names for SVG groups with specific semantics:

e title: The title area (may contain title, subtitle, and shapes)

* image: Each individual icon/image/pictogram (no annotation text, no grouped images)
* legend: Legend area

* axis: Axis area

# Output Format
Return only the following standalone HTML file:

<!DOCTYPE html>
<html lang="en">
<head>
<meta charset="UTF-8" />
<title>Recreated Chart</title>
<!-— <style> ——>
</head>
<body>
<div id="chart-container"></div>
<script src="https://d3js.org/d3.v7.min.js">
</script>
<script>
<!-— Your D3 code here -->
</script>
</body>
</html>

Only output this file. No comments or explanation. Keep it minimal and strictly within the token limits.
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Prompt for the high-level score We instruct GPT-4o to provide a high-level score with the following
prompt.

You are an expert evaluator of visualizations. The first image (reference) is an infographic chart rendered
from ground truth HTML code, while the second image is an infographic chart rendered from Al-generated
HTML code. Your task is to assess how well the Al-generated chart replicates the reference chart.

# Scoring Criteria (Total: 100 points):

1. Data Element (20 points):
* Does the Al-generated chart accurately replicate all visual elements that encode data (e.g.,
bars, points, lines)?
¢ The presence of extra or missing data elements that do not match the reference chart will
negatively impact the score.
* Are the positions and lengths/sizes of data elements consistent with the reference, such that
the encoded values they represent appear similar?
2. Layout (20 points):
* Does the layout of title, chart area, and images/icons in the Al-generated chart replicate the
spatial arrangement of the reference chart?

* Is alignment of the elements in the generated chart (e.g., left-aligned, right-aligned) consistent
with that of the original chart?

* Were element positions preserved, or did significant misalignments occur?
* The white space inside the generated chart should be similar to the original, and the aspect
ratio of the whole infographic chart should be preserved.
3. Text (15 points):

* Does the Al-generated chart replicate all relevant text content accurately? This includes titles,
axis labels, and annotations.
4. Image (15 points):
¢ Does the Al-generated chart reproduce image elements from the reference infographic chart
(e.g., thematic images, embedded icons)?
* How visually similar are those image elements?

5. Color (10 points):

* Does the Al-generated chart match the original one in terms of colors (background color, line
colors, fill colors, text colors, etc.)? Minor differences due to rendering or anti-aliasing can be
tolerated if the overall color scheme is preserved.

6. Validity (20 points):
* Is the Al-generated chart clear, readable, and free of overlapping or occluded elements?

* Are fundamental charting conventions followed? For example: Are axis ticks aligned with
data, are icons placed near corresponding data, are colors in legends consistent with the data
elements, and is axis-data correspondence preserved?

# Evaluation Output Format (in JSON):
Please provide your evaluation in the following format (in valid JSON):

{
"data_element": {
"score": <integer>,
"comment": "<your comment>"

by
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"layout": {
"score": <integer>,
"comment": "<your comment>"
}l
"text": {
"score": <integer>,
"comment": "<your comment>"
}l
"image": {
"score": <integer>,
"comment": "<your comment>"
s
"color": {
"score": <integer>,
"comment": "<your comment>"

b
"validity": {

"score": <integer>,
"comment": "<your comment>"
bo
"total_score": <sum of all scores above>

}

Be precise and detailed in your comments, and ensure the total_score equals the sum of all individual
scores.

1.3 EXAMPLE-BASED INFOGRAPHIC CHART GENERATION

You are an experienced infographic chart designer.

Given the following dataset in JSON format: {Tabular data} and a reference infographic chart image (used
as a style guide) {Chart image}, your task is to create a new infographic chart that clearly and creatively
visualizes the data.

# INSTRUCTIONS

- Maintain overall stylistic consistency with the reference infographic chart, including color scheme,
typography, iconography, and visual tone, to ensure a coherent aesthetic. However, adapt the layout, chart
types, and visual elements creatively to best suit the structure and insights of the new dataset.

- Prioritize effective communication of the new data over replicating the original design.

- Incorporate visual storytelling elements, such as icons, labels, contrast, or scale, to highlight key patterns
or contrasts in the data.

- Include a clear, well-designed title that matches the tone and aesthetic of the reference.

- You may choose a light or dark background — whatever best fits the visual narrative and legibility.

- Legends, axes, and any necessary annotations should be present and styled consistently.

# OUTPUT FORMAT

- A single high-resolution infographic chart image (portrait or square format)

- All text and numbers should be fully readable

- The image should be self-explanatory — no external explanation should be needed

- The style should be clean, professional, and ready for publication

Avoid any explanation outside the visual — the final image should be self-explanatory and visually

engaging.

J  THE USE OF LLMS

LLMs were used solely to aid or polish writing; they were not used for research ideation, analysis, or any other
part of the manuscript.
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