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ABSTRACT

A key challenge today lies in the ability to efficiently handle multi-omics data
since such multimodal data may provide a more comprehensive overview of the
underlying processes in a system. Yet it comes with challenges: multi-omics
data are most often unpaired and only partially labeled, moreover only small
amounts of data are available in some situation such as rare diseases. We pro-
pose MODIS which stands for Multi-Omics Data Integration for Small and un-
paired datasets, a semi supervised approach to account for these particular set-
tings. MODIS learns a probabilistic coupling of heterogeneous data modalities
and learns a shared latent space where modalities are aligned. We rely on artificial
data to build controlled experiments to explore how much supervision is needed
for an accurate alignment of modalities, and how our approach enables dealing
with new conditions for which few data are available. The code is available at
https://github.com/VILLOUTREIXLab/MODIS.

MEANINGFULNESS STATEMENT

We propose to integrate multiple representations of a given biological system, into a common, mean-
ingful, latent representation. This common representation is built by training adversarially multiple
coupled auto-encoders. We take advantage of a large reference dataset to build this representation
which will be used to align smaller multi-omics dataset. This approach finds its applications in the
study of rare diseases where samples are in low number, unpaired and possibly with one or more
missing modalities.

1 INTRODUCTION

The recent explosion in multi-modal and particularly multi-omics data holds immense promise for
understanding complex biological mechanisms and ultimately help address diagnostic challenges.
Rare diseases in particular, defined as diseases affecting less than one person in 2000, are char-
acterized by diagnostic deadlocks due to the lack of understanding of the specific processes and
could benefit from multi-omics approaches Banerjee et al.|(2023). To take full advantage of these
multi-omics datasets, it is useful to derive a joint representation in a lower dimensional space, a
task named multi-omics data integration. This joint representation helps disease identification by
classifying or clustering samples, leading subsequently to biomarker discovery |Cantini et al.|(2021));
Hirst et al.| (2024). Moreover, since it is not always possible to acquire samples in multiple omics
simultaneously, and it has been proposed to use the joint representation as a basis for generation
missing modalities [Yang et al.| (2021). Various strategies have been proposed for multi-omics inte-
gration, ranging from vertical approaches that combine layers of omics data for paired samples to
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Figure 1: Schematic of our MODIS model and our approach to addressing the challenges in
rare diseases. A, The embeddings generated by each VAE, customized for a specific modality, are
integrated and aligned in a shared latent space using adversarial learning in a fully supervised or
semi-supervised setting. B, A large reference dataset is combined with a small target dataset into an
unbalanced (paired or unpaired) multi-omics dataset leveraging the knowledge from the reference
to improve the alignment of the target dataset.

diagonal and mosaic strategies that enable the integration of diverse combinations of unpaired and
paired samples across datasets |Argelaguet et al.| (2021). We are interested here in the applicabil-
ity of data integration for disease identification (a classification task), for difficult cases such as rare
diseases and more generally scarce situations, where the number of samples is low, the training sam-
ples are not paired across modalities, and where some modalities might even be missing for some
class. Most of the approaches for multi-omics data integration |Argelaguet et al.|(2021)) require large
datasets for their training and are thus not straightfully applicable to this difficult setting. To extend
their applicability to rare diseases or other types of diseases with scarce data, we propose to take
advantage of large datasets of multi-omics data such as the TCGA database [Weinstein et al.[(2013)
to help with the integration.

From a machine learning perspective, we consider that the training dataset includes data from mul-
tiples modalities (the various -omics) and for many classes (the various diseases or cancer or con-
ditions from the available databases). Yet this training dataset is not complete in multiple ways.
First, all the samples are not observed in all modalities, they are unpaired. Moreover a particular
modality may be missing for a particular class in the training set, meaning that there are no example
of this modality in the training samples for this disease. Finally a number of samples may miss a
class label, since labeling requires expensive expert annotation. The goal of this study is to propose
solutions, within this context of multi-omics data integration, for the learning and the recognition
of disease with small unpaired dataset, a situation exemplified by rare diseases. To be able to cope
with this particular situation requires a set of desired features for the model to be designed. First it
should be able to predict the class of a sample which is observed in a single modality, whatever it
is, as it is often the case that only one modality is observed. This requires to be able to translate or
link in some way the samples observed in one modality to samples observed in another modality,
keeping in mind that the data are unpaired across modalities. Second, the method should be able
to take advantage of unlabeled data (wrt class). Third, the classifier should be learnable for a set
of classes with eventually small training data, hence it should be able to deal with an imbalanced
classification problem. To answer these three challenges, we propose an approach named MODIS
for Multi-Omics Data Integration for Small and unpaired datasets.

2 STATE OF THE ART

Several approaches have been dedicated to dealing with multiview or multimodal data with the goal
of performing a prediction task, e.g., classification, from a number of very different and comple-
mentary modalities whose heterogeneity prevents any simple combination (see for example Han
et al.|(2021))). More generic approaches have been proposed that combine modalities, such as audio
and text, in the CLAP model [Elizalde et al.| (2023), to learn rich representations that may be used
for (any) downstream task. Another line of works have focused on extending data analysis classics
such as canonical correlation analysis (CCA) to explore relationship between different modalitites
Andrew et al.|(2013). Besides, a number of works have been proposed to learn to infer a modality
from another one, usually in a supervised setting, in a general machine learning setting Ngiam et al.
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(2011) and for multiomics data|Yang et al.| (2021). A common backbone of these methods consists
in a set of auto-encoders, one for each modality, that are learned in such a way that their latent space
are aligned, thus enabling prediction of a modality from another one [Ngiam et al.| (2011); Yang
et al.|(2021) by encoding with a modality’s encoder and decoding with another modality’s decoder.
Learning to align the latent representation spaces of multiple modalitie’s autoencoders can be done
using paired data (all modalities of training samples are observed) if these data are available [Tang
et al.| (2023)) or through distribution constraints [Yang et al.| (2021); He et al.| (2024), extending the
seminal work from|Makhzani et al.|(2015)), in the opposite case of unpaired data where only one (or
not all) modality is available for every training sample.

In computational biology and bioinformatics, the question of integrating multiple modalities for
classification or clustering has been addressed by various authors in the past few years. In the case of
paired samples across modalities, several linear methods such as joint matrix factorization have been
used, as reviewed in [Cantini et al.|(2021), and extended with transfer learning [Hirst et al| (2024).
More recently, non-linear methods such as multiple auto-encoders with a shared latent space have
been proposed, for paired samples (also known as vertical integration Argelaguet et al.|(2021))) | Tang
et al.| (2023), unpaired samples (diagonal integration) |Yang et al.| (2021)); [Samaran et al.| (2024), or
when considering a combinaison of paired or unpaired samples (mosaic integration)|He et al.|(2024)).

A few approaches allow to deal with imbalanced classification problems Huang et al.| (2016) or to
handle learning classes with very few training samples (few shot learning|Wang et al.[(2020)). How-
ever, the question of combining multi-omics data integration with the question of class imbalance
remains largely unexplored.

3 METHODS

As stated in the introduction, we propose an approach, MODIS, whose aim is to perform multi-omics
data integration with small and unpaired datasets. We propose to train coupled autoencoders (Fig.
[TA) on both a large reference dataset and a small target dataset (Fig. [IB), the latter corresponding
to rare diseases. This approach aims at leveraging the structure learned from the larger dataset to
improve the alignment and translation of modalities and label classification in the smaller dataset.
Additionally, since we were particularly interested in datasets with multiple biological conditions
which are modeled as multiple classes in the data, we incorporated a discriminative loss and a
regularization, following [Tang et al.| (2023)). These modifications help preserve the underlying data
structure while ensuring meaningful alignment across modalities.

MODIS is composed of multiple coupled variational auto-encoders (VAEs), as many as the number
of modalities. To link the samples from different modalities, we want to align the latent repre-
sentation space of each of the modality encoders. To do so, we enforce the latent representation
of a sample, computed by one of the modality encoders, to be modality-free, following [Makhzani
et al.| (2015)). Practically we use an auxiliary discriminator that operates in the latent space which
is trained adversarially on the modality. More precisely, this classifier is trained to recognize the
modality of a sample whose latent representation is input to the classifier, while the encoders of
each of the modalities are trained to fool this classifier. Doing so, one aligns the latent space of all
modality autoencoders so that it becomes a shared latent space. This is a key aspect of our method
since it enables both the possibility of reconstructing a modality from another one, by chaining the
encoder of a modality with the decoder of another modality, and the possibility of learning and using
a single classifier whatever the observed modality, since it operates in the shared latent space, see

Figure[T]

Since the training involves an adversarial discriminator, the optimization iteratively alternates two
steps. In the first step, only the discriminator’s weights are updated, to improve modality and class
identification from the latent space using the following loss

Lp = LJ\LD + LC + Lclustering (D

where Ly p is the cross-entropy loss for modality prediction (the D denotes that this is the variant
of this loss that is used to learn the classifier D), L is the cross-entropy loss for class prediction and,
following [Tang et al.| (2023); Kampffmeyer et al.| (2019), we used a clustering loss, noted Ljustering.
that ensures the separability and the compactness of the class clusters.
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In the second step, the discriminator’s weights are frozen and all other parameters (all the VAEs’
weights) are updated using a combined loss. It includes all VAEs’ standalone losses in a first part (a
reconstruction loss L.con and a Kullback-Leibler divergence loss D, for every VAE), a classifica-
tion (adversarial) loss for modality prediction, the label classification clustering loss as above.

LVAE = (Z (ngéc)on + 5D;?L>> + (LJ\LVAE' + LC + Lclustering) (2)
i=1

where m is the number of modality, /3 is an hyperparameter (set to 5 = 5x 10~% in our experiments),
Lr,v Ag 1s the adversarial cross-entropy loss of the discriminator with respect to the modalities (a
variant of L,s p for training the encoders, as is standard in adversarial learning Makhzani et al.
(2015))).

The proposed approach may naturally be learned in a semi-supervised way with supervised data
whose class label is known and unsupervised data whose class label is unknown. Moreover the
learning of the latent space from all data from all classes enables an accurate learning of this latent
space whose dimension is significantly lower than original dimensions of data independently of the
modality (Fig[5). Training a classifier in this latent space is then easier and is likely to require much
less training data than in the original data space. It is then a possible approach for handling situations
with small datasets, such as rare diseases, as we will investigate.

4 EXPERIMENTS

4.1 DATASETS

To test our approach, we generated realistic datasets by simulation using the InterSIM R pack-
age (Chalise et al.[|(2016). The three -omics represented are DNA methylation (367 features), gene
expression (131 features), protein abundance (160 features). We started by creating a large paired
multi-omics datasets with 11,500 samples (each sample being a triplet of -omics) and distributed
among 5 balanced classes (each class representing ~ 20 % of the samples). We then derived an
unpaired dataset by keeping only one representative -omic modality per sample while preserving
the balanced distribution among the 5 classes. We finally used the train_test_split function
of sklearn with a ratio of 0.2 and balanced classes to create the train/test datasets. We adapted this
dataset to the various experimental settings (semi-supervised, class imbalance, missing modality).
To evaluate the class prediction accuracy of MODIS, we used the classical accuracy (ACC), the
inverted class frequency accuracy (W-ACC) and the Jaccard Index (JI) [Pedregosa et al.[(2011). To
evaluate the reconstruction and the translation between modalities, we used the Mean Square Error.
In the case of the translation, which corresponds to the composition of an encoder for one modality
and a decoder for another modality, since we originally generated paired samples, given a sample in
one -omic, we have the ground truth in each of the other -omics. The translation error is computed
between the predicted -omic and the ground truth.

4.2 RESULTS

Latent space alignment MODIS consists of coupled auto-encoders sharing a common latent rep-
resentation such that the modalities of origin of the samples are indistinguishable while the classes
from which each sample belongs to are easily identifiable.

To establish a baseline for the quality of the latent space alignment, we first trained our architecture
on a fully supervised (class labels available for all samples) and class-balanced dataset (Fig. |2} first
column). In this ideal setting, the model achieved 100% class prediction accuracy on test data using
the trained class discriminator, demonstrating its capacity to learn a well-structured latent represen-
tation when provided with full supervision. Moreover, the reconstruction error and translation error
were down to 0.01 (Fig. 2]C), confirming that 1) the latent representation of each modality is suffi-
cient for the faithful reconstruction of the data and 2) the latent representations between modalities
are sufficiently well aligned that the latent encoding of one modality leads to faithful reconstruction
in another modality. Of course one cannot achieve any meaningful alignment between modalities in
the absence of class labels, i.e. no assignment constraint between the clusters of the various modali-
ties, which is shown in the right column of the figure. The model did recover the clustered structure
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Figure 2: Latent space alignment as a function of available class labels. All panels display vi-
sualizations of five different models, each trained on varying amounts of labeled data. A, PCA
projections of 800 samples per modality in the joint latent space. B, Confusion matrices of the dis-
criminator’s predictions. C, Heatmaps with the mean squared error (MSE) for modality reconstruc-
tions and translations. Each column of results correspond to the results gained with the percentage
of (class) labeled examples in panel D. D, Percentages of class labels used in each case.

of the data, but as expected, struggled to match the right clusters between the various modalities,
leading to random class prediction (class prediction accuracy of 19% across five classes Fig. 2|B
fifth column). And similarly, as expected, the reconstruction error is as low as in the fully supervised
case, with value around 0.01 for each of the three modality, but the translation error is much higher,
e.g. with value 0.1 from modality 1 to modality 3. This confirms the misalignment of the modalities

in the latent space. Overall, these results highlight the importance of explicit guidance in ensuring a
well-aligned latent space across modalities.

We explored an intermediate, semi-supervised, setting in which only a subset of the training samples
were annotated with their class labels. Our results show that even with minimal supervision, where
only 5% or as little as 0.5% of the training data were annotated with their class label, our architecture
was able to recover a nearly perfect class prediction accuracy on test data (Fig. 2l B, second and third
column) and a reconstruction and translation error almost identical to the fully supervised baseline
(Fig. |ZIC, second and third column). However, when the fraction of annotated data was further
reduced to 0.2% of the training data, the model’s performance deteriorated with a class prediction
accuracy decreasing to 59% and a translation error increasing to 0.0765, indicating a threshold below

which supervision is no longer effective in guiding latent space alignment (Fig. 2}B and C, fourth
column).
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Handling small datasets with transfer learning In the context of rare diseases, training datasets
are often small, making it challenging to develop robust predictive models [Banerjee et al.| (2023).
With MODIS, we propose to address this aspect by training our model on both a large reference
dataset containing multiple classes of unpaired samples and a small target dataset containing one
class of unpaired samples Fig. [I|B.

To evaluate the effect of class imbalance, we first considered a setting in which the reference dataset
contained a large number of samples across multiple classes, while the target dataset consisted of
only a few samples in a specific class (Fig. [JA). We evaluated the impact of sample size on classifica-
tion performance by analyzing the evolution of class prediction accuracy as a function of the number
of samples in the target dataset. Our results indicate that, even with a low number of samples, the
model achieves good class prediction accuracy. More precisely, with 5 samples per modality in the
target dataset (0.2% of the whole training dataset), MODIS achieves more that 0.8 class prediction
accuracy (Fig. [3]A). Similary, with 20 samples per modality in the target dataset (0.8% of the whole
training dataset), MODIS achieves more than 0.98 class prediction accuracy. Naturally, the class
prediction accuracy grows with the increase in the number of samples in the target dataset. This
suggests that the knowledge transfer from the large reference dataset plays a crucial role in stabiliz-
ing the representation of the target class, allowing for accurate predictions despite the small dataset
size.

Next, we investigated the minimal level of class supervision required in this highly unbalanced set-
ting (Fig. [3(C). In this case, we fixed the number of samples in the target dataset to 20 per modality
and systematically varied the proportion of class-labeled versus unlabeled samples in the reference
dataset. Our results reveal that the percentage of annotated data in the reference dataset influences
the class prediction accuracy of both the reference and the target dataset. Notably, we found that the
class prediction accuracy could exceed 0.95 with 2% of the reference dataset samples being anno-
tated, and increases with the proportion of labeled samples. This finding underscores the efficiency
of our semi-supervised approach, demonstrating that even a minimal amount of supervision in the
reference dataset is sufficient to enable accurate classification in the rare disease setting. Overall,
these results highlight the potential of leveraging large, well-annotated datasets to enhance model
performance in low-data scenarios, a crucial advantage for rare disease research where labeled data
is often scarce.

Assessing the impact of missing modality for a given class Beyond the issue of class imbalance,
we also investigated the impact of missing modalities in one or more classes on the performance
of our model. To systematically evaluate this challenge, we designed a series of increasingly diffi-
cult settings and assessed the model’s ability to maintain latent space alignment and accurate class
prediction despite missing data.

In the first case (Fig. B]A ), we removed all samples from one modality in a single class to observe
whether the model could still accurately classify samples from the missing modality. Remarkably,
despite the complete absence of data for that modality-class pair, the model achieved a class predic-
tion accuracy of 97%. This suggests that our approach successfully leverages information from the
available modalities and classes to infer meaningful representations, allowing for accurate predic-
tions even in the presence of missing data. To further explore the impact of introducing minimal data
in the missing modality, we gradually increased the number of samples available in that modality-
class pair (Fig. ]B ). We found that adding just a single sample was sufficient to restore the class
prediction accuracy to a near-perfect 99%, indicating that even minimal supervision can significantly
improve model performance in such cases.

Next, we tested a more challenging scenario in which two modalities were missing in two different
classes (Fig. F]C). As expected, this setting led to a reduction in overall model accuracy, with a
global class prediction accuracy of 85%. Notably, while the model still performed well across the
dataset, the accuracy dropped for some specific classes and modalities. Importantly, these classes
and modalities are not necessarily the ones in which data was completely missing. To determine
whether the introduction of even a small number of samples could mitigate this effect, we incre-
mentally added samples to the missing modalities (Fig. D). Once again, we observed a substantial
improvement, with the overall accuracy increasing to 97% after the addition of just one sample per
missing modality-class pair. These findings emphasize the robustness of our approach in handling
incomplete multi-modal datasets while also highlighting the critical role of even minimal supervi-
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Figure 4: Effect of missing or partially missing modalities on latent space alignment and class
prediction accuracy. Panels A, B, C, and D display the same visualizations in different settings.
The first column displays the setting. L stands for labeled data. The second column presents the
PCA projection of the joint latent space. The third column shows the overall confusion matrix
of the discriminator’s predictions. The fourth, fifth, and sixth columns display the confusion ma-
trices for predictions of DNA methylation, gene expression, and protein abundance, respectively.
Confusion matrices in B and D were obtained from datasets with only one sample in the shrunken
class-modality pairs.

sion in restoring prediction accuracy. This capability is particularly relevant in real-world biomedi-
cal applications, where data collection across multiple modalities is often incomplete or unbalanced
across different classes.

5 CONCLUSION

In summary, MODIS effectively addresses the challenges of multi-modal data integration and align-
ment in scenarios with limited annotated samples and small dataset size. Its ability to predict classes,
generate missing data, and to align latent representations highlights its potential for a broad range of
applications for the study of disease with scarce datasets such as rare diseases.
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Figure 5: Architecture of the MODIS model. A, General structure of a VAE. The specific size
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A APPENDIX

A.1 NETWORK ARCHITECTURE
The architecture of MODIS is shown on Fig. [5] In summary, it is defined by

* Meth VAE parameters: 1,531,375

* Gene expression VAE parameters: 382,723
* Protein VAE parameters: 397,600

* Discriminator parameters: 724,744
 Total model parameters: 3,036,442
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