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Abstract

Enhancing Large Language Models’ (LLMs)001
ability to understand purchase intentions in E-002
commerce scenarios is crucial for their effective003
assistance in various downstream tasks. How-004
ever, previous approaches that distill intentions005
from LLMs often fail to generate meaningful006
and human-centric intentions applicable in real-007
world E-commerce contexts. This raises con-008
cerns about the true comprehension and utiliza-009
tion of purchase intentions by LLMs. In this010
paper, we present INTENTIONQA, a double-011
task multiple-choice question answering bench-012
mark to evaluate LLMs’ comprehension of pur-013
chase intentions in E-commerce. Specifically,014
LLMs are tasked to infer intentions based on015
purchased products and utilize them to pre-016
dict additional purchases. INTENTIONQA con-017
sists of 4,375 carefully curated problems across018
three difficulty levels, constructed using an au-019
tomated pipeline to ensure scalability on large020
E-commerce platforms. Human evaluations021
demonstrate the high quality and low false-022
negative rate of our benchmark. Extensive ex-023
periments across 19 language models show that024
they still struggle with certain scenarios, such025
as understanding products and intentions ac-026
curately, jointly reasoning with products and027
intentions, and more, in which they fall far be-028
hind human performances.029

1 Introduction030

Understanding customers’ purchase intentions and031

making reasonable inferences accordingly are032

crucial for revolutionizing E-commerce services,033

whose benefits have been demonstrated in myriads034

of downstream tasks, such as product recommen-035

dation (Grbovic et al., 2015; Zhao et al., 2014; Li036

et al., 2020) and query answering (Zhao et al., 2019;037

Hirsch et al., 2020). However, intention compre-038

hension (Fogassi et al., 2005) is a non-trivial task039

as it involves reasoning with implicit mental states,040

which are not typically expressed in text or conver-041

sations. Thus, in the context of E-commerce, ex-042

🛒💭🤔
󰳕󰲐

🤖 The customer intends 
for more comfortable 
experience 🤖 Given the intention,

                   

Task 1 -  IntentUnderstand Task 2 - IntentUtilize

comfortable 
experience

Figure 1: Examples of two tasks in INTENTIONQA.
Task 1 requires the language model to determine the
customer’s intention in purchasing two products, and
Task 2 involves recommending a product that fulfills
the customer’s intention and matches their currently
purchased product.

tracting purchase intentions from behaviors without 043

explicit external cues has been challenging (Yang 044

and Tang, 2015). 045

Recently, Yu et al. (2023, 2024) proposed to 046

distill purchase intentions from LLMs, such as 047

OPT (Zhang et al., 2022b), by leveraging their in- 048

herent advantages of generative and commonsense 049

reasoning abilities, as well as being pre-trained on 050

vast textual data including E-commerce knowledge. 051

However, recent analyses by Zhou et al. (2024) 052

show that LLMs struggle to generate meaningful 053

and user-centric intentions. Instead, they are biased 054

by over-focusing on similarities among different 055

products’ metadata, such as their properties, and 056

often end up regurgitating information from the 057

provided prompts without truly comprehending the 058

underlying purchase intentions. 059

Thus, an important yet under-explored question 060

arises: Can LLMs comprehend the customers’ pur- 061

chase intention and how effective are they in per- 062

forming such tasks? To dive into this, we first break 063

down the comprehension of intention into two key 064

aspects, as shown in Figure 1. First, we have in- 065

tention understanding, which evaluates LLMs’ 066

capacity to accurately infer customers’ purchase in- 067
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tentions based on the products bought. Second, we068

consider intention utilization, which investigates069

LLMs’ ability to predict additional purchases based070

on customer’s intentions. Together, they make up071

the entire process of intention comprehension and072

play a significant role in enhancing E-commerce073

search services.074

Although LLMs have been extensively used in075

intention knowledge distillation, their actual per-076

formances in this area have not been adequately077

benchmarked. This is because current methods that078

leverage LLMs have been adopting an open-ended079

generation fashion, which is difficult to consistently080

evaluate (Gu et al., 2021). Additionally, the exten-081

sive and constantly growing number of products082

on E-commerce platforms makes it infeasible and083

expensive to construct human-curated benchmarks.084

To address these challenges and benchmark085

LLMs on purchase intention comprehension in E-086

commerce, we introduce INTENTIONQA, a double-087

task multiple-choice question answering (MCQA)088

dataset, featuring intention understanding and in-089

tention utilization respectively. INTENTIONQA090

contains 4,375 problems for two tasks and covers091

varying difficulty levels, allowing for fine-grained092

evaluation. The MCQA setting enables using con-093

sistent evaluation metrics to assess the LLMs’ in-094

tention comprehension abilities.095

Specifically, we design a pipeline that automati-096

cally synthesizes QA pairs by transforming human-097

annotated intentions from FolkScope (Yu et al.,098

2023), each involving a pair of co-buy products and099

the corresponding intention of purchasing them,100

into questions by masking out the intention or one101

of the products. To achieve this, we define context-102

based product similarity and intention similarity103

metrics. They are computed over ASER (Zhang104

et al., 2022a), a large-scale eventuality knowledge105

graph, which we leverage as a reference for our au-106

tomatic distractor sampling strategy. For each ques-107

tion, we include 3 negative distractors alongside the108

gold answer through a strict similarity filtering pro-109

cess. We then assign difficulty labels to each QA110

pair based on the product similarity between the111

co-buy products in the original intention assertion.112

These steps are done without human supervision,113

enabling our benchmark construction pipeline to114

generalize and accommodate larger-scale product115

databases and practical applications.116

We further conduct human evaluations to demon-117

strate the high quality and low false-negative rate118

of INTENTIONQA, followed by extensive exper- 119

iments across 19 language models with varying 120

sizes and approaches. Results demonstrate that the 121

existing language models still struggle with cer- 122

tain scenarios, such as understanding products and 123

intentions accurately, jointly reasoning with the 124

products and intentions, and more. In the long run, 125

we hope that our benchmark serves as an important 126

cornerstone toward intention-aware E-commerce 127

services that promote integrating intention reason- 128

ing abilities into product recommendations. 129

2 Related Works 130

2.1 Intention Discovery with Large Language 131

Models in E-commerce 132

Understanding intentions with language models 133

have been studied in various domains, such as 134

smoothing chatbox conversations (Ouyang et al., 135

2022), enhancing web search (Zhang et al., 2019), 136

and more. In the E-commerce domain, understand- 137

ing customers’ purchase intentions benefits various 138

downstream tasks (Koo and Ju, 2010; Xu et al., 139

2024), such as automated on-call customer sup- 140

port (Goyal et al., 2022), recommendation systems 141

(Dai et al., 2006; Qian et al., 2023; Jung et al., 142

2023), product question answering (Deng et al., 143

2023; Yu and Lam, 2018). While Yu et al. (2023, 144

2024) proposed leveraging the generation abilities 145

of LLMs to distill purchase intentions from co- 146

buy records, Zhou et al. (2024) showed that LLMs 147

struggle with generating meaningful intentions or 148

understanding user-centric intentions. In this work, 149

we construct INTENTIONQA, a benchmark to eval- 150

uate LLMs’ intention comprehension abilities by 151

selecting highly typical intentions in previously 152

available resources and provide insights for human- 153

centric intention comprehension. 154

2.2 Benchmarking Large Language Models 155

Since the emergence of LLMs, various studies 156

have explored their capabilities in various domains, 157

including temporal reasoning (Tan et al., 2023), 158

causal reasoning (Chan et al., 2024), commonsense 159

reasoning (Jain et al., 2023), and more (Qin et al., 160

2023). These benchmarks have made significant 161

contributions to the understanding of large lan- 162

guage models, assessing their performance across 163

different parameters and prompting methods. How- 164

ever, in the field of E-commerce, existing works 165

primarily leverage LLMs with explicit instruction- 166

tuning (Li et al., 2024), while neglecting the infeasi- 167
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Intention {I}

Product {P}

[I1] more comfortable experience

[I2] headphone accessories

[I3] superior sound reproduction

One-hop Neighborhood

Context Embedding

Intention Similarity

A customer bought  [              ] and [              ] .

What is the most likely intention?

A. To achieve more comfortable experience [I1]  
✅ground truth

B. Looking for headphone accessories [I2]
❌distractor

C. To enhance superior sound reproduction [I3]
❌trivial distractor

Task 1 - IntentUnderstand

PersonX buy headband cushion

PersonX own 
hi-fi headphone

PersonX feel 
comfortable

Headset wear out ……

Reason

Successio
n

Co-Occurenc
e

Result

PersonX purchase 
ear cushion

[I1] more comfortable experience

[I2] headphone accessories

[I3] superior sound reproduction

~Prod-Sim(      ,        )
⇒ similar! ~Prod-Sim(      ,      )

⇒ less similar!

Intention Assertion

Context-Embedding(        )SBERT

Product Similarity

least similar!

quite similar!

most similar!

Task 2 - IntentUtilize

A customer have bought [           ] and intends to 
achieve [more comfortable experience [I1]].  
What is the most likely additional purchase?

A. Hi-fi headphone             
❌trivial distractor       

B. Headband cushion
✅ground truth

C. Audio upgrade cable
❌distractor

Figure 2: Overview of INTENTIONQA and the construction pipeline. We map products from intention assertions to
event nodes in ASER and calculate their context embedding with the one-hop neighborhood. Product and intention
similarities are then computed accordingly. Products/intentions with higher similarities are represented closer to
each other. Negative distractor sampling for Task 1/2 is based on intention/product similarity respectively.

bility of directly applying LLMs in a generalizable168

manner. Furthermore, current evaluation bench-169

marks in E-commerce primarily emphasize prod-170

uct and session comprehension (Jin et al., 2023),171

which overlooks the important aspect of intention172

comprehension. In this paper, we step forward by173

presenting the first benchmark that evaluates the174

intention comprehension abilities of LLMs.175

3 INTENTIONQA176

In this section, we introduce INTENTIONQA, a177

Multiple-Choice Question Answering (MCQA)178

benchmark consisting of two tasks targeting dif-179

ferent aspects of purchase intention comprehension180

and with progressive difficulties, to evaluate the181

intention understanding and utilization abilities of182

LLMs thoroughly.183

3.1 Task Definitions184

We begin by formally defining two tasks associated185

with INTENTIONQA.186

Task 1: INTENTUNDERSTAND The first task187

examines whether LLMs can infer the purchase188

intentions correctly given a real-world record of the189

products bought. Formally, given a pair of co-buy190

products p1, p2, LLMs are tasked with selecting191

the most likely purchase intention i∗ from a list of192

candidate options I = [i1, i2, . . . , i|I|].193

Task 2: INTENTUTILIZE The second task looks194

further into the capacity of LLMs to utilize pur-195

chase intention for the product recommendation 196

process. We approach this by examining their abil- 197

ities to predict the most likely additional purchase 198

based on customer intention. Specifically, given the 199

purchase intention i∗ and one product that has been 200

Bought pB , the LLMs are tasked with selecting the 201

most likely Additional purchase pA∗ from a list of 202

candidate options PA = [pA1 , p
A
2 , . . . , p

A
|PA|]. 203

3.2 Source Intention Collection and Context 204

Augmentation 205

We collect co-buy products and intention assertions 206

from FolkScope (Yu et al., 2023) as our source data. 207

FolkScope is an intention knowledge base that is 208

constructed by distilling knowledge from a pre- 209

trained large language model, OPT (Zhang et al., 210

2022b). It associates customers’ co-purchase be- 211

haviors with their purchase intentions, as shown 212

in the upper left part of Figure 2. Two scores are 213

also assigned to each intention, indicating its plau- 214

sibility and typicality. To accommodate our tasks, 215

we preprocess FolkScope by filtering and retaining 216

plausible assertions with typicality scores above 217

0.5. This is to minimize the number of overly- 218

general intentions, which may be plausible for 219

most products but are not specifically related to the 220

given products. Including these intentions in IN- 221

TENTIONQA could lead to many false negative 222

distractors, which harms the quality of our QA 223

pairs. 224

Since we are aiming for automatic QA pair con- 225

struction, determining the similarity between differ- 226
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ent intentions and products can serve as powerful227

hints in selecting appropriate distractors given a228

correct answer. However, relying solely on prod-229

uct metadata and corresponding purchase behavior230

falls short of capturing the similarity between in-231

tentions, as similar or identical intentions can align232

with multiple products. To address this limitation233

and enhance the sampling of distractors while re-234

ducing the occurrence of false-negative distractors,235

we introduce a method to augment customers’ pur-236

chase behavior. This is achieved by retrieving ad-237

ditional relevant context from ASER (Zhang et al.,238

2020, 2022a), a large-scale eventuality knowledge239

graph that covers billions of commonly seen even-240

tualities. Specifically, we first consider the purchas-241

ing event as an eventuality and design heuristic242

rules to align it with nodes in ASER. Formally, we243

denote ASER as G = {(h, r, t)|h, t ∈ V, r ∈ R},244

where V and R are the sets of nodes and relations in245

ASER. Inspired by recent works in conceptualiza-246

tion (Wang et al., 2023b,a), we simplify the product247

name p by instructing ChatGPT to conceptualize it248

into three plausible categories C(p) = [c1, c2, c3],249

representing the possible classifications of the prod-250

uct. For example, IPhone 14 can be conceptual-251

ized as a phone, communication device, and Apple252

product. This augmentation expands the semantic253

coverage of the purchasing event, increasing the254

likelihood of finding relevant nodes in ASER.255

Next, we design natural language templates (Ap-256

pendix B) to convert noun phrases of conceptu-257

alized product categories into purchasing events258

E(C) = [e1, e2, . . . , e|E|]. These events are then259

matched against nodes in ASER to identify over-260

lapping ones through strict string matching. For-261

mally, we denote ASER as G = {(h, r, t)|h, t ∈262

V, r ∈ R}, where V and R are the sets of nodes263

and relations in ASER. We denote the set of264

matched nodes for p in ASER as VE = E(C) ∩265

V = [ve1, ve2, . . . , ve|VE|]. Next, we compute266

the sentence embedding of edges in the one-hop267

neighborhood of each node in VE using Sentence-268

BERT (Reimers and Gurevych, 2019). The context269

embedding CE(p) is then computed by averaging270

these embeddings, which serves as the semantic271

representation of relevant contexts for purchasing272

the product p.273

3.3 Product and Intention Similarity274

With the context embeddings of all products com-275

puted, they contain valuable background knowl-276

edge about purchasing events associated with each 277

product. This includes edges from ASER that cap- 278

ture cause-effect relationships (“Reason” and “Re- 279

sult”), event precedence and succession (“Prece- 280

dence” and “Succession”), and other relevant infor- 281

mation. Intuitively, similar products should have 282

similar contextual information in ASER, and vice 283

versa. Thus, we define the similarity between pur- 284

chasing events of p1 and p2 as follows: 285

Sim(p)(p1, p2) = cos_sim(CE(p1), CE(p2)) 286

where cos_sim is the cosine similarity between em- 287

beddings from Sentence-BERT. 288

Similarly, we define the similarity between two 289

intentions (i1, i2) in FolkScope by leveraging their 290

corresponding purchase events associated with 291

ASER as follows: 292

Sim(i)(i1, i2) = min
m=1,2;n=1,2

{Sim(p)(p(i1)m , p(i2)n )} 293

where p
(i)
m is the mth product linked to intention i. 294

3.4 Distractor Sampling and QA Construction 295

Finally, we design INTENTIONQA as a multiple- 296

choice QA benchmark and design specific rules 297

to transform intention assertions in FolkScope 298

into question and gold answer pairs. Each gold 299

answer is accompanied by three distractors, i.e., 300

|I|, |PA| = 4. For each task, we propose its unique 301

distractor sampling strategy specifically designed 302

for the task objective, based on the similarity scores 303

defined in §3.3. 304

Task 1: INTENTUNDERSTAND INTENTUN- 305

DERSTAND targets LLMs’ ability to accurately 306

infer purchase intentions based on the products 307

bought by a customer. We convert the intention 308

assertions from FolkScope to questions by mask- 309

ing out the intentions. These masked intentions are 310

then treated as gold answers, denoted as i∗. To ob- 311

tain the distractor intentions I− = [i−1 , i
−
2 , i

−
3 ], we 312

randomly select intentions from FolkScope whose 313

intention-similarity score with i∗ (Sim(i)(i∗, i−)) 314

fall within [0.6, 0.9]. The lower bound of the range 315

filters out trivial distractors, while the upper bound 316

minimizes the false negative rate in the resulting 317

benchmark. 318

Task 2: INTENTUTILIZE INTENTUTILIZE eval- 319

uates the LLMs’ ability to utilize intentions to pre- 320

dict future purchase behavior. Specifically, we 321

formulate the task as providing LLMs with one 322
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product that the customer has bought and the cor-323

responding intention, and task LLMs with pre-324

dicting the most likely purchase accompanied by325

the purchased product. Questions for INTEN-326

TUTILIZE are obtained by masking out one of327

the products (pA∗) in each intention assertion of328

FolkScope. The distractor products (p−i , i =329

1, 2, 3) are randomly selected from those products330

whose product-similarity score Simp(pA∗, pA−)331

falls within [0.7, 0.9]. Threshold values for both332

tasks are determined through observations of the333

distribution and preliminary experiments.334

Difficulty Labeling To allow for fine-grained335

evaluation, we categorize each question into three336

difficulty levels. Intuitively, intention assertions337

with high product-similarity scores among co-buy338

products result in relatively easy problems. This339

is based on the assumption that understanding just340

one product is sufficient for comprehending the341

corresponding intention, without necessitating rea-342

soning about the relationship between the prod-343

ucts. Conversely, intention assertions with low344

product-similarity scores contribute to harder prob-345

lems as they require comprehending both products346

and their corresponding intentions, as well as rea-347

soning about the potentially complementary rela-348

tionship between the products.349

Therefore, we categorize the problems based350

on the product-similarity scores of co-buy prod-351

ucts in the original intention assertion. Specifically,352

problems with a product-similarity score within the353

range of [0.85, 1] are classified as easy problems,354

those within the range of [0.6, 0.85) are consid-355

ered medium, and those within the range of [0, 0.6)356

are classified as hard problems. These thresholds357

are determined based on distributions and human358

observations of problem difficulty.359

4 Benchmark Evaluations360

4.1 Statistics361

We initially construct INTENTIONQA by using362

2,315 intention assertions sourced from FolkScope.363

They are selected by filtering those with high plau-364

sibility and typicality scores and whose both prod-365

ucts can be aligned with purchasing event nodes366

of ASER. We then construct 4,375 problems for367

both tasks in INTENTIONQA, with each problem368

labeled with difficulty accordingly. The benchmark369

statistics are reported in Table 1.370

Subset
TASK 1 TASK 2

#Q Avg. Simp #Q Avg. Simp

easy 1700 0.972 1625 0.971
medium 423 0.740 385 0.744
hard 118 0.532 133 0.514

Average 2241 0.905 2143 0.902

Table 1: Statistics of the INTENTIONQA. We report
the number of questions (#Q) and the average product-
similarity scores between the co-buy products among
all intentions (Avg. Simp) within each difficulty subset.

4.2 Human Evaluations 371

To evaluate the effectiveness of our benchmark con- 372

struction pipeline and assess the quality of our con- 373

structed QA benchmark, we conduct human anno- 374

tation to evaluate two aspects: (1) the correctness 375

of product conceptualization by ChatGPT and (2) 376

the quality of the QA pairs in both tasks. 377

4.2.1 Annotation Setups 378

We recruit human annotators from the Amazon 379

Mechanical Turk platform. For strict quality con- 380

trol, we only invite workers satisfying the follow- 381

ing requirements: 1) at least 1K HITs approved, 382

and 2) at least 95% approval rate. We then host 383

two rounds of qualification rounds using questions 384

sampled from our curated benchmark, with expert- 385

annotated answers. 400 workers are invited in total 386

and around 60 (15%) of them are selected. 387

For product conceptualization, we randomly 388

sample 2,000 products and task each annotator 389

to label the plausibility of the generated cate- 390

gories. Specifically, we ask the annotators to as- 391

sess whether all three generated product categories 392

are reasonable according to the original products. 393

Each product is annotated by three annotators and 394

the majority vote is taken as the final label. Re- 395

sults show that 89.4% of products are reasonably 396

conceptualized, demonstrating the strong product 397

understanding ability of ChatGPT and validating 398

the feasibility of leveraging its generative power to 399

aid our benchmark construction process. 400

We then evaluate the resulting QA pairs from 401

INTENTUNDERSTAND and INTENTUTILIZE. For 402

each task, we randomly sample 300 QA pairs and 403

ask the annotators to assess the quality of these 404

problems. Firstly, they need to annotate the correct- 405

ness of ground truth options, denoted as Correct. 406

Secondly, they assess the false-negativeness of the 407

distractor options by determining whether a distrac- 408

tor option is superior to or equally plausible as the 409

ground truth option, denoted as F-Neg. Still, we 410
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Subset
TASK 1 TASK 2

Correct F-Neg Correct F-Neg

easy 96.06 6.33 98.20 1.20
medium 94.00 1.33 92.59 4.32
hard 85.71 1.00 100.00 0.00

Average 95.00 2.89 97.33 1.67

Table 2: Annotated correctness (Correct; %) and false-
negative rate (F-Neg; %) of 600 randomly sampled QA
pairs from two tasks.

collect three votes for each QA pair and take the411

majority of them.412

4.2.2 Results413

We report the annotation results in Table 2. We find414

that INTENTIONQA exhibits high correctness rates415

among ground truth options. Meanwhile, the low416

false-negative rates demonstrate the high quality of417

both tasks. Both statistics validate the reliability418

of our automatic QA construction pipeline and the419

quality of the resulting INTENTIONQA benchmark.420

5 Experiments and Analysis421

5.1 Baseline Selection and Setup422

Evaluation Metric We use accuracy as the evalu-423

ation metric, which is quantified by the percentage424

of QA pairs that a language model answers cor-425

rectly in INTENTIONQA.426

Model Selection We evaluate a wide range of427

(L)LMs in four categories: (1) PTLM: We428

evaluate several pre-trained language models, in-429

cluding RoBERTa (Liu et al., 2019), DeBERTa-430

v3 (He et al., 2023), T0 (Sanh et al., 2022),431

T5 (Raffel et al., 2020), and Flan-T5 (Chung432

et al., 2022). (2) COMMONSENSE: We also433

evaluate PTLMs with commonsense knowledge434

injected, including HyKAS (Ma et al., 2021),435

CAR (Wang et al., 2023a), VERA (Liu et al.,436

2023b), CANDLE (Wang et al., 2024), and VERA-437

CANDLE (Wang et al., 2024). (3) OPEN LLM:438

We then evaluate representative open-sourced439

LLMs of varying sizes and versions in zero-shot set-440

tings as well as after fine-tuning on intention knowl-441

edge (OPEN LLM + MIND, details in §5.5). These442

models cover LLaMA2 (Touvron et al., 2023),443

Gemma (Mesnard et al., 2024), Mistral (Jiang444

et al., 2023), Falcon (Almazrouei et al., 2023), Vi-445

cuna (Zheng et al., 2023), Phi-2 (Gunasekar et al.,446

2023), and Alpaca (Taori et al., 2023; Wang et al.,447

2023d). (4) LLM API: Finally, we adopt Chain-448

of-Thought prompting (COT; Wei et al., 2022) and449

CoT with Self-Consistency (COT-SC; Wang et al., 450

2023c) together with zero-shot prompting to assess 451

ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI, 452

2023). The sampling temperature τ is set to 0.1 by 453

default. 5 COT responses are sampled with τ set to 454

0.7 under COT-SC. RANDOM and MAJORITY vot- 455

ing are also added as baselines to demonstrate the 456

characteristic of INTENTIONQA. HUMAN perfor- 457

mance is calculated based on annotation results of 458

600 randomly selected QA pairs from both tasks. 459

5.2 Results 460

The results of all models are presented in Table 3. 461

From the results, we observe that: 462

Commonsense knowledge does help in inten- 463

tion comprehension. Models injected with com- 464

monsense knowledge showcase comparable perfor- 465

mance to significantly larger models. Specifically, 466

CAR and CANDLE (435M) achieve 96.64% of 467

the performance of Flan-T5-xxl (11B) in INTEN- 468

TUNDERSTAND, despite being 25 times smaller. 469

This demonstrates the effectiveness of incorporat- 470

ing commonsense knowledge in improving inten- 471

tion comprehension in the E-commerce domain. 472

INTENTUTILIZE is more challenging. For ap- 473

proximately all models, excluding ChatGPT and 474

GPT-4, that exhibit above RANDOM performances 475

in INTENTUNDERSTAND, their performances drop 476

significantly when evaluated on INTENTUTILIZE, 477

with an average accuracy gap of 14.20%. While 478

INTENTUNDERSTAND involves understanding the 479

purchase intention behind a single pair of products, 480

INTENTUTILIZE requires product understanding 481

of all candidate options as well as reasoning with 482

potential intentions behind four pairs of products. 483

This expanded reasoning scope and higher demand 484

for product understanding pose challenges for these 485

models, as their training data may be limited in 486

terms of the variety and quantity of products in- 487

cluded. However, ChatGPT and GPT-4 excelled in 488

both tasks, presumably due to their stronger prod- 489

uct reasoning abilities. 490

Intention comprehension abilities of current 491

models are still far from perfect. Although vari- 492

ous models perform considerably better than RAN- 493

DOM guessing, there remains a substantial gap be- 494

tween their performance and that of humans. 495

5.3 Performances Across Intention Types 496

To further investigate the reasons why language 497

models fail in intention comprehension, we con- 498

duct a more fine-grained analysis by delving into 499
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Methods Backbone INTENTUNDERSTAND INTENTUTILIZE

Easy Medium Hard Avg. Easy Medium Hard Avg.

Random - 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00
Majority Vote - 26.37 25.24 26.27 26.15 25.97 28.57 28.57 26.60

PTLM

RoBERTa-Large 214M 41.46 41.98 38.98 41.43 54.95 35.06 30.08 49.84
DeBERTa-v3-Large 435M 36.40 38.72 37.62 36.90 26.52 29.35 32.33 27.39
T5-v1.1-xxl 11B 24.84 25.47 25.42 24.99 26.71 26.23 25.56 26.55
Flan-T5-xxl 11B 75.98 73.58 63.56 74.88 79.26 81.82 81.95 79.89
T0-pp 11B 71.70 68.87 64.41 70.78 77.11 76.10 78.20 76.99

Commonsense

HyKAS 435M 71.81 67.17 46.69 69.61 47.02 45.97 48.12 46.90
CAR 435M 73.69 71.46 54.38 72.20 36.18 43.12 44.36 37.94
CANDLE 435M 74.34 70.75 52.54 72.52 35.94 43.90 43.61 37.84
VERA 11B 69.82 70.52 61.02 69.49 59.20 58.18 64.66 59.36
VERA-CANDLE 11B 70.59 71.33 63.41 70.02 62.18 60.13 66.13 61.81

Open LLM

LLaMA2-7B 22.47 26.24 21.78 23.14 26.42 27.87 29.03 26.84
LLaMA2-7B-chat 64.98 66.54 53.85 64.61 59.90 54.86 47.37 58.04
LLaMA2-13B 24.21 27.70 23.23 24.82 27.92 30.59 28.03 28.40
LLaMA2-13B-chat 69.63 63.96 60.78 68.06 45.53 41.95 39.71 44.52
Gemma-2B 21.73 23.87 19.81 22.06 30.66 30.63 30.99 30.67
Gemma-2B-instruct 48.77 47.23 48.21 48.45 39.45 39.15 38.17 39.32
Gemma-7B 50.94 50.86 42.61 50.48 26.75 30.19 31.20 27.65
Gemma-7B-instruct 65.55 64.31 52.04 64.61 33.18 36.01 41.51 34.20
Mistral-7B-instruct-v0.1 53.49 55.04 49.26 53.54 26.18 28.27 28.57 26.70
Mistral-7B-instruct-v0.2 76.57 74.53 63.56 75.50 59.78 62.60 65.41 60.64
Falcon-7B 24.19 20.52 23.73 23.47 25.40 25.45 27.82 25.56
Falcon-7B-instruct 24.54 22.17 28.81 24.32 26.15 28.05 26.32 26.50
Vicuna-7B-v1.5 57.13 57.08 50.85 56.79 27.88 30.13 23.31 28.00
Phi-2 3B 33.24 37.97 32.20 34.95 26.71 28.57 28.57 27.16
Alpaca-LLaMA-7B 48.97 46.93 36.44 47.93 50.15 46.49 37.59 48.72

Open LLM + MIND LLaMA2-7B-chat 65.78 64.61 55.75 66.15 59.43 57.13 60.03 59.04
Mistral-7B-instruct-v0.2 78.57 74.31 80.89 76.97 61.14 65.42 62.16 62.02

LLM API

ChatGPT 75.06 73.76 68.64 74.48 80.74 76.62 68.42 79.23
ChatGPT (CoT) 76.07 74.53 63.56 75.12 78.89 75.32 78.20 78.21
ChatGPT (CoT-SC) 76.51 73.82 63.56 75.32 85.72 77.14 82.71 83.99
GPT-4 78.12 75.41 66.10 76.97 86.03 82.34 84.96 85.30
GPT-4 (CoT) 78.12 75.41 66.10 76.97 86.03 82.34 84.96 85.30
GPT-4 (CoT-SC) 78.80 72.88 65.25 76.97 84.00 80.78 84.96 83.48

Human - 89.96 90.00 80.96 89.33 95.50 85.19 100.0 94.00

Table 3: Evaluation results (Accuracy%) of various language models on both tasks of the INTENTIONQA benchmark.
The best performances within each category are underlined and the best among all baselines are bold-faced.

intentions with different commonsense relations500

grounded in ConceptNet (Speer et al., 2017).501

Specifically, we construct a sibling QA set using502

our proposed pipeline, with the only additional503

constraint being that the distractor options share504

the same relation type as the ground truth option.505

From the results presented in Figure 3, all the eval-506

uated language models are more effective in un-507

derstanding the product definition, with an average508

of 70.47% across relations isA, definedAs, and509

relatedTo. However, a performance decline of510

6.69% is observed in relations that require a deeper511

understanding of the cause and effect behind the512

purchasing event, such as capableOf and cause.513

5.4 Error Analysis514

In this section, we randomly sample 120 ques-515

tions that GPT-4 answers incorrectly from INTEN-516

TIONQA and categorize the errors by asking ex- 517

perts to annotate them manually. 518

Among 60 annotated error samples from INTEN- 519

TUNDERSTAND, we found: 520

• 40.0% errors are caused by failing to identify the 521

most typical intention, e.g., choosing “because 522

the product is of good quality” instead of “be- 523

cause the person wants to build a water cooling 524

system.” 525

• 13.3% errors are due to overarching inference. 526

The selected options, while seemingly plausible, 527

cannot be deduced from the products provided. 528

• 8.3% errors are due to selecting implausible op- 529

tions. The model selects an option that is irrele- 530

vant to the given products or implausible. Cases 531

where the rationales in COT responses are irrele- 532

vant to selected options are also observed. 533
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Figure 3: Performances of various language models in
comprehending intentions with different relations.

• 10.0% errors are due to inaccurate understanding534

of the given products.535

• 20.0% errors are due to false-negative distractors536

or incorrect ground truth answers.537

Among 60 annotated error samples from INTEN-538

TUTILIZE, we found:539

• 40% errors are due to inaccurate understanding540

of the given intention. For example, the model541

chooses “iPod” when the given intention is “be-542

cause the customer wanted to use them with543

his/her iPod”.544

• 38.3% errors are due to inaccurate understanding545

of the given products. The reasoning in their546

response demonstrates inaccurate understanding547

of the purchased products or those in the options.548

Or, when the intention is not typical enough to549

filter out distractors, they fail to rely more on the550

purchased product to select the best option.551

• 21.7% errors are due to false-negative distractors552

or incorrect ground truth answers.553

5.5 Transferring from Other Sources554

In this section, we explore whether transferring555

intention knowledge from other sources can fur-556

ther aid the model’s performance via fine-tuning.557

Specifically, we use MIND, a knowledge base558

constructed by Xu et al. (2024), in addition to559

FolkScope, as a rich source of purchase intentions.560

MIND is a multi-modal intention knowledge base561

distilled from LLaVa (Liu et al., 2023a), which in-562

cludes product images in the knowledge generation563

process. To ensure the quality of generated inten-564

tions, a human-centric intention filtering module565

Easy Medium Hard Avg Easy Medium Hard Avg
Task 1                                          Task 2

50

60

70

80

90

Ac
cu

ra
cy

 (%
)

ACC after finetune
ACC before finetune

Best ACC among open LLM baselines
Best ACC among all baselines

Figure 4: Comparisons between models fine-tuned on
intentions from MIND and baseline models achieving
top performances.

is developed to eliminate implausible and atypical 566

intentions. 567

To incorporate MIND’s intention knowledge, we 568

convert 4,059 sets of co-buy records and their cor- 569

responding intentions into an instruction-tuning 570

format. We then fine-tune the LLaMA2-7B-chat 571

and Mistral-7B-instruct-v0.2 models on this data 572

using LoRA (Hu et al., 2022). The results, reported 573

in OPEN LLM + MIND of Table 3, reveal an aver- 574

age performance gain of 1.51% and 1.19% for two 575

tasks respectively. 576

Next, we compare the performance of the fine- 577

tuned Mistral-7B-instruct-v0.2 model with the 578

highest accuracy achieved by all OPEN LLMs and 579

all baselines. The trends are shown in Figure 4. No- 580

tably, fine-tuning enables Mistral-7B-instruct-v0.2 581

to achieve performance comparable to that of GPT- 582

4 in INTENTUNDERSTAND. However, INTENTU- 583

TILIZE remains a challenging task even after fine- 584

tuning. This disparity suggests that fine-tuning 585

with intention knowledge facilitates the acquisition 586

of intention understanding abilities, while improv- 587

ing INTENTUTILIZE performance requires more 588

effort. One possible reason is that INTENTUTILIZE 589

places a higher demand on product understanding 590

and reasoning abilities compared to INTENTUN- 591

DERSTAND, which cannot be easily improved by 592

simple knowledge injection. 593

6 Conclusions 594

In conclusion, this paper presents INTENTIONQA, 595

a double-task MCQA dataset designed to assess the 596

intention comprehension capabilities of LLMs. Ex- 597

tensive experiments and analyses demonstrate that 598

LLMs face significant challenges in certain scenar- 599

ios, trailing far behind human performance levels, 600

while fine-tuning on external resources brings con- 601

siderable performance gains. We hope our work 602

sheds light on the limitations of current LLMs in E- 603

commerce intention understanding and facilitates 604

the utilization of LLM in E-commerce scenarios. 605
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Limitations606

We base the negative distractor sampling on sim-607

ilarity filtering with manually selected thresholds.608

While these thresholds are decided after multiple609

rounds of parameter searches and observation of610

the resulting data quality and have been validated611

by the human annotation we conduct, automated612

threshold tuning methods (Xu et al., 2021) could613

be implemented to facilitate this process.614

As we build the dataset based on FolkScope,615

the quality of the latter is upper-bounded by the616

former. Nevertheless, the construction pipeline in-617

troduced in this work can be generalized to expand618

the dataset by incorporating other intention knowl-619

edge bases. Meanwhile, more advanced LLMs620

have the potential of curating intention knowledge621

bases with high quality, further boosting the quality622

of our QA benchmark.623

Since LLMs demonstrate strong generative ca-624

pabilities and commonsense reasoning, it is po-625

tentially feasible to leverage models such as Chat-626

GPT to generate contextual information for pur-627

chase events. However, we rely on the eventuality628

knowledge graph, ASER, to facilitate the calcula-629

tion of context embeddings. This offers advantages630

in terms of cost control and the potential to scale631

up. Additionally, the human annotation results of632

our dataset confirm the effectiveness of leveraging633

ASER for this purpose.634

Ethics Statement635

While we adopt LLMs in a generative setting, gen-636

erating harmful or biased content from them is637

limited as INTENTIONQA is evaluated in multiple-638

choice question form. In most cases, the language639

models generate a single letter representing the640

option. In COT, the LLMs generate a short ratio-641

nale and then output the final answer, where the642

rationale is closely related to the question itself.643

All the experiments are conducted using models644

publicly available via open sources or APIs. The645

annotators are paid a wage higher than our local646

law, and the expert annotators are graduate students647

specializing in natural language processing. They648

have all agreed to participate voluntarily and are649

well-instructed about the tasks.650
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Appendices 1098

A Implementation Details 1099

A.1 Hyperparameter Settings 1100

For models in the category of LLM API, we set the 1101

max_tokens to 10 and 200 respectively for ZERO- 1102

SHOT and COT (COT+SC) prompting. The tem- 1103

perature τ is set to 0.1 for non-Self-Consistency 1104

decoding and 0.7 otherwise. 1105

For models in the category of OPEN LLM, we 1106

use the default setting as presented in Hugging 1107

Face. 1108

For fine-tuning LLMs, we use the open-sourced 1109

library LLaMA-Factory1 (Zheng et al., 2024) to 1110

train all models. All hyperparameters follow the 1111

default settings, and a LoRA rank of α = 64 is 1112

used. We conduct all experiments on a Linux ma- 1113

chine with eight NVIDIA V100 GPUs. 1114

B Prompts 1115

We report the prompt used for product simplifica- 1116

tion with ChatGPT in Tabel 4. 1117

To transfer a conceptualized product into ASER 1118

nodes’ format, we utilize natural language tem- 1119

plates. These templates consist of assembling 1120

each product category with a subject and a verb 1121

that carry semantic meanings related to pur- 1122

chasing. Specifically, the subjects we use in- 1123

clude: PersonX,PersonY,PeopleX,PeopleY; Sim- 1124

ilarly, the verbs we employ are: buy, shop, 1125

purchase, get, obtain, have, in simple present 1126

tense, original form, simple perfect tense, or past 1127

tense, with optional articles (a, an,the,1,2) added 1128

before the conceptualized product name. As a 1129

result, when a product such as “iPhone 14” oc- 1130

curs, we transform it into a list of concise yet se- 1131

mantically complete events that can potentially be 1132

matched in ASER. For example, one of the trans- 1133

formed events could be “PersonX bought a phone.” 1134

We report the prompts used for INTENTUNDER- 1135

STAND and INTENTUTILIZE in Table 5 and Table 6 1136

respectively. 1137

C Case Study 1138

We present example questions that GPT-4 success- 1139

fully answer or fail with COT for both tasks in 1140

Table 7. 1141

1https://github.com/hiyouga/LLaMA-Factory

13

https://doi.org/10.48550/ARXIV.2205.01068
https://doi.org/10.48550/ARXIV.2205.01068
https://doi.org/10.48550/ARXIV.2205.01068
https://doi.org/10.1145/3357384.3358055
https://doi.org/10.1145/3357384.3358055
https://doi.org/10.1145/3357384.3358055
https://doi.org/10.1145/2623330.2623351
https://doi.org/10.1145/2623330.2623351
https://doi.org/10.1145/2623330.2623351
https://doi.org/10.1145/2623330.2623351
https://doi.org/10.1145/2623330.2623351
http://papers.nips.cc/paper_files/paper/2023/hash/91f18a1287b398d378ef22505bf41832-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2023/hash/91f18a1287b398d378ef22505bf41832-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2023/hash/91f18a1287b398d378ef22505bf41832-Abstract-Datasets_and_Benchmarks.html
https://doi.org/10.48550/ARXIV.2403.13372
https://doi.org/10.48550/ARXIV.2403.13372
https://doi.org/10.48550/ARXIV.2403.13372
https://doi.org/10.48550/ARXIV.2403.13372
https://doi.org/10.48550/ARXIV.2403.13372
https://doi.org/10.48550/ARXIV.2402.14901
https://doi.org/10.48550/ARXIV.2402.14901
https://doi.org/10.48550/ARXIV.2402.14901
https://github.com/hiyouga/LLaMA-Factory


Method Prompt for Product Name Simplification

ZERO-SHOT Product name: <product>; What is the category of the product? Generate
three possible categories, each in 2 words, separated by a comma.

Table 4: Prompt used to instruct ChatGPT to conceptualize the product name.

Method Prompt for INTENTUNDERSTAND

ZERO-SHOT A customer buys <product 1> and <product 2>. What is the most likely
intention for buying them?
A. because <intention 1>
B. because <intention 2>
C. because <intention 3>
D. because <intention 4>
Answer A or B or C or D only without any other word.

COT A customer buys <product 1> and <product 2>. What is the most likely
intention for buying them?
A. because <intention 1>
B. because <intention 2>
C. because <intention 3>
D. because <intention 4>
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
Step 2: Answer A or B or C or D only without any other word.

Table 5: Prompts for INTENTUNDERSTAND with ZERO-SHOT prompting and COT respectively.

Method Prompt for INTENTUTILIZE

ZERO-SHOT A customer buys <product>, because <intention>.
What is the customer’s most probable additional purchase?
A. <product 1>
B. <product 2>
C. <product 3>
D. <product 4>
Answer A or B or C or D only without any other word.

COT A customer buys <product>, because <intention>.
What is the customer’s most probable additional purchase?
A. <product 1>
B. <product 2>
C. <product 3>
D. <product 4>
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
Step 2: Answer A or B or C or D only without any other word.

Table 6: Prompts for INTENTUTILIZE with ZERO-SHOT prompting and COT respectively.
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Task Prompt & Response

Task 1 [Prompt]
A customer buys Belkin USB A/A Extension Cable, USB Type-A Female and USB Type-A
Male (6 Feet) and Cable Matters 3-Pack USB Extension Cable (USB Extender Cable/USB 2.0
Extension Cable) - 3 Feet - Available 3FT - 10FT in Length. What is the most likely intention
for buying them?
A. because they both are a type of USB extension cable.
B. because they both are a manner of "Audio & Video Accessories".
C. because they both are related to the topic of "Army Style".
D. because they could both be worn as a bracelet.
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
Step 2: Answer A or B or C or D only without any other word.
[Response from GPT-4] Step 1: The customer is buying two different USB extension cables,
which indicates they need to extend the length of their USB connections.
Step 2: A [Correct!]

Task 1 [Prompt]
A customer buys Barbra Collection Hawaiian Style Kukui Nut Lei Hand Painted Multi-color
Turtle 32 Inches and Barbra Collection Hawaiian Style Kukui Nut Lei Hibiscus Hand Painted
Turquoise Flower 32 Inches. What is the most likely intention for buying them?
A. because the person wants to replace the LCD screen of the laptop.
B. because they both are capable of giving him a lot of benefits.
C. because they both are a type of toys.
D. because they could both be found on Aliexpress.com.
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
Step 2: Answer A or B or C or D only without any other word.
[Response from GPT-4]
Step 1: The customer is buying two different styles of Kukui Nut Lei, which are Hawaiian-
style accessories. The intention is most likely related to their use as accessories or decorations.
Step 2: D [Correct answer: B]

Task 2 [Prompt]
A customer buys StarTech.com 60x10mm Replacement Ball Bearing Computer Case Fan
w/ TX3 Connector - 3 pin case Fan - TX3 Fan - 60mm Fan, because they both are defined as
"Computer Accessories".
What is the customer’s most probable additional purchase?
A. StarTech 8-Inch 24 Pin ATX 2.01 Power Extension Cable (ATX24POWEXT)
B. Genuine Power On-Off On/Off On Off Flex Cable Ribbon FOR Apple iPad 2 iPad2
C. WiFi Bluetooth Antenna Flex Cable Replacement Part for IPad 3 and Ipad 4
D. Headphone Audio Jack Flex Cable Ribbon Replacment for Ipad Air (Black)
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
Step 2: Answer A or B or C or D only without any other word.
[Response from GPT-4]
Step 1: The customer has purchased a computer case fan, which indicates that they are likely
working on a desktop computer or building one. Therefore, the most probable additional
purchase would be related to desktop computer components or accessories.
Step 2: A [Correct!]

Task 2 [Prompt]
A customer buys Nakamichi NK2000 Over-the-Head Headphones | White, because he wanted
to use them with his iPod.
What is the customer’s most probable additional purchase?
A. Nakamichi Amplified Stereo Headphones NK2000 Turbulence
B. Apple iPod nano 8 GB Silver (4th Generation) (Discontinued by Manufacturer)
C. Iwoo Bluetooth Headphone, Blue
D. Portable CD Cassette Boombox with AM/FM Radio
Formulate your answer in this way.
Step 1: Give a short and brief rationale by thinking step by step.
[Response from GPT-4]
Step 2: Answer A or B or C or D only without any other word.
Step 1: The customer already bought headphones for his iPod, so he is unlikely to buy another
pair of headphones or a different audio device. He might need an accessory that is compatible
with his iPod.
Step 2: B [Correct answer: A]

Table 7: Example prompts and responses from GPT-4 with COT prompting methods.
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