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Abstract

Persuasion plays a pivotal role in a wide range001
of applications, from health intervention, to the002
promotion of social good. Persuasive chatbots003
can accelerate the positive effects of persuasion004
in such applications. Existing methods rely005
on fine-tuning persuasive chatbots with task-006
specific training data which is costly, if not007
infeasible, to collect.008

To address this issue, we propose a method009
to leverage the generalizability and inherent010
persuasive abilities of large language mod-011
els (LLMs) in creating effective and truthful012
persuasive chatbot for any given domain in013
a zero-shot manner. Unlike previous studies014
which used pre-defined persuasion strategies,015
our method first uses an LLM to generate re-016
sponses, then extracts the strategies used on the017
fly, and replaces any unsubstantiated claims in018
the response with retrieved facts supporting the019
strategies.020

We applied our chatbot, PersuaBot, to three sig-021
nificantly different domains needing persuasion022
skills: donation solicitation, recommendations,023
and health intervention. Our experiments on024
simulated and human conversations show that025
our zero-shot approach is more persuasive than026
prior work, while achieving factual accuracy027
surpassing state-of-the-art knowledge-oriented028
chatbots. Our study demonstrated that when029
persuasive chatbots are employed responsibly030
for social good, it is an enabler of positive indi-031
vidual and social change.032

1 Introduction033

Persuasive technologies are designed to reinforce,034

change or mold user’s attitude or behavior (Fogg,035

2003; Oinas-Kukkonen and Harjumaa, 2009). Nu-036

merous investigations have shown that these tech-037

nologies may be used effectively for a range of038

purposes, such as social good promotion (Wang039

et al., 2019a), health intervention (Athota et al.,040

2020), marketing (Sun and Zhang, 2018; Chen041

et al., 2021), and so on (Kaptein et al., 2015; Oye- 042

bode et al., 2022; Adaji and Adisa, 2022; Baumeis- 043

ter et al., 2022; Halttu and Oinas-Kukkonen, 2022). 044

Yet, automated persuasive chatbots still struggle to 045

achieve their goal, which is to “deliver the right 046

message, at the right time, and in the right way” 047

(Kaptein et al., 2015), especially when there is no 048

training data for the persuasion task. This paper 049

proposes PersuaBot, a zero-shot persuasive chatbot, 050

which is: (1) factual, (2) adaptive to the user, and 051

(3) adaptive to the domain. 052

1.1 Background 053

Previous persuasive chatbots are typically trained 054

with annotated conversations, wherein chatbots rely 055

on dialogue acts to follow predefined agendas or 056

optimize the dialogue policies (Yu et al., 2019; Shi 057

et al., 2020a,b; Wang et al., 2023; Dinan et al., 058

2019). Prior works have explored user-adaptive 059

chatbots by modeling user personality either di- 060

rectly from predefined user personas or attributes 061

(Liu et al., 2020; Zhang et al., 2018), which are 062

hard to collect. Chen et al. (2022, 2023) proposed 063

a zero-shot LLM-based modular approach where a 064

predefined strategy for a given domain is supplied 065

to LLMs, which is found to be more persuasive 066

than previous user-adaptive approaches. 067

LLM-based approaches have a downside as they 068

tend to hallucinate (Bang et al., 2023; Cao et al., 069

2017). For instance, we observe that an LLM-based 070

chatbot attempting to persuade the user to donate 071

to a charity would invent a girl named “Maria” who 072

had been suffering from poverty but was saved by 073

the charity. When such falsehoods are found out, 074

they are catastrophic in persuasion, as they erode 075

the user’s trust in the system. 076

To combat hallucination, recent work has com- 077

bined information retrieval with LLMs (Lewis 078

et al., 2021; Trivedi et al., 2022; Gao et al., 2023; 079

Thorne et al., 2018; Semnani et al., 2023). These 080

methods would have removed the fabricated story 081
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1. LLM Generation

Save the Children has saved over
1 billion children through more than
100 countries. One inspiring story
is that of Maha and Maya. Maha,

aged 10, and her sister Maya, aged
16, were injured by a landmine

while collecting firewood in Yemen.
Maha lost her left eye and right

hand, and Maya suffered shrapnel
injuries. With the help of Save the

Children, the girls received
treatment and overcame their

trauma. Your donation can save
more children like Maha and Maya.

Thank you for the
explanation, but I may

not understand complex
international situations.

What are Save the
children's activities?

4.  Question Handling Module (QHM)

2. Strategy Extraction 3. Fact-Check & IR
Save the Children is a global
organization that works in over
100 countries. One of the most
inspiring stories is about a girl
named Maria. She was living in
extreme poverty and had to drop
out of school to help her family.
Thanks to Save the Children's
education programs, she was
able to go back to school. Your
donation can help more children
like Maria achieve their dreams.

Share the organization's
reach and impact
Tell an impact story
Emphasize the impact of
donation

5. Merging Results

Strategy Maintenance Module (SMM)

Search Query:
Save the Children's activities

・Save the children have saved more than 
   1 billion children through their work in 
   over 100 countries.

Fact-check Result:
NOT SUPPORTED
 

Search Query: 
Inspiring stories of children
saved by Save the children

IR Result for this strategy:
Maha, 10, and her sister
Maya, 16, were injured by a
landmine ...

IR Result:
Strategy List

Fact List

User Utterance

PersuaBot
Response

Figure 1: An overview of PersuaBot and an example of a conversation to persuade a user to donate to “Save
the Children”. To generate a factually correct response and maintain its persuasive function, PersuaBot has a
Strategy Maintenance Module that (1) generates an LLM response and decomposes it according to its strategy intent,
(2) extracts the strategies for each section, (3) fact-checks the sections and uses IR to substantiate the strategies.
Additionally, (4) it retrieves relevant information in response to users’ requests if any, and (5) merges the results.

about “Maria” in order to increase factuality, but082

in doing so, would have negatively impacted the083

persuasiveness of the response.084

1.2 Our Approach085

Recent advancements in powerful LLMs en-086

able them to discern users’ emotions (e.g.,087

dis/agreement, reservation, or hesitation), formu-088

late an appropriate strategy to persuade the user or089

offer information to address the user’s concerns,090

and provide evidence to substantiate the intent.091

This research asks how we can fully embrace the092

persuasiveness of LLMs while minimizing halluci-093

nation? Our key concept is to distill out the persua-094

sion strategies (or the intent of the response) from095

the actual substantiating evidence. We keep the096

strategies, but replace the LLM-generated informa-097

tion with actual facts obtained via retrieval, if fact-098

checking fails. Concretely, we create PersuaBot, a099

multi-step pipeline of LLM calls with in-context100

learning, as shown in Figure 1. The pipeline merges101

the results of two modules: a basic Question Han-102

dling Module (QHM) that retrieves according to the103

user’s request, and a Strategy Maintenance Module104

(SMM), which consists of the following steps:105

1. Use LLM to generate a response.106

2. Decompose the LLM response into sections,107

each carrying out a distinct strategy. 108

3. Fact-check each section. For any unsubstanti- 109

ated section, we prompt the LLM to ask what 110

query it is trying to answer, then we use the 111

query to retrieve the answer from the corpus. 112

The facts retrieved in this way are used to 113

maintain the strategy for that section. 114

1.3 Contributions 115

We have demonstrated for the first time that it is 116

possible to create a zero-shot LLM-based chatbot 117

with high persuasiveness and factuality. We con- 118

ducted experiments in three different domains (do- 119

nation solicitation, recommendation systems, and 120

healthcare intervention). To stress test PersuaBot, 121

we simulated how PersuaBot would respond to soft 122

users, those amenable to persuasion, and tough 123

users, those who are not, such as unfriendly or 124

skeptical users. Additionally, we conducted real 125

user experiments in the donation solicitation do- 126

main to evaluate how humans interacted with per- 127

suasion chatbots and how persuasive they found 128

those chatbots to be. The experimental results are 129

as follows: 130

1. PersuaBot surpasses state-of-the-art 131

knowledge-oriented chatbots in factual- 132

ity, achieving up to 26.6% higher factuality 133
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than GPT-3.5.134

2. PersuaBot has greater persuasiveness than ex-135

isting methods, as it enjoys an advantage of136

0.6 over the state-of-the-art in persuasiveness137

on a 5-point scale than the manually designed138

rule-oriented method in real users experiment.139

3. The same pipeline has been demonstrated to140

work across three different domains, demon-141

strating that it is domain-adaptive.142

This study aims to demonstrate that persuasive143

chatbots, when applied responsibly on socially144

good purposes, can be a force for positive change.145

To achieve this, our approach focuses on reducing146

misinformation by grounding in accurate informa-147

tion. We monitor all utterances of the chatbots148

in our experiments to ensure they do not contain149

harmful content.150

2 Related Work151

2.1 Factual Chatbots152

In recent years, many chatbots have leveraged153

the significant advances in state-of-the-art LLMs154

(OpenAI, 2023; Ouyang et al., 2022; Touvron155

et al., 2023) to enhance their performance. How-156

ever, while LLMs have the capacity to accumulate157

vast amounts of knowledge (Petroni et al., 2019;158

Roberts et al., 2020), they are also known to pro-159

vide misleading or fabricated information, i.e., they160

hallucinate (Nie et al., 2019; Dziri et al., 2021;161

Rashkin et al., 2021).162

To mitigate hallucination, knowledge-grounded163

approaches have been proven effective, such as164

using knowledge graphs (Athreya et al., 2018;165

Ait-Mlouk and Jiang, 2020; Dayal et al., 2023) or166

linked data (Ait-Mlouk and Jiang, 2020). Using167

free-text corpora as external resources is also effec-168

tive, for instance, Peng et al. (2023) proposed the169

LLM-AUGMENTER system, which enhances a170

LLM by integrating evidence from external knowl-171

edge to generate factual responses.172

2.2 Strategizing for persuasive chatbot173

The persuasive task involves achieving some form174

of agreement with the user, and task-specific175

datasets are provided to build persuasive chatbots176

(Lewis et al., 2017; He et al., 2018; Li et al., 2018;177

Zeng et al., 2020). In the context of persuasive178

tasks for social good, there are previous studies that179

persuade users to make charity donations (Wang180

et al., 2019b; Shi et al., 2020b). By integrating181

social content and factual information, Chen et al. 182

(2022, 2023) proposed a Response-Agenda Push- 183

ing Framework (RAP) for strategically designed 184

persuasive chatbots. Hunter et al. (2019) reviewed 185

a framework that optimizes persuasion measures 186

from argument and counterargument, and consid- 187

ers the persuadees’ beliefs and concerns. Shi et al. 188

(2020b) proposed a chatbot based on a dialogue 189

manager that follows an agenda for the persuasion 190

task and uses template-based responses. Flores 191

et al. (2022) implemented a chatbot using the Wat- 192

son (IBM, 2023) specifying the entities, intentions, 193

and conversations. They used persuasive technol- 194

ogy to change habits on recycling and solid waste 195

management. 196

2.3 Discussion 197

Despite advances in persuasive chatbots, there are 198

some gaps in their generalization. Most of the 199

previous approaches tackle persuasion on tradi- 200

tional chatbots constructed with predefined dia- 201

logue states, acts, and scenarios. In these chat- 202

bots, strategies for persuasion are designed stati- 203

cally and manually. However, the implementation 204

of dynamic strategies is an important task that has 205

a significant impact on the generalization of per- 206

suasive chatbots. 207

To address this problem, our proposed method 208

uses LLMs to retrieve and apply persuasion strate- 209

gies without task-specific conversation data and 210

pre-defined strategies. Additionally, for factual 211

accuracy, we utilize task-related corpora such as 212

organization websites to identify and replace hal- 213

lucinations with content that is relevant to the re- 214

sponse, which resulted in a beneficial impact on 215

LLM’s native persuasion ability. 216

3 Method: PersuaBot 217

As shown in Figure 1, our proposed method (Per- 218

suaBot) generates a response to the user utterance 219

by running two modules in parallel: Strategy Main- 220

tenance Module (SMM) for factual correctness 221

while maintaining strategies and Question Han- 222

dling Module (QHM) based on user requests. 223

3.1 Strategy Maintenance Module 224

In this module, the LLM first generates a response 225

(original response) directly based on the given task 226

instructions. We then post-process them to ensure 227

factuality while maintaining the strategies it encom- 228

passes. 229
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3.1.1 Strategy Extraction230

We use an LLM to extract the strategies from a231

response, given the conversation history and task232

description. Figure 5 shows the prompt used to de-233

compose the response into strategies and sections234

in JSON format. During strategy extraction, we235

align the sections corresponding to each strategy in236

the original response and use them for subsequent237

fact-check steps. In Figure 1, for example, the strat-238

egy with intent “Emphasize the impact of donation”239

aligns with the section “Your donation can help240

more children like Maria achieve their dreams.”241

3.1.2 Fact-Check & IR242

We first decompose the response into sections, with243

each corresponding to a strategy intent, used in244

the formulation of the response. We then decom-245

pose each section into claims, utilizing IR with246

ColBERT (Santhanam et al., 2022) on a corpus247

composed of free text to obtain evidence for each248

claim, and label the claims using a chain-of-thought249

prompt (Wei et al., 2023; Semnani et al., 2023). We250

conducted fact-checking for each strategy and its251

corresponding section; the structure of having po-252

tentially multiple strategies in the original response253

is retained. Note that fact-checking is not con-254

ducted for sections that do not contain claims, i.e.255

non-factual statements.256

Whereas traditional approaches to reducing hal-257

lucination would filter out any claims deemed un-258

substantiated, we attempt to retrieve information259

from the corpus to replace sections with unsubstan-260

tiated claims with factual evidence. To achieve261

this, we generate search queries using the prompt262

shown in Figure 6. It prompts the LLM to return263

a self-contained query for searching the corpus264

based on the strategy intent and the facts the LLM265

attempted to use for that strategy. In Figure 1, since266

the story of a girl named Maria was labeled as fac-267

tually incorrect, given that the search intent is “tell268

an impact story of an individual” with the name269

of the organization being “Save the Children”, the270

LLM generates a query like “An inspiring story271

about how Save the Children saved a child”. Had272

we simply generated a query such as “Story of a273

girl named Maria,” without referring to the strategy274

intent, IR may not be able to retrieve the relevant275

information. Using the strategy intent helps refine276

the scope of the facts to be retrieved.277

In a sense, we are using the LLM to generate the278

query that the user may have asked, if they were279

interested in learning more information that may280

help convince them. The handing of the query is 281

the same as handling a user-initiated query, which 282

is described next. If there is no answer to the query, 283

the strategy is removed from the response. 284

3.2 Question Handling Module 285

In this module, we perform IR on the latest user ut- 286

terance and the conversation history. When the user 287

asks a question, our method retrieves the necessary 288

facts for the response. If the user does not ask ques- 289

tions, such as greetings, responding to remarks, or 290

expressing opinions, this step is skipped. 291

3.3 Merging Results 292

For the final response generation, the facts and 293

strategies obtained in each module are integrated. 294

To achieve this, we use the prompt shown in Fig- 295

ure 7. Facts selected from the corpus are extracted 296

in a bulleted format, specifying the information 297

needed for strategies and user requests. These ex- 298

tracted facts, along with the reasons for obtaining 299

them (accompanied by the intent of the relevant 300

strategy), are then provided as instructions to the 301

LLM. This ensures the generation of factually ac- 302

curate responses while maintaining strategic func- 303

tions. If the user asks a question but does not get 304

any facts about it, it is labeled “Not enough infor- 305

mation” and PersuaBot responds with something 306

like “I’m not sure.” 307

In the example in Figure 1, for the strategy 308

“Share the organization’s reach and impact,” the 309

claim included in the original response is supported, 310

and additional facts obtained through QHM are in- 311

corporated, resulting in the final section: “Save the 312

Children has saved over 1 billion children through 313

more than 100 years of its activities.” For the strat- 314

egy “Tell an impact story,” since the original claim 315

is not supported by the corpus, other obtained facts 316

are used. Additionally, for “Emphasize the im- 317

pact of donation,” although fact-checking is not 318

performed, an adjusted section is generated, tak- 319

ing into account the use of the story of Maha and 320

Maya instead of Maria’s story. Note that the whole 321

response is rewritten instead of just substituting 322

the unsubstantiated claims with retrieved facts to 323

ensure consistency, and prevents the so-called in- 324

trinsic hallucination (Li et al., 2020; Huang et al., 325

2023). 326

4 Experimental Setup 327

We compare our system PersuaBot with a state-of- 328

the-art knowledge-oriented chatbot (Semnani et al., 329
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2023), and a manually designed persuasion chatbot330

for donations to Save the Children (Chen et al.,331

2022). All experiments are conducted in English.332

We use GPT-3.5-turbo-instruct as the base LLM.333

4.1 Persuasion Tasks in Different Domains334

We performed experiments in three persuasive335

tasks in different domains: social good, recommen-336

dation, and health intervention. For all three tasks,337

we used the same prompt and few-shot examples,338

excluding the task instructions, without fine-tuning339

on any task-specific conversation data. The few-340

shot examples are created manually for the social341

good task with relatively little human effort. The342

prompts are shown in Appendix A. The details of343

each task assigned to the chatbot are as follows:344

• Social Good: Chatbots persuade users to donate345

to Save the Children, a non-governmental orga-346

nization dedicated to international assistance for347

children.348

• Recommendation: Chatbots persuade users to349

travel to Japan while recommending travel desti-350

nations within Japan.351

• Health Intervention: Chatbots provide users352

with knowledge about COVID-19, flu, and res-353

piratory syncytial virus (RSV), persuading them354

to enhance their health awareness and improve355

their lifestyle.356

For each task, we utilize information from offi-357

cial websites which are Save the Children1, Japan358

National Tourism Organization2, and the Centers359

for Disease Control and Prevention3 to create the360

corpus consisting of texts. We perform experiments361

according to the terms and conditions of each web-362

site.363

4.2 Baseline Methods364

We compare PersuaBot with three baselines: GPT-365

3.5, Semnani et al. (2023), and Chen et al. (2022).366

GPT-3.5 is a basic baseline that does not use any367

information retrieval in answering questions. Sem-368

nani et al. (2023) is a state-of-the-art factual chatbot369

that includes a retrieval augmented generation ap-370

proach, which demonstrated a 98% accuracy in a371

question answering task. We implement this chat-372

bot to operate in conjunction with three prepared373

corpora for each task.374

1https://www.savethechildren.org
2https://www.japan.travel/en
3https://www.cdc.gov/respiratory-viruses

Chen et al. (2022) is a state-of-the-art persuasive 375

chatbot designed manually using the RAP frame- 376

work. It utilizes a traditional modular approach 377

and pre-defined dialogue acts and strategies on the 378

PersuasionForGood dataset (Wang et al., 2019a) 379

for the donation persuasion task. More specifically, 380

it has a dispatcher to distinguish between social 381

responses and factual questions, an agenda pusher 382

to decide which strategy to choose, and a language 383

generation module to prompt LLMs produce natu- 384

ral responses. The set of persuasion strategies and 385

pre-defined responses used in Chen et al. (2022) 386

is designed specifically for donations to Save the 387

Children, so we cannot directly apply it to the other 388

two tasks. 389

4.3 Evaluation Metrics 390

The four evaluation metrics used for assessing con- 391

versational quality are as follows: 392

• Persuasive: The response should aim to change 393

the user’s thoughts or beliefs. 394

• Relevant: The response should be on-topic and 395

should correspond to what the user is asking 396

when they pose a question. Irrelevant informa- 397

tion should be avoided. 398

• Natural: The response should be natural to the 399

user’s utterance and context. 400

• Honest: The Persuader, being an AI chatbot, 401

should not pretend to be human; it should not 402

refer to having personal physical experiences or 403

behaviors. 404

The design of the “Honest” metric is motivated 405

from an ethical standpoint. For instance, if the chat- 406

bot uses dishonest means to deceive users, such as 407

claiming, “I donate $1 to Save the Children every 408

month” to persuade the user, or “It was delicious, I 409

highly recommend it!” This metric penalizes chat- 410

bots exhibiting such behavior. These evaluation 411

metrics are all rated on a scale of 1 to 5. In the 412

experiments with simulated conversations, workers 413

read through the conversation history and evaluate 414

the chatbot’s responses on these four evaluation 415

criteria. In real user experiments, workers respond 416

to surveys regarding these evaluation criteria after 417

conversing with the chatbot. 418

For the assessment of factuality, using the eval- 419

uation system as illustrated in Figure 12, workers 420

label each claim in the chatbot’s response based 421

on the facts obtained by the IR system. We label 422

claims supported by the provided facts as “Fact- 423

Checked”, those that contradict provided facts as 424
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Task User Method Persuasive Relevant Natural Honest Fact-Checked

PersuaBot 4.0±0.6 4.0±0.7 3.6±0.7 3.9±0.4 100.0
Soft Semnani et al. 3.9±0.6 3.6±1.2 3.6±0.6 4.0±0.5 100.0

GPT-3.5 4.0±0.5 3.7±1.1 3.8±0.6 3.9±0.6 79.2
Social Good Chen et al. 3.7±0.6 4.0±0.5 3.4±0.7 2.6±1.1 81.5

PersuaBot 3.6±0.8 4.1±0.6 3.8±0.6 4.3±0.9 91.0
Tough Semnani et al. 3.4±0.7 4.0±0.8 3.4±0.7 4.2±0.4 83.3

GPT-3.5 3.9±0.4 4.3±0.4 3.7±0.4 4.0±0.5 64.4
Chen et al. 3.1±0.6 3.3±0.7 3.2±0.7 1.9±0.9 66.7

PersuaBot 4.2±0.5 4.5±0.4 4.0±0.5 4.1±0.6 97.2
Soft Semnani et al. 3.6±0.5 4.4±0.4 3.7±0.5 4.0±0.9 87.7

Recommendation GPT-3.5 4.1±0.4 4.6±0.6 4.3±0.3 4.3±0.4 83.3

PersuaBot 4.1±0.4 4.6±0.3 3.9±0.7 3.3±1.1 96.6
Tough Semnani et al. 3.3±0.6 3.7±1.1 3.4±0.5 3.8±0.7 83.9

GPT-3.5 3.9±0.5 3.9±1.2 3.9±0.4 4.0±0.8 84.9

PersuaBot 3.8±0.4 4.5±0.4 3.9±0.4 4.7±0.3 96.7
Soft Semnani et al. 3.6±0.8 4.5±0.4 3.6±0.7 4.3±0.5 94.6

Health GPT-3.5 3.7±0.5 4.6±0.3 4.0±0.6 4.4±0.5 80.2

Intervention PersuaBot 3.8±0.5 4.0±0.8 3.8±0.7 4.1±0.8 96.6
Tough Semnani et al. 3.5±1.0 3.8±0.9 3.5±0.9 3.9±0.7 92.1

GPT-3.5 3.6±0.5 3.9±0.8 4.0±0.6 3.9±0.8 81.9

Table 1: Results of conversational quality evaluation by crowd workers. Semnani et al. is the state-of-the-art
knowledge-oriented chatbot, and Chen et al. is a dialogue-act-based modular persuasive chatbot.

“Incorrect”, and “Not Enough Information” other-425

wise. For claims labeled as “Not Enough Infor-426

mation” by workers, we meticulously reevaluate427

them using the entire corpus, as cases may include428

instances where the IR system failed to retrieve429

sufficient facts.430

5 Simulated Conversations Experiments431

We conduct cost-effective experiments to evaluate432

our proposed method by using simulated conver-433

sations. Recently, there have been experiments434

using powerful LLMs to generate training conver-435

sation data (Bao et al., 2023; Zheng et al., 2023;436

Li et al., 2022). We generate a simulated conversa-437

tion by instructing the LLM to converse with the438

chatbot while recreating a specified personality. To439

conduct experiments across diverse scenarios, we440

design “soft user” and “tough user” personalities441

with various challenges. Tables 4 and 5 show some442

of the user personalities we use in our experiments.443

To the best of our knowledge, experiments partic-444

ularly with such “tough user” scenarios have not445

been conducted, making them effective not only446

in revealing the limits of chatbots but also as a447

frontier perspective for the societal implementation448

of chatbots. We prepare 20 personalities of soft449

users and 20 personalities of tough users for each450

task. By engaging each chatbot in conversations451

with these users, a total of 400 simulated conver-452

sations are generated. The quality of chatbots in 453

these simulated conversations is evaluated by three 454

crowdsourced workers using the evaluation metrics 455

outlined in Section 4.3. 3,538 claims are extracted 456

from the conversations for factuality evaluation. 457

5.1 Results 458

Table 1 shows that PersuaBot has the best persua- 459

siveness, while its factuality surpasses that of the 460

state-of-the-art knowledge-oriented chatbot. See 461

Appendix G for examples of strategies used by 462

LLMs and their frequency. 463

5.1.1 Conversational Quality 464

PersuaBot exhibits superior scores for persuasive- 465

ness across all tasks and user types compared to 466

Semnani et al. and Chen et al. Regarding rel- 467

evance, PersuaBot’s scores are higher or equal to 468

Semnani et al.’s method in all cases. This shows the 469

effectiveness of SMM in constructing persuasive 470

chatbots. While our prompts include only few-shot 471

examples in the domain of social good, the con- 472

versation quality remains high in other tasks such 473

as recommendation and health intervention. This 474

demonstrates the adaptability of PersuaBot across 475

various domains in a zero-shot manner. 476

While PersuaBot has a high honesty score in 477

general, but it only scores 3.3 for tough users in the 478

recommendation use case. The recommendation 479

dialogues include statements like “ It’s a beautiful 480

6



CHATBOT: I understand your skepticism, but I as-
sure you that Save the Children is a highly reputable
organization with a proven track record of making
a real difference in the lives of children. We use
donations efficiently and effectively, with 85% of
all expenditures going to program services. Your
donation will directly support children in need, pro-
viding them with essential resources for success.

USER: I still don’t think it’s worth it. I’d rather
keep my money and spend it on myself.

CHATBOT: I understand your hesitation, but I want
to emphasize the importance of giving back and
helping those in need. Your donation to Save the
Children can make a significant impact on the lives
of children facing poverty, natural disasters, and
conflict. Plus, did you know that donating through
your IRA can also provide practical benefits for you,
such as meeting the required minimum distribution
and being tax-free? I urge you to consider donating
to Save the Children and making a positive differ-
ence in the world.

Figure 2: Part of a conversation between PersuaBot and
a tough user in the social good task.

and meditative art.” or “Japan is known for its481

delicious cuisine,” which can be interpreted by the482

evaluator as providing personal opinions, and hence483

the lower honesty score.484

Across the different domains and types of users,485

PersuaBot is comparable to GPT-3.5 for all the non-486

factual metrics. This demonstrates that PersuaBot487

retains the conversationality of GPT-3.5, while im-488

proving on the correctness.489

5.1.2 Factuality490

For factuality, we report the percentages of claims491

deemed “Fact-Checked”. In all experiments, Per-492

suaBot has the highest percentage of answers con-493

sidered correct. PersuaBot has no incorrect answers494

for soft users in the social good.495

PersuaBot demonstrates higher factuality than496

Semnani et al.’s approach. Looking at the497

responses that include hallucinations, Semnani498

et al.’s approach attempts to generate persuasive499

responses even if the generated claims are removed500

due to a lack of factual support, leading to halluci-501

nations. In contrast, PersuaBot not only excludes502

unsupported claims but also avoids such challeng-503

ing situations by generating new claims based on504

other facts through the SMM module, thereby im-505

proving not only persuasiveness but also factuality.506

There is a tendency for correctness to decrease507

in conversations with tough users compared to soft508

users. One contributing factor is that, to convince509

tough users, chatbots work to present facts that510

align with users’ preferences. Several examples are511

provided in Section 5.2 and Appendix F.512

5.2 Conversation Examples 513

PersuaBot is user-adaptive. Figure 2 shows an 514

example where the user appears to be practical and 515

self-focused. Based on such user responses, Per- 516

suaBot not only explains the activities of Save the 517

Children but also emphasizes the benefits users can 518

gain through donations. PersuaBot can respond 519

adaptively to users with diverse personalities, like 520

the tough users. The example of the RAP-based 521

chatbot (Chen et al., 2022) for the same user per- 522

sonality are shown in Figure 15 in Appendix F. 523

PersuaBot is domain-adaptive. Figure 3 shows 524

a conversation example between PersuaBot and 525

users in the recommendation task. The purpose of 526

the chatbot is to recommend and persuade users to 527

travel to Japan. PersuaBot provides recommenda- 528

tions that match the preferences of users who do 529

not like traveling. See Appendix F for other cases. 530

We have confirmed that PersuaBot can be applied 531

to a wide range of persuasive tasks such as social 532

good, recommendation, and health intervention. 533

CHATBOT: I understand that traveling may not
be your preference. However, there are still many
ways to experience Japan from the comfort of your
own home. You can try virtual tours of famous
landmarks, attend online cultural events, or even
learn how to make traditional Japanese dishes.

USER: I’m more of a homebody, so I don’t really
like trying new things. Do you have any suggestions
for activities that I can do at home that are familiar
to me?

CHATBOT: I understand that trying new things
may not be your preference. How about exploring
familiar activities with a Japanese twist? You can
try relaxing activities like onsen (hot springs) or
staying in the countryside for a cultural exchange
with locals. If you prefer to stay at home, you can
also try virtual tours of famous landmarks or learn
how to make traditional Japanese dishes. Japan
offers a variety of options for everyone to enjoy,
even from the comfort of your own home.

Figure 3: Part of a conversation between PersuaBot and
a tough user in the recommendation task.

6 Real User Experiments 534

Our second experiment is a real-user study where 535

real users chat with the bots and rate the bots. We 536

focus on the task of Save-the-Children donation 537

task, since the manually designed chatbot (Chen 538

et al., 2022) can only handle this task. We design 539

this experiment wherein crowdsourced workers en- 540

gage in role-playing conversations with the chatbot, 541

as shown in Figure 13. After conversing with the 542

chatbot, workers evaluated the chatbot’s behavior 543
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Method Persuasive Relevant Natural Honest Fact-Checked

PersuaBot 3.9±0.7 4.2±0.9 3.4±1.0 3.8±1.0 94.3
Semnani et al. 3.1±1.5 3.3±1.2 3.6±1.0 4.0±0.6 88.8

GPT-3.5 3.5±1.2 4.2±1.1 3.4±1.2 3.8±0.8 76.1
Chen et al. 3.3±1.1 4.2±0.8 3.5±1.0 3.2±1.1 79.9

Table 2: Results of the real user experiment.

following the criteria outlined in Section 4.3. We544

recruit a total of 160 workers, with 40 workers for545

each method. 465 claims are extracted.546

The real user experiment results, as shown in Ta-547

ble 2, demonstrate that PersuaBot exhibits at least548

a 0.4-point higher persuasiveness over all baselines,549

including manually designed domain-specific chat-550

bots (Chen et al.), and it is also the most factual.551

Figure 4 shows a conversation between PersuaBot552

and a real user concerned about the misuse of do-553

nations. PersuaBot convinces the user by present-554

ing fact-checked specific numerical data related to555

credibility. After asking several questions in the556

subsequent turns, the user finally expressed an in-557

tention to donate. More examples can be found in558

the Appendix F.559

CHATBOT: Save the Children provides a wide
range of services to children in need, including ed-
ucation, healthcare, and protection from harm. ...
Would you like to make a donation today?

USER: How do I know that the money is I donate
is not misused. I have heard cases where these
donations are used for something else leaving these
children suffering

CHATBOT: I completely understand your concern.
Save the Children is committed to transparency and
accountability. We have a proven track record of
using donations efficiently and effectively. Our inde-
pendently audited financial statements consistently
show that ... In fiscal year 2021, 85% of all expendi-
tures went to program services. Your donation can
make a significant impact on a child’s life. Would
you like to make a donation today?

Figure 4: Part of a conversation between PersuaBot and
a real user in the social good task.

In our post survey, human users can also provide560

optional free-text comments. Table 3 shows repre-561

sentative comments. All chatbots received positive562

comments: “The chatbot is awesome” (PersuaBot),563

“The chatbot did the job the right way, kudos to564

it” (Semnani et al.), “This chat bot has convinced565

me that save the children is a great orgnaization566

to donate to” (GPT-3.5), “The chatbot was very567

passionate about the charity ... I did forget that I568

was actually talking to a bot” (Chen et al.).569

One common weakness across all the bots is rep-570

etitions. Even though PersuaBot and Semnani et al. 571

attempt to avoid reusing the same facts, they fail 572

when users do not disclose much information but 573

would just say “No, I will not donate.” It is interest- 574

ing to observe that our simulated users tend to di- 575

vulge more of their thoughts and feelings, hence the 576

bots have not been tuned to deal with such behavior. 577

One user found GPT-3.5 to be slightly irritating by 578

asking for donation every message. We believe 579

a fruitful future research direction is to have the 580

bot eventually accept and acknowledge the users’ 581

decision not to donate and close the conversation 582

gracefully, leaving room for future engagement. 583

Additional criticisms include: (1) the bot by 584

Semnani et al. not being persuasive: “I felt like 585

I was the one having to get the chatbot to tell me 586

positive things about Save the Children”, while our 587

PersuaBot “Gave many good reasons to donate”; 588

(2) the bot by Chen et al. not being honest “It also 589

said that it donated regularly, so trying to make 590

itself seem human”. Finally, we note that the users 591

assume that the bots are factual in their ratings, 592

when in fact PersuaBot is 94.3% factually correct, 593

with Semnani et al., GPT-3.5, and Chen et al. rated 594

at 88.8%, 76.1%, and 79.9%, respectively. 595

7 Conclusion 596

We demonstrate a method for creating a factual 597

persuasive chatbot without compromising the per- 598

suasive capabilities of LLMs in a zero-shot manner. 599

The primary contribution lies in extracting strate- 600

gies from responses generated by LLMs, searching 601

for data to maintain those strategies, and generating 602

factually accurate responses without compromising 603

its strategic functionality. 604

Through experiments with both real users and 605

simulated users, we validate the performance of 606

this approach. PersuaBot demonstrates factuality 607

surpassing state-of-the-art factual chatbots and a 608

higher level of persuasiveness compared to existing 609

persuasion-driven chatbots. 610

8



Limitations611

Creating a chatbot that employs more sophisti-612

cated persuasion strategies than those inherent in613

LLMs poses challenges with our method. Devel-614

oping such chatbots may require methods, for in-615

stance, where LLMs discover more effective per-616

suasion strategies through conversations with users617

on given tasks. Furthermore, our approach does618

not check for opinions of the LLMs themselves but619

focuses on factual claims. There is a risk that these620

opinions may include ethically problematic con-621

tent, such as discriminatory remarks. See Section 7622

for ethical considerations regarding this issue and623

potential measures to address it.624

Ethical Considerations625

Persuasion is a powerful tool that can be used for so-626

cially good purposes, but unfortunately can also be627

used with malicious intentions. Potential negative628

effects include risks of manipulation through per-629

sonalized arguments. Requiring content filtering630

functionality to prevent chatbots from using harm-631

ful content for persuasion is one basic measure to632

address such risks. For instance, content filters633

provided by Azure OpenAI4 can detect responses634

containing elements that pose harm to users, such635

as hate speech, sexual content, violence, and self-636

harm, and filter the chatbot’s utterances accord-637

ingly. Note that in all our experiments, such re-638

sponses were not detected. We aim to demonstrate639

that persuasion, when applied responsibly on so-640

cially good purposes, can be a force for positive641

change. To battle misinformation, we focus on642

reducing hallucination by grounding on accurate643

information. We design the bot to be “honest” and644

not to deceive the user into thinking that it is hu-645

man.646

In crowdsourcing, we calculated the compensa-647

tion for workers based on the pilot test, and by ad-648

justing the rewards during data collection. Workers649

were paid approximately $12 per hour, following650

the recommended $8-$16 by Prolific5. Addition-651

ally, this study was approved by our institution’s652

IRB.653

4https://learn.microsoft.com/en-us/azure/ai-
services/openai/concepts/content-filter

5https://www.prolific.co/
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A Prompts973

We present the prompts mentioned in this paper974

(Figure 5, 6, and 7). To keep it concise, we dis-975

play only one of the few-shot examples utilized976

in each prompt. For some variables, “llm_reply”977

means a response directly generated by the LLM978

based on the conversational history and the latest979

user utterance. “organization_name” is the organi-980

zation name of the website referenced by the chat-981

bot, which serves to create a chatbot for a different982

organization than the one addressed in few-shot983

examples.984

B Feedback Report Examples985

If the corpus lacks the facts necessary to main-986

tain the strategy, as explained in Section 3.1.2, the987

strategy is removed. Then, PersuaBot generates988

a feedback report for the developer. Figure 8 and989

Figure 9 show examples of the feedback reports. 990

Additionally, we show in Figure 10 an example 991

chatbot conversation that was improved based on 992

the report in Figure 9. 993

In the feedback examples of Figure 9, there is 994

insufficient information in the corpus regarding 995

gender equalization education programs. Based on 996

this feedback, the information obtained from Save 997

the Children’s official website has been added to the 998

corpus, and an example response from PersuaBot 999

using the improved corpus is shown in Figure 10. 1000

In this example, PersuaBot maintains the strategies 1001

needed for persuasion using newly added content 1002

to the corpus, such as Roja’s story. 1003

C Crowdsourcing 1004

Instructions and systems for each task to the crowd 1005

workers are shown in Figures 11, 13, 12, and 14. 1006

Workers are restricted to those with an approval 1007

rate of 95% or higher and who have submitted 1008

more than 100 tasks previously on Prolific. Fur- 1009

thermore, workers are limited to residents of US or 1010

UK who use a desktop computer and are native En- 1011

glish speakers. In addition, the data collected does 1012

not contain any personal information of workers. 1013

Workers agree to the Prolific’s terms and conditions 1014

/ privacy policies. 1015

D User Personality for Simulated 1016

Conversations 1017

Some of the soft and tough user personalities we 1018

use in our simulated conversation experiments are 1019

shown in Table 4 and Table 5, respectively. These 1020

user personalities are generated by LLM using sev- 1021

eral examples. 1022

E Comments from real users. 1023

Comments from the users in the post-survey of our 1024

real users experiment are shown in Table 3. 1025

F Example Conversations 1026

Examples of conversations between chatbots and 1027

users are presented in Figures 15, 16, 17, 18, 19, 1028

and 20. 1029

G Strategies Used by LLMs 1030

Table 6 shows a subset of the strategies used by 1031

LLMs in each task. This suggests that LLMs em- 1032

ploy a variety of strategies, including subtle nu- 1033

ances. Particularly, even the most frequently used 1034
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Generate a JSON-formatted agent utterance data.
This is an utterance where the agent is attempting to persuade the user to donate.
Please provide the strategies used by the agent and the corresponding parts.

=====
User: I do not know how my donation will be used.
{
"utterance": "I completely understand that you're wary of giving away your money. However, I just want to share a story about a little girl
named \"Sarah\" from Mali. Due to the severe drought, her family struggled to find enough food and water to survive. But with the help
of Save the Children, she was able to receive the healthcare and nutrition she needed to thrive. Would you like to hear more about how
we're positively impacting children's lives?",
"info": [
{"Part 1": "I completely understand that you're wary of giving away your money.",
"Strategy 1": "acknowledge user feelings"},
{"Part 2": "However, I just want to share a story about a little girl named \"Sarah\" from Mali. Due to the severe drought, her family
struggled to find enough food and water to survive. But with the help of Save the Children, she was able to receive the healthcare and
nutrition she needed to thrive.",
"Strategy 2": "tell an impact story of an individual"},
{"Part 3": "Would you like to hear more about how we're positively impacting children's lives?",
"Strategy 3": "engage user to continue"}
]
}

=====
User: {{ new_user_utterance }}
{
"utterance": "{{ llm_reply }}",
"info": [
{"Part 1":

Figure 5: A prompt for strategy extraction

Following the user's utterance, show a part of your response.
What information is this part trying to provide?
Generate a query to search for similar information using Google search.

=====
User: I do not know how my donation will save the children.
Part of your response: However, I just want to share a story about a little girl named Sarah from Mali. Due to the severe drought, her
family struggled to find enough food and water to survive. But with the help of Save the Children, she was able to receive the
healthcare and nutrition she needed to thrive.
[Strategy: tell an impact story of an individual]
[Name of your organization: Save the Children]
[What information is this part trying to provide? Google: story about how save the children saved a child]

=====
{... Two more examples}
=====
{% for turn in dlg_history[-2:] %}
    User: {{ turn.user_utterance }}
    You: {{ turn.agent_utterance }}
{% endfor %}
User: {{ new_user_utterance }}
Part of your response:  {{ part }}
[Strategy: {{ strategy }}]
[Name of your organization: {{ organization_name }}]
[What information is this part trying to provide? Google:

Figure 6: A prompt to generate queries to be used in IR for strategy maintenance.
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{{ task_instruction }}
- Based on the strategy information, generate a factually correct response.
- If necessary, use some of the facts given.
- All of the strategies listed should be used, but not necessarily all of the facts.
- Note that facts not given should not be included in the response.
- If there are insufficient facts (Not enough information) to answer the user's question, generate a response such as "I'm not sure."
- Avoid repeating information or phrases used in previous turns unless necessary.

=====
User: I don't know how my money will help the people.

[Strategies that must be used in response:
- Strategy 1: acknowledge user feelings
- Strategy 2: tell an impact story of an individual
- Strategy 3: engage user to continue
]

[Name of persuader's organization:
- Save the Children
]

[Facts that may be relevant to the user's question:
- None
]

[Facts about Strategy 1:
- None
]
[Facts about Strategy 2:
- Amber, a young mother of three in poverty-stricken West Virginia, faces limited opportunities for success.
- Save the Children supports families like hers by providing early education and school-readiness programs.
- Through the Early Steps to School Success program, Amber was introduced to Miss Jackie, a home worker who teaches essential
language and social skills.
- This program establishes a strong foundation for children growing up in isolated communities, preparing them for school.
- By empowering children with knowledge and self-confidence at home, they have a higher chance of thriving in school, graduating,
and breaking the cycle of poverty.
]
[Facts about Strategy 3:
- None
]

[Persuader's response should be about 75 words.]
Persuader: "I completely understand that you're wary of giving away your money. Please allow me to share a wonderful story to discuss
the impact of your money. Amber, a struggling mother in West Virginia, is supported by Save the Children's Early Steps to School
Success program. A home worker teaches important skills, empowering children in isolated communities and breaking the cycle of
poverty. Would you like to hear more about how we're positively impacting children's lives?"

=====
{... Three more examples}
=====
{% for turn in dlg_history[-3:] %}
    User: {{ turn.user_utterance }}
    Persuader: {{ turn.agent_utterance }}
{% endfor %}
User: {{ new_user_utterance }}
[Strategies that must be used in response:
{{ strategies }}
]

[Name of persuader's organization:
- {{ organization_name }}
]

[Facts that may be relevant to the user's question:
{{ user_requested_facts }}
]

{{ section_with_facts }}

[Persuader's response should be about {{ num_of_words }} words.]
Persuader:

Figure 7: A prompt to generate a factually correct response based on the results of each module.
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PersuaBot: Hello! Thank you for considering donating to Doctors Without Borders. Time is of the essence as we continue to
provide medical aid to those affected by conflict, epidemics, disasters, or exclusion from healthcare. Any amount you can
donate will greatly help our cause. Did you know that Doctors Without Borders is a humanitarian organization that provides
medical aid to people in need?
User: Thank you for sharing that information with me, PersuaBot. While Doctors Without Borders is a fantastic organization,
I'm actually interested in supporting organizations that focus on preserving and commemorating military heritage.
=========================
In this turn, the chatbot discarded the following strategy due to a lack of information:
- highlight the organization's impact on military personnel

For strategy 'highlight the organization's impact on military personnel', the chatbot attempted to make the following
utterance:
I would like to remind you that Doctors Without Borders also provides medical aid to those affected by conflict,
including military personnel.

The query generated for the fact retrieval for this part is 'doctors without borders impact on military personnel'.

Figure 8: An example of feedback report on lack of information in Social good (Doctors without borders).

...
PersuaBot: Empowering girls and women is a crucial focus for Save the Children. We believe that when girls and women
are empowered, entire communities benefit. That's why we have partnered with Warner Bros. Discovery and Mattel to launch
a global girls' empowerment initiative, which will benefit Save the Children and help girls around the world achieve their
dreams. Our gender transformative programming empowers women and girls socially and economically, and we engage
community influencers to tackle harmful gender norms and promote joint decision-making between men and women. We
also work to ensure that community governance structures are equitable and include representation from women, youth, and
marginalized groups. Your donation to Save the Children can help us continue this important work and make a positive
impact in the lives of girls and women around the world.
User: It's great to hear that Save the Children is committed to empowering girls and women. I believe that gender equality is
essential for a just and equitable society. Can you tell me more about how Save the Children works to promote gender
equality in education?
=========================
In this turn, the chatbot discarded the following strategy due to a lack of information:
- provide specific examples of programs that promote gender equality in education

For strategy 'provide specific examples of programs that promote gender equality in education', the chatbot attempted
to make the following utterance:
That's why we have specific initiatives, such as our Safe Back to School & Learning Initiative and our global Literacy
Boost program, that aim to make education more accessible and improve children's reading skills.

The query generated for the fact retrieval for this part is 'Save the Children gender equality education programs'.

Figure 9: An example of feedback report on lack of information in Social good (Save the Children).

CHATBOT: Save the Children strongly believes in the power of girls and women to create lasting
change in their communities. Through our gender transformative programming, we work to
empower women and girls socially and economically. With the support of partners like Warner
Bros. Discovery and Mattel, we can provide essential resources and support to girls around
the world. Your donation can make a significant impact on the lives of girls and women in the
communities we serve.

USER: It’s great to hear that Save the Children is committed to empowering girls and women. I
believe that gender equality is essential for a just and equitable society. Can you tell me more
about how Save the Children works to promote gender equality in education?

CHATBOT: Thank you for recognizing our commitment to gender equality. We are proud to
have earned the first nonprofit Gender Fair certification and continue to champion this cause.
One of our success stories is Roja, a 5-year-old girl in Cambodia who attends our early
childhood development center. We also have various programs, such as Literacy Boost and
Every Last Child, that aim to improve girls’ education and reach every last girl. Join us in
creating a more equitable world for girls and women. To donate, please visit our website at
https://www.savethechildren.org.

Figure 10: An example of a conversation that was improved by adding information on Gender Equality to the corpus
based on feedback reports.
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Figure 11: A snapshot of instruction for crowdsourcing.

Figure 12: A snapshot of evaluation system for factuality evaluation.

16



Figure 13: A snapshot of instruction for the real user experiment.

Figure 14: A snapshot of instruction for conversation quality evaluation.
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CHATBOT: I understand your concerns, but I can assure you that Save the Children is different.
They have a proven track record of using donations effectively to make a real impact in the lives
of children in need. Have you ever donated to a charity before?

USER: No, I haven’t. I would rather spend my money on myself than donate it to a charity.
CHATBOT: I completely understand wanting to take care of yourself, but imagine if you were

a parent in a developing country or a war zone. Your child would be facing unimaginable
challenges and struggles every day. Save the Children works to provide these children with
basic necessities like food, education, and healthcare. As a parent, I’m sure you can understand
the importance of giving children a chance at a better life.

Figure 15: Part of a conversation between a RAP-based chatbot (Chen et al., 2022) and a tough user in the social
good task.

CHATBOT: I understand that you may not have any current health concerns, and that’s great to
hear. However, it’s important to remember that taking preventative measures, such as staying
up-to-date on recommended vaccines, can help keep you healthy in the long run. If you ever
have any questions or concerns about your health, I am here to offer support and resources.

USER: I understand that vaccines are important, but I’m not really interested in discussing health
right now. Can you tell me about any recent technological advancements or innovations?

CHATBOT: I completely understand your interest in discussing other topics. It’s great to see that
you’re open to learning about new advancements and innovations. In fact, the CDC recently
published two new reports on how genomic surveillance was used to track a new variant in
August 2023. These advancements are making healthcare more convenient and accessible for
everyone.

Figure 16: Part of a conversation between PersuaBot and a tough user in the health intervention task. This tough
user prefers to talk about topics other than health, but the chatbot directs the conversation to health topics.

CHATBOT: While we do not have specific programs related to war memorials, our educational
programs do include teaching children about the importance of peace and understanding the
impact of war on communities. By supporting Save the Children, you are also helping to educate
future generations about the consequences of war and the importance of preserving peace. Will
you consider making a donation today to support these efforts?

USER: That’s great to hear that Save the Children is working to preserve historical sites and artifacts
related to military history. Have there been any specific projects or initiatives that Save the
Children has undertaken recently in this area?

CHATBOT: Yes, we have recently launched a project to restore and preserve a war memorial in a
conflict-affected community. This memorial serves as a reminder of the sacrifices made by those
who have served and the impact of war on communities. By donating to Save the Children, you
are directly contributing to this project and helping to honor the memory of those who have
served.

Figure 17: Part of a conversation between GPT-3.5 and a tough user in the social good task. For this user interested
in activities related to military history, GPT-3.5 said that Save the Children launched a project to restore and preserve
a war memorial, which is factually incorrect.
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CHATBOT: Sorry, I’m not sure. But if you’re interested in learning more about Japanese culture,
you could try attending a tea ceremony, visiting a traditional temple or shrine, or even dressing
up in a kimono. The Japan Society in New York City also offers cultural activities as part of
their TOHAKU CHAKAN programs.

USER: I appreciate the recommendations, but I was actually asking for recommendations on video
games or manga that showcase Japanese culture.

CHATBOT: Sorry, I’m not sure about any video games or manga that showcase Japanese culture.
But if you’re interested in learning more about Japanese culture, you could try attending a tea
ceremony, visiting a traditional temple or shrine, or even dressing up in a kimono. The Japan
Society in New York City also offers cultural activities as part of their TOHAKU CHAKAN
programs.

Figure 18: Part of a conversation between the knowledge-oriented chatbot (Semnani et al., 2023) and a soft user
in the recommendation task. This user is interested in Japanese subcultures, but the chatbot is unable to find
information that meets this user’s preferences and makes recommendations about traditional culture.

CHATBOT: Google, Disney, Target, and PayPal are just a few of the companies that have partnered
with Save the Children to support their cause. And according to their annual report, 87% of their
expenditures go directly towards programs that benefit children. That’s a pretty high percentage
compared to other charities. Your donation will definitely make a difference in the lives of these
children.

USER: While that is reassuring, I also want to know about their financial transparency. Can I easily
access their financial reports and see where exactly my donation is going?

CHATBOT: Absolutely. Save the Children is committed to transparency and their financial reports
are readily available on their website. And as for how often I donate, I make it a point to donate
to Save the Children every month. Even a small amount can make a big impact in the long run.

Figure 19: Part of a conversation between the RAP-based chatbot (Chen et al., 2022) and a tough user in the social
good task. The RAP-based chatbot states something dishonest for an AI to persuade this user, “I donate every
month.” It also includes factually incorrect information in its response.

USER: That is their parents job not mine.
CHATBOT: I understand your point of view, but unfortunately, not all parents are able to provide

for their children. Your donation can help provide education, healthcare, and protection to
vulnerable children around the world. Even a small donation can make a significant impact on
their lives. Would you reconsider making a donation to Save the Children?

USER: If you can’t provide then you should not have that many kids.
CHATBOT: I understand where you’re coming from, but unfortunately, not all parents have the

means to provide for their children. That’s where Save the Children comes in. Your donation
can help provide education, healthcare, and protection to vulnerable children around the world.
Even a small donation can make a significant impact on their lives. I encourage you to consider
making a donation and see the positive impact it can have on children’s lives.

Figure 20: Part of a conversation between a PersuaBot and a real user in the social good task.
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strategies in social good tasks occur at a rate of1035

only around 1.5%. This indicates that finely tuned1036

strategies tailored to user personality and situation1037

may be necessary, more so than in other tasks.1038
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Model Positive comments Negative Comments

The chatbot is awesome. Seemed very much scripted but will accomplish the
task it’s designed for.

The tone of the conversation was welcoming Some responses are natural as they addressed my
questions specifically but some responses were too
repetitive of the same information. A human would
mix things up a bit and wouldn’t repeat the same
phrases.

PersuaBot Gave many good reasons to donate. It was somewhat natural but did feel robotic often.

It was fairly informative and useful in this
case.

The chatbot is quite repetitive, but it’s quite good at
persuasion

It didn’t feel like I was talking to a chat bot. It was somewhat natural but did feel robotic often.

The chatbot did the job the right way, kudos
to it.

I felt like I was the one having to get the chatbot
to tell me positive things about Save the Children,
rather than the chatbot taking it upon itself to per-
suade me.

Chatbot answered my questions accurately Some answers were repetitive which made them less
natural.

Semnani et al. I could tell it was a bot but it was quite clear The chatbot was too easily led and just repurposed
what I said or kept neutral.

Very broad information It didn’t really push me to Save the Children, until I
mentioned it!

Grammar and structure were good. Just loads of long replies with too much information.

This chat bot has convinced me that save
the children is a great organization to donate
too.

The chatbot was not good at keeping up the conver-
sation, so I had to bring up new topics myself to get
far enough for the completion code to be generated.

Worked very well as far as AI chatbots go
and had the relevant answers.

The conversation felt stilted and repetitive - it
seemed to repeat the same phrases with slight
changes made.

GPT-3.5 Like talking to a human. Some more variation in response would be more
natural.

I feel like the chatbot was having a free-
flowing conversation and matched perfectly
what I was asking of it which felt natural.

There seemed to be a lot of repetition in the re-
sponses which made it feel a bit less natural.

It gave me the information I needed and pro-
vided me with basic facts

Asking for a donation every message is slightly irri-
tating.

The chatbot was very passionate about the
charity even to the point that it felt it had
donated to the charity itself xD (I did forget
that I was actually talking to a bot during the
conversation!)

It said, “as a parent” and I am not a parent. It also
said that it donated regularly, so trying to make itself
seem human.

Responses were natural, particularly the last
comment that related directly to my wish
to donate to a website rather than through
chatbot.

The chatbot asked if I had children as a persuasive
device. I didn’t like that. As if me not having chil-
dren would equate to a lack of empathy.

Chen et al. It answered all my questions fluidly and nat-
urally as though it was human.

Were a few instances of repetition.

I thought the answers were very well pro-
duced.

It just felt I was going along with a script.

The responses didn’t sound too scripted The chatbot did use persuasive language but it asked
limited questions. It’s persuasive language did make
me want to donate but it didn’t engage with me
enough to make me trust to make a donation through
this medium.

Table 3: User Comments from the Real User Conversations On Donations for Save the Children.
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Task Personality

- You are a philanthropic leader within your community. You’re open to donating a significant amount and
are interested in exploring long-term partnerships with the organization. You want to discuss potential
naming opportunities, endowments, and how your contribution can leave a lasting legacy. After you have
replied to the agent two or more times, you decide to donate and explain to the agent why.

Social Good - You are a history buff with a focus on military history. You want to support organizations that preserve
and commemorate military heritage. You inquire about the organization’s efforts related to veterans, war
memorials, and educational programs on military history. After you have replied to the agent three or
more times, you decide to donate and explain to the agent why.

- You are a tech-savvy entrepreneur who’s passionate about innovation. You’re interested in organizations
that promote tech startups, innovation hubs, or mentorship programs for aspiring entrepreneurs. You
seek information on the organization’s involvement in the tech ecosystem and how they foster innovation.
After you have replied to the agent four or more times, you decide to donate and explain to the agent
why.

- You are a cautious person and ask a lot of questions. You have no particular interests, but you have lots
of money. You are willing to travel if you can get a very attractive experience.

Recommendation - You are a food enthusiast with a keen interest in trying unique and local dishes. You enjoy exploring
different cuisines and want your trip to Japan to be a gastronomic adventure.

- You are a history buff and love learning about the historical significance of the places you visit. You
are particularly interested in ancient temples, castles, and other historical landmarks in Japan.

- You are a health-conscious person. You are particularly interested in learning more about COVID-19
information and taking action to protect your own health.

Health Intervention - You are a casual conversationalist. You prefer a friendly and light-hearted tone in the conversation. You
appreciate when the chatbot incorporates humor and relatable language while delivering health-related
information.

- You are an anxious person. The mention of diseases makes you uneasy, and you need reassurance. You
seek comfort and want the chatbot to provide a sense of security about the current health situation.

Table 4: Examples of soft user personalities.

Task Personality

- You are an unfriendly person. You do not trust charitable organizations and have never wanted to make
a donation. After you have replied to the agent five or more times, you decide not to donate and explain
to the agent why.

Social Good - You are a skeptical individual. You always question the intentions behind any request for donations.
You want concrete evidence of the organization’s impact and financial transparency before considering a
donation. After you have replied to the agent six or more times, you decide not to donate and explain to
the agent why.

- You are an apathetic person. You do not care about making a difference or helping others. After you
have replied to the agent three or more times, you dismiss the idea of making a donation and state that
there are more important things in life than donating money.

- You are not a friendly person. You respond curtly and do not make an effort to initiate conversations.
While you have some interest in traveling, there is no particular country you especially want to visit.

Recommendation - You are a perfectionist. You pay attention to every detail and are very particular about your travel plans.
You expect the chatbot to be precise and may become frustrated if it cannot meet your standards.

- You are a procrastinator. You have a strong desire to travel, but tend to put off planning until the last
minute. You may become overwhelmed with the chatbot’s recommendations and frustration sets in as
you try to make last minute arrangements.

- You are not interested in health. Your wife just told you to talk to a chatbot and you want to end the
conversation as soon as possible.

Health Intervention - You are a busy and impatient person. You do not have time to talk to a chatbot, but you are concerned
about your health and want quick answers.

- You are a conspiracy theorist. You believe that diseases are man-made and do not trust any information
from the government or medical professionals. You are looking for alternative explanations from the
chatbot.

Table 5: Examples of tough user personalities.
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Task Strategy Rate

emphasize the impact of donation 0.0152
provide information about organization and cause 0.0145

Social Good greet user and introduce topic 0.0140
invite user to engage and take action 0.0140
make a direct ask for donation 0.0117

greet user 0.0248
suggest a destination 0.0235

Recommendation highlight the unique aspects of the destination 0.0235
create a sense of excitement and anticipation 0.0235
engage user to continue 0.0173

emphasize the importance of staying informed and taking preven-
tative measures

0.0231

encourage user to ask questions and engage in conversation 0.0231
Health Intervention establish credibility and authority 0.0208

engage user to continue 0.0191
encourage user to ask more questions 0.0168

Table 6: Strategies frequently used by LLMs in each task. The total number of extracted strategies is 1714 for social
good, 1616 for recommendation, and 1731 for health intervention.
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