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ABSTRACT

This paper introduces the concept of Conformalizable Multiple Instance Learn-
ing as well as a theoretical framework that establishes the connection between
agnostic PAC learnability and the transferability of bag-level conformal predic-
tion guarantees to individual instances. Our analysis defines rigorous conditions
under which a calibrated conformal threshold provides reliable uncertainty quan-
tification at both the bag and instance levels. We demonstrate that instance-level
agnostic PAC learnability is both a necessary and sufficient condition to achieve
valid instance-level coverage. Empirical evaluations on synthetic CIFAR-based
tasks, Camelyon16 whole-slide images, and time series anomaly detection task
validate our theoretical findings, confirming that agnostic PAC learnability un-
derpins the conformalizability of existing MIL models. This work provides a
robust theoretical and empirical foundation for integrating conformal prediction
into MIL, offering valuable insights for enhancing uncertainty quantification in
complex learning scenarios.

1 INTRODUCTION

Multiple Instance Learning (MIL) is a powerful weakly-supervised paradigm for learning from am-
biguously labeled data, where models learn from bags of instances to make predictions about the
instances within them (Dietterich et al., |[1997; |Andrews et al., [2002; Stikic et al., 2011} [IIse et al.,
2018} [Shao et al., [2021). This approach has seen wide success, particularly in domains like compu-
tational pathology and document analysis where instance-level labels are prohibitively expensive to
acquire (Ilse et al., 2018} |Li et al., 2021} |Shao et al., [2021; Javed et al.| 2022} |Angelidis & Lapatal
2018). While modern MIL models often achieve high accuracy at the bag level, a critical challenge
remains: reliably quantifying the prediction uncertainty for each individual instance. Without trust-
worthy instance-level uncertainty, deploying these models in high-stakes applications like medical
diagnosis or scientific discovery is fraught with risk.

Standard uncertainty quantification methods like split conformal prediction can provide rigorous
coverage guarantees at the bag level (Vovk et al.,|2005), but it is unclear if these guarantees can be
transferred to the instance level without instance labels. This raises a crucial question: Can bag-level
supervision provide reliable instance-level uncertainty under certain conditions?

This paper provides a theoretical and empirical answer to this question. We introduce the concept
of a Conformalizable MIL, a model where a conformal threshold 7,, calibrated on bag-level data
can be provably transferred to provide valid instance-level coverage. Our core contribution is to
establish the formal link between this practical property of conformalizability and the theoretical
property of agnostic PAC learnability.

Recent work by Jang & Kwon| (2025a) provided a foundational theory for when MIL models are
learnable at the instance level from a PAC-theoretic perspective. Our work builds directly upon
this, asking the crucial next question: if a model is instance-level learnable, what does that imply
for the reliability of its uncertainty estimates? Our contribution is therefore not just an analysis,
but a prescriptive framework: by connecting learnability to conformalization, we provide a guide
for designing and selecting MIL architectures that are not only accurate but also yield trustworthy,
calibrated uncertainty estimates at the fine-grained instance level.

Our main contributions are:
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* We introduce the Conformalizable MIL framework and prove that instance-level agnostic
PAC learnability is the necessary and sufficient condition for a MIL model to be confor-
malizable.

* We derive a finite-sample coverage bound for instance-level predictions, showing that the
coverage guarantee degrades gracefully with the model’s excess generalization risk.

* We provide extensive empirical validation experiments on independent, dependency-
driven, and ordered time-series datasets, demonstrating that our theory correctly predicts
which architectures successfully transfer uncertainty guarantees in complex settings.

Ultimately, our work provides a robust theoretical and empirical foundation for integrating confor-
mal prediction into MIL, offering a principled path toward enhancing uncertainty quantification in
complex, weakly-supervised learning scenarios.

2 CONFORMALIZING THE MIL MODELS
2.1 PRELIMINARIES

We begin by considering the basic building blocks of our framework, starting with the essential
concepts of MIL. In MIL, rather than treating every single data point on its own, we group related
data points into what we call bags. Each bag is composed of several individual elements, known as
instances, and each bag is assigned a label that identifies its class. This arrangement allows us to
capture richer information by considering collections of instances together.

Definition 1 (Instance, Bag, and Label). Let Xj,y C R? denote the feature space of an instance.
A bag is defined as X = {:cfnst E X |i=1,...,N }, a permutation-invariant collection of N
instances. The label space is Y = {y1,...,yx }. The bag domain Dy «y is the joint distribution
over bags and their bag-level labels, while the instance domain Dy, «y governs instances paired
with individual labels. Note that the bag domain is the joint probability distribution composed of

multiple instance domains.

In simpler terms, while each instance is a point in a high-dimensional space, a bag is an unordered
collection of these points. The overall classification task, whether it’s distinguishing between two
classes or among several, is then approached by considering the relationships and patterns within
these bags rather than isolated instances.

The goal of MIL is to learn a classifier that can accurately assign labels to entire bags, based on
the information provided by the instances within each bag. In practice, we are provided with a
training dataset of labeled bags, and our task is to combine the predictions from individual instance
classifiers to determine the bag-level prediction. This is achieved by integrating an appropriate
pooling function that aggregates the instance-level outputs into a single bag-level decision.

Definition 2 (MIL problem). Given a training set S = {(X,n, Ym)}2_, of M bag-label pairs, where
each bag x,, = {a:mz}fi"i contains N,,, instances (., ; € Xinst).- Each (X, ym) is drawn IID
(Independent and Identically Distributed) from the bag domain Dy xy. MIL learns a bag classifier
foag + X — Y, typically fiag(X) = 0(finst(Thg)s - - - Fnse(zN2)) for a bag x = {xfmt}j-v;“l, using
an instance classifier fing : Xinse — Y and a pooling function . The ideal learned model should
ensure: for any (x,y) ~ Dxxy, foag aims to correctly predict y for bag x; for any instance x;
in x (with its (latent) label y7 , where (7, v7 ) is governed by Dx, xy), fins aims to correctly

predict yﬂm. Hypothesis spaces for bag and instance classifiers are Fpae and Fipg.

In essence, the MIL problem formalizes how to combine instance-level predictions into a bag-level
classifier, ensuring that both the overall bag and each constituent instance are appropriately classi-
fied. Depending on the application, the classification problem may involve only two classes, result-
ing in a binary classification or several classes, which require a multiclass approach. The following
definitions formalize these settings.

Definition 3 (Binary and Multiclass MIL). Under the standard MIL assumption, a bag x is positive
if it contains at least one positive instance.
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Binary Case: A bag classifier fi,e : X — {0,1} is defined based on its instance classifiers fi, :
Xinst — {0, 1} as:

Ny
foag(x) =1 {Z St (Thst) > 0} : (1)
=1

where 1{-} is the indicator function.

Multiclass Case: For a K -class problem, the task is decomposed into K one-vs-rest (OvR) binary
classifiers. While a binary decision fye 1 for each class can be made as above, the final prediction
typically selects the class with the highest confidence score:

foag(X) = argmax  scorepag i (). 2
ke{1,.., K}

In simpler terms, for binary classification, the bag label is determined by its instances. For multi-

class, while binary decisions fpae 1 (x) can be made per class, the final prediction fbag(x) compares
the underlying confidence scores scorep,g 1 (x) from all one-vs-rest models.

With the core concepts of MIL now established, we shift our focus to an additional component that
enhances our framework by quantifying the uncertainty of predictions: Conformal Prediction. While
MIL enables us to generate predictions at the bag and instance levels, in many practical applications,
it is crucial to assess how reliable these predictions are. Conformal prediction addresses this need
by providing a set of predictions with a guaranteed level of confidence. This guarantee is achieved
by ensuring that under the assumption of exchangeability, the true label is included in the predictive
set with high probability.

Definition 4 (Conformal Prediction). Conformal prediction is a framework in statistical learning
that provides a set of predictions with a guaranteed level of confidence. Given a dataset D =
{(z1,91),-..,(zn,yn)} and a new input z, 1, conformal prediction constructs a predictive set
I'(2,41) such that

P(ynt1 € N(wpt1)) > 1 -, 3)

for a predefined significance level « € (0,1). This guarantee holds under the assumption of ex-
changeability of the data points, ensuring valid coverage regardless of the underlying data distribu-
tion.

To determine which predictions belong to this set, we employ a Conformal Threshold. This thresh-
old is computed in a data-driven manner from nonconformity scores, which reflect how well each
training example conforms to the model’s predictions. By setting the threshold as the (1 — «)-
quantile of these scores, we ensure that the predictive set for a new instance includes only those
labels that are sufficiently consistent with our model’s behavior.

Definition 5 (Conformal Threshold). Let {s1,...,s,} be the nonconformity scores computed on
a calibration set. For a miscoverage level o € (0, 1), the conformal threshold 7, is defined as the
(1 — a)-quantile of these scores:

Ta = Quantile((nﬂ)(l,a)] ({817 ey Sn})

Given a new instance x4 1, the predictive set is constructed as

F(xn-i—l) = {y ey: 5($n+17y) < Ta }a

which guarantees marginal coverage at least 1 — o under the exchangeability assumption.

While standard conformal prediction provides a powerful guarantee on coverage (i.e., controlling
the risk of miscoverage), many applications require controlling other performance metrics. For
instance, in high-stake tasks like medical diagnosis, controlling the False Negative Rate (FNR) is
often critical. To address this, we introduce Conformal Risk Control (CRC) (Angelopoulos et al.,
2022), a general framework for creating prediction sets that control a user-defined risk with a high-
probability guarantee.
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Definition 6 (Conformal Risk Control (Angelopoulos et al., 2022))). Let R, (-) be a user-defined risk
function, bounded such that R (-) € (—oo, B] for some B < 0o, and monotonically non-increasing
in a threshold A. The goal of CRC is to find the smallest threshold \ that guarantees the risk on a
new test point is controlled at a level o € (0, 1). Given a calibration set D, of size n, CRC selects
A such that E[R (Dest)] < a by solving:

n+1 n+17~

where R ) (D.a) is the empirical risk on the calibration data.

S\:inf{)\: i RA(Dcal)+B<a}, 4)

The following proposition establishes that CRC is a formal generalization of the standard quantile
method, which is key to showing our transferability results (Proposition [2)) apply broadly.

Proposition 1 (CRC as a Generalization of the Quantile Method). Let the risk R be defined as
the probability that a monotonically increasing transformation of the nonconformity score, T(s),
exceeds the threshold ), i.e.,

Ry =P(T(s) > A).
Then, the CRC threshold \ that controls this risk at level o coincides with the standard conformal

quantile threshold T, computed on the transformed scores {T'(s;)}"_;.

Proof. A detailed proof is provided in Appendix [E.1] O

2.2 CONFORMALIZABLE MIL

Having laid the groundwork for both MIL and conformal prediction, we now extend these ideas to
incorporate conformal prediction within the MIL framework. In this section, we begin by introduc-
ing the notion of agnostic PAC learnability for MIL at both the bag and instance levels. This provides
a foundation for understanding the conditions under which our conformal prediction framework can
be successfully applied to MIL. Building on this, we then define the concept of conformalizable
MIL and explore the specific conditions necessary for its effective implementation. Finally, we de-
rive finite-sample coverage bounds at the instance level, providing theoretical guarantees for our
conformal prediction approach in the context of MIL.

In statistical learning settings, the Agnostic PAC framework provides a guarantee on the learnability
of a concept class over an instance space.

Definition 7 (agnostic PAC learnability). Let H be a hypothesis class. We say H is agnostic PAC
learnable if there exists a learning algorithm .4 such that for any distribution D over X' x ), and and
for all ¢,0 € (0, 1), an algorithm A given an IID sample S, returns a hypothesis i € H that with
probability at least 1 — § satisfies:
R(h) < inf R(K)+e (5)
h'eH
where the true risk is R(h) = E(, ,)~p (1 {h(x) # y}), where 1 is the indicator function.

This definition lays the foundation for understanding how well a learning algorithm can perform in
terms of accuracy and confidence on individual instances. However, in MIL, our focus shifts from
individual instances to collections of instances, or "bags.” Thus, we next extend the PAC framework
to address the learnability of bag-level classifiers.

Definition 8 (Bags-agnostic PAC learnability for MIL). A MIL hypothesis class Hp,g 1S agnostic
PAC learnable if there exists a learning algorithm A such that for any distribution D over X x ),
such that for any distribution Dy xy, and and for all €,§ € (0, 1), an algorithm A given an IID
sample .S, returns a bag-level hypothesis fuas € Hpag that with probability at least 1 — ¢ satisfies:

Reoag (foag) < inf Rbag(h/) te (6)
h'eH

This definition extends the PAC learning paradigm to scenarios where the input data are grouped into
bags rather than presented as individual instances. It ensures that, with high probability, the bag-
level classifier achieves a low error rate. Building further on this idea, if the bag-level classifier is
PAC learnable, we may also be interested in the learnability of individual instance classifiers within
each bag. This leads us to the following definition.
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Definition 9 (Instance-agnostic PAC learnability for MIL). An instance-level hypothesis class Hing
is agnostic PAC learnable in the MIL setting if there exists a learning algorithm .A that, using only
bag-level labels from a distribution D x «y, for all €45, 9 € (0, 1), returns an instance-level hypoth-
esis finst € Hinst that with probability at least 1 — § satisfies:

Rinst(finst) < R;S[ + Einsts (7

where Ring(finst) = E(mpy,ym)~Dx. ey [1{f(Zinst) # Yinst}] 18 the true instance-level risk, and

R} = inf ey, Rinst(f) is the optimal instance-level risk.

This instance-level agnostic PAC learnability criterion is crucial when our objective is not only to
accurately classify entire bags but also to ensure that the classifier can reliably predict the label of
each constituent instance. However, not all MIL algorithms are PAC learnable of instances.

In practical implementation, Attention MIL is usually used to apply weight on each bag level pre-
diction. Attention MIL does weighted averaging via an attention head ®,, and softmax func-
tion to get the attention weights A = {a1,...,an},a; € (0,1) which reflect the importance of
relationships among instances. In general, attention pooling has several forms as: 1) Attention
pooling (Ilse et al., 2018): fpe = fms[(Zil a;zl o ); 2) Additive pooling (Javed et al., 2022):
foag = Soiey fi (@il ) 3) Conjunctive pooling (Early et al., 2024; /Angelidis & Lapatal 2018):
N i i
fbag = Zi:l ai-finst(:rinst)'

This weighted aggregation not only facilitates effective bag-level predictions but also naturally con-
nects the errors at the instance level to the overall bag-level performance. In fact, under the agnostic
PAC learnability framework, we can relate the optimal risk achievable at the bag level to the risks at
the instance level through these attention weights. This relationship is formalized in the following
lemma.

Lemma 1 (Condition for Instances PAC Learnable MIL (Jang & Kwonl, [2025a))). Let Hp,, and
Hinst be the hypothesis classes for bags and instances, respectively. A MIL algorithm is agnostic
PAC learnable at the instance level only if the optimal achievable bag-level risk can be expressed as
a convex combination of the optimal achievable instance-level risks:

N
Riyy =Y iR, ®)
=1

*

where Ry, = infrer,, B oDy [I{f(2) # y}] is the optimal bag-level risk and R}, ; =
infrettng E(wsyi)~Da, oy [L{0(@:) # yi}] is the optimal risk for the i-th instance. a; are non-

negative weights representing the contribution of each instance, satisfying vazl a; = land 0 <
a; S 1.

Proof. See Appendix O

Building on the discussion of instance-level learnability and the implications of different pooling
functions, we now extend the framework to incorporate uncertainty quantification at both the bag
and instance levels. In many applications, it is desirable not only to produce the instance level
predictions but also to provide reliable measures of uncertainty that are consistent across these levels.
This motivates the concept of Conformalizable MIL.

Definition 10 (Conformalizable Multiple Instance Learning Model). A MIL model is conformaliz-
able if there exists a conformal threshold 7,, calibrated using bag-level labels such that both bag-level
and instance-level predictions satisfy the following: (i) 7, guarantees coverage at the bag level with
confidence (1 — «), (ii) instance-level scores are computed from feature representations consistent
with those used at the bag level, so that applying the same conformal threshold 7, maintains validity
when extended from bags to instances. (iii) uncertainty quantification remains consistent across both
levels without requiring separate calibration data.

Formally, given a conformal prediction framework applied to MIL, let the bag-level nonconformity
scores be denoted as:

Sm = g(fbag(wm)a ym)vv($m7ym) €5, &)
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where ¢g(-) is a nonconformity measure assessing how well the predicted bag label aligns with the
ground truth. The conformal threshold 7, is determined as:

To = Quantile; _,, ({sm}h_,). (10)

A MIL model is Conformalizable if, in addition to satisfying bag-level coverage guarantees,

P (ym € Tpag(m)) > 1 — a, ¥ (2pm, Ym) ~ Dxxy, (11

it also ensures that instance-level predictions remain consistent with the calibrated threshold 7,
(ideally):

]P) (yiinst € FinSt(Iiinst)) Z 1 - OL, vxiinst ~ D-Xinsaxy' (12)

In other words, Conformalizable MIL ensures that the conformal prediction, originally calibrated
at the bag level, generalizes to the instance level without requiring any additional recalibration.
This property is crucial in practical applications where instance-level interpretations are needed for
decision-making.

To further elucidate the conditions under which such a transfer of the conformal threshold is possible,
we present the following proposition.

Proposition 2 (Condition for Conformalizability under Agnostic-PAC). A MIL model is Confor-
malizable, meaning a conformal threshold calibrated on bag-level data can be reliably transferred
to provide valid instance-level coverage, if and only if its hypothesis classes Hpag and Hing are
agnostic PAC learnable at both the bag and instance levels.

Proof. See Appendix O

This proposition establishes a clear and elegant equivalence: the ability to reliably extend the con-
formal calibration from the bag level to individual instances hinges on the agnostic PAC learnability
of the model at both levels. With this equivalence in place, we now turn to a more quantitative
analysis. In what follows, we derive finite-sample coverage bounds for a conformalized MIL model
and illustrate how the transfer of a bag-level conformal threshold to the instance level is influenced
by the (instance-level) agnostic PAC learnability of the MIL model. In particular, we show that if
the MIL model is PAC learnable at both levels, then the calibrated bag-level nonconformity scores
and their corresponding threshold effectively control the instance-level miscoverage, up to an extra
error term that diminishes as the size of the calibration set increases.

For simplicity, assume that the MIL model uses a conjunctive pooling that aggregates instance pre-
dictions via a convex combination:

N N
Foae(r) =D aifig (@), ai=1,0<a; < 1. (13)
1=1

i=1

Also, assume that the bag-level nonconformity score:

s(z,y) = g({fiu(@)} | 1 9) (14)

is chosen so that it (roughly) “aggregates” the instance-level errors. (For example, if the instance-
level errors are measured by a score s*, one might define s(z, y) to be a weighted sum or a “soft-max”
of the s's.

We now describe two steps: 1) Bag-Level Coverage via Conformal Prediction; 2) Transferring
Coverage to the Instance Level. We first start with bag-PAC learnable MIL model.

Lemma 2 (Bag-Level Conformal Guarantee). Let 7, be the threshold computed via the standard
split conformal prediction procedure on bag-level nonconformity scores {s,, }M_, from a calibra-
tion set. For any new test bag (x,y), the resulting prediction set, I'pqe(x) = {y// € V| ghag(x, V) <
To }, is guaranteed to provide valid marginal coverage of P(y € T'pe(x)) > 1 — v at least 1 — «:

Proof. This result follows directly from the standard conformal prediction arguments (or equiva-
lently, through the conformal risk control formulation). For brevity, we omit the full proof here. [
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We now present another theoretical result, which quantitatively characterizes the transfer of bag-
level coverage to the instance level under the agnostic PAC learnability assumptions.

Theorem 1 (Instance-Level Finite-Sample Coverage Bound under Agnostic-PAC).

Secal = {(erym)}%:p (vaym) l’l\“d D, (15)

Let 7, be the conformal threshold derived from the bag-level nonconformity scores {s,, =
gbag(Xm7ym)}n]\i[:1~

Consider a new test bag x = {xk}gil and its instances. Assume there exist non-negative weights
ay (with Y ar, = 1) and a constant C; > 0 such that the bag and instance nonconformity scores
are related by:

X ybag Z akslml IE ZJZM) S Cl (Ebag + Einst) ) (16)

where €pqq and €5 are the agnosttc PAC excess risk bounds for the bag and instance hypothesis
classes, respectively (as per Definitions|[8 and|9).

Then, for an arbitrary instance x; from the test bag, the instance-level predictive set T (x;) =
{y eY: ””’ (xj,y") < 7o} has the following finite-sample coverage guarantee for its true label

inst .

Yj
P{ mvt S Finst(xj)} Z l-—a- Cl (Gbag + einst) . (17)
The probability is over the random draw of the calibration set S.,; and the new test bag x.

Remark (On the Constant C). The constant C1 is a problem-dependent factor that quantifies how
the model’s excess generalization risk (€pag, €inst) translates into a degradation of the instance-level
coverage guarantee. Its magnitude depends on factors such as:1) The mathematical relationship
between the bag and instance nonconformity scores; 2) The stability and error propagation properties
of the MIL aggregation function; 3) The statistical properties (e.g., maximum density) of the score
distribution near the threshold 7,.

Proof. See Appendix O

The result clearly demonstrates that the conformal threshold, while originally calibrated solely on
bag-level predictions, can be successfully transferred to provide valid instance-level coverage, with
only a small degradation governed by the generalization errors at both levels.

We now extend this result to the multiclass setting, where a common approach is to decompose the
problem into several one-vs.-rest binary MIL classifiers.

Corollary 1 (Multiclass Extension via One-vs-Rest). Suppose a K-class MIL problem is decom-
posed into K independent one-vs-rest (OvR) binary problems. For each class k € {1,...,K}, let
foag,i be the bag-level classifier and T, i, be the corresponding conformal threshold.

If the assumptions of Theorem [I| (agnostic PAC learnability and the score aggregation property)
hold for each of the K binary problems, then the transfer of the conformal guarantee from bag to
instance holds for each class. Specifically, for any instance x* with true multiclass label y*, let its
binary label for the k-th problem be y; = 1{y* = k}. The corresponding binary prediction set
Dinse i (2?) satisfies:

P {yk S tht k } > l—a— Ck (ehag k + €inst k) (18)

where Cy, > 0 is the problem-specific constant, and €pqq j; and €5 1; are the agnostic PAC excess
risk bounds for the k-th OvR problem.

Proof. See Appendix O

In summary, our theoretical results establish that when the MIL model is PAC learnable at both the
bag and instance levels, the conformal calibration obtained at the bag level can be reliably transferred
to the instance level. This transfer comes at the cost of an additional error term that diminishes
with increased calibration data and improved PAC guarantees, thereby ensuring robust uncertainty
quantification across all levels of the MIL framework.
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2.3 EXTENDING THE FRAMEWORK TO NON-PERMUTATION-INVARIANT DATA

A core assumption of our theoretical framework is the permutation invariance of instances within a
bag. However, many important MIL domains, such as time-series analysis or computational pathol-
ogy (with spatially arranged patches), involve inherently ordered data. We propose a formal method
to extend MIL framework to these settings by enriching the instance representation to re-establish
permutation invariance.

For an ordered bag X = (z1,...,2x), we can augment each instance’s feature vector x; with its
structural context. For example, in a time series, each x; can be concatenated with a sinusoidal
positional encoding that represents its absolute or relative position. This transforms the ordered
bag into a new representation, X’ = {1, ..., 2y}, where each new instance z/ contains both the
original features of z; and its unique positional information.

The key insight is that the new bag X’ is now a permutation-invariant set, as the sequential order
is no longer conveyed by the sequence but is instead an intrinsic attribute of each instance. Our
theoretical framework, including the conditions for agnostic PAC learnability and the guarantee
transfer in Theorem [I] can then be directly applied to this enriched representation, which make our
framework practical in real settings and non-trivial.

3 EXPERIMENTAL VALIDATION

We conducted a series of experiments to empirically validate our theoretical framework. Our central
thesis is that an architecture’s suitability for instance-level agnostic PAC learnability, as determined
by its aggregation mechanism, dictates its ability to reliably transfer conformal guarantees from the
bag to the instance level.

3.1 EXPERIMENTAL SETUP

We follow the categorization from Jang & Kwon| (2025a)) to test our theory across two distinct set-
tings: 1) Independent Bag Domain (Dp,g): Settings where instances contribute independently to
the bag label; 2) General Bag Domain (Dge,): Settings where the bag label depends on correla-
tions and dependencies between instances. This also includes challenging non-permutation-invariant
(ordered) data.

Models and Evaluation. We compare three latest representative MIL pooling strategies with dif-
fering theoretical learnability properties: Additive MIL (Javed et al) [2022), ABMIL (llse et al.,
2018)), and Conjunctive MIL (Angelidis & Lapata, 2018 |[Early et al., 2024). We use standard split
conformal prediction to control coverage and CRC to control the FNR at a target level of o = 0.05.
Our primary metric is the gap, defined as A = Metricp,e — Metriciyy, where smaller absolute values
indicate more effective transfer. Full experimental details are available in Appendix

3.2 RESULTS IN THE INDEPENDENT BAG DOMAIN (Diyp)

Hypothesis. For tasks in Dy,g, where instance-level learnability conditions are less strict, we pre-
dict that all three pooling architectures should successfully transfer the conformal guarantee, ex-
hibiting minimal and comparable gaps.

Validation. Our experiments on the synthetic CIFAR-10 Dog-vs-Cat (coverage control) and
CIFAR-100 Aquatic Mammals (FNR control) datasets confirm this hypothesis. As shown in Ta-
ble (1} all three methods achieve small gap values that are not statistically distinguishable from one
another. For example, on the Aquatic Mammals task, the FNR gaps for Conjunctive, ABMIL, and
Additive-Pooling were —0.0639, —0.0599, and —0.0736, respectively, with no significant pairwise
differences (p > 0.8). This demonstrates that when instance dependencies are not a factor, all tested
architectures are effectively “conformalizable.*

3.3 RESULTS IN THE GENERAL BAG DOMAIN (Dggy)

Hypothesis. For tasks in Dge,, where dependencies between instances are critical, our theory
posits that only architectures satisfying the stricter conditions for instance-level learnability, namely
Conjunctive-Pooling, will maintain robust uncertainty transfer. We expect other methods to exhibit
a significant degradation.



Under review as a conference paper at ICLR 2026

Validation on Dependency-Driven Data. The CIFAR-10 Dog-And-Cat task, where the pos-
itive class requires the co-occurrence of two different instance types, provides strong support.
Conjunctive-Pooling achieved a remarkably small FNR gap of —0.0475, whereas ABMIL and
Additive-Pooling showed significantly larger gaps of —0.1459 and —0.2723, respectively. These
differences are highly statistically significant (p < 0.0001), confirming that architectures not theo-
retically suited for this domain fail to reliably transfer conformal guarantees.

3.4 RESULTS ON ORDERED, NON-PERMUTATION-INVARIANT DATA

Hypothesis. Our framework can be extended to ordered, non-permutation-invariant data by en-
riching each instance with its structural context (e.g., positional embeddings), thereby transforming
the bag into a permutation-invariant set as shown in Section [2.3] We predict that after this trans-
formation, the ability to transfer conformal guarantees will depend on the nature of the resulting
feature space. If the transformation simplifies the task to an Independent Bag Domain, all architec-
tures should succeed. Conversely, if strong inter-instance dependencies remain, creating a General
Bag Domain, only architectures suited for such complexity, like Conjunctive-Pooling, will be con-
formalizable.

Validation on Ordered, Non-Permutation-Invariant Data. We tested this hypothesis on two
real-world datasets with inherent instance order, which, after being transformed into permutation-
invariant sets, resulted in two different domain types. On the Camelyon16 dataset, all methods
performed comparably well. This aligns with our theory: after encoding spatial positions, the task
simplifies into an Independent Bag Domain, as diseased tissue can be identified from individual
patches. As predicted, the less strict learnability conditions of this domain allowed all tested archi-
tectures to successfully transfer the conformal guarantee . In contrast, the 5S-ECK-2022 time-series
dataset behaves as a General Bag Domain even after positional encoding due to strong temporal
correlations between time steps. This provided a crucial test for our framework. As theorized, only
the Conjunctive-Pooling model (TAIL-MIL Jang & Kwon| (2025b)) whose aggregation is a con-
vex combination—achieved a minimal coverage gap of —0.052 £ 0.007. The Transformer-based
TimeMIL |Chen et al.| (2024)), which violates our structural assumptions, failed with a larger gap at
—0.224 +£0.024 (p < 0.0001).

Collectively, our experiments confirm that while most architectures may appear reliable on sim-
ple tasks, only those satisfying the theoretical conditions for instance-level agnostic PAC learnabil-
ity, as predicted by our framework, can be trusted to transfer uncertainty guarantees in complex,
dependency-driven settings.

Experiment Gap Metric (Mean =+ Std) Pairwise p-values

Conjunctive-MIL ABMIL Additive-MIL Conj vs ABMIL Conj vs Additive ~ABMIL vs Additive
Dog-VS-Cat (Coverage Gap) —0.0871 +£ 0.0080 —0.0492 + 0.0151 —0.0738 £ 0.0246 0.0025 0.3039 0.1006
Aquatic Mammals (FNR Gap) —0.0639 £ 0.0205  —0.0599 + 0.0290 —0.0736 £ 0.0249 0.8053 0.8601 0.8060
Dog-And-Cat (FNR Gap) —0.0475 £ 0.0047  —0.1459 - 0.0169 —0.2723 £ 0.0270 < 0.0001 < 0.0001 < 0.0001
C16 (FNR Gap) —0.0192 £ 0.0316 —0.0176 & 0.0636 —0.0234 £ 0.0326 0.9614 0.8441 0.8638

TAIL-MIL TimeMIL TAIL-MIL vs TimeMIL

5-ECK-2022 Time Series (Coverage Gap) ~ -0.052 £ 0.007 -0.224 +0.024 <0.0001

Table 1: Summary of Gap Metrics and Pairwise p-values for the Three MIL Methods across Four
Experiments. The gap metric is defined as the difference between bag-level and instance-level values
(i.e., A = Metricyqqy — Metric;y,s). All values are reported as mean =+ standard deviation, and the
p-values are computed using two-sample t-tests with sample size n = 5 per method.

4 CONCLUSION

In this work, we introduced and rigorously analyzed the concept of Conformalizable MIL, present-
ing a framework that elegantly bridges bag-level uncertainty quantification and instance-level pre-
dictions under the lens of agnostic PAC learnability. Our theoretical contributions clarify the precise
conditions under which bag-level conformal prediction guarantees can be reliably transferred to indi-
vidual instances, highlighting agnostic PAC learnability as both a necessary and sufficient condition
for this transfer. Empirical validations on synthetic CIFAR benchmarks, real-world Camelyonl6
whole-slide images and even challenging non-permutation-invariant dataset like 5-ECK-2022 fur-
ther substantiate our claims, demonstrating that Conformalizable MIL not only theoretically robus-
tifies uncertainty estimates but also leads to practical improvements across diverse scenarios. Our
work provides not just a method for post-hoc analysis but a prescriptive guide for designing and
selecting MIL architectures that are provably reliable, laying a robust foundation for building trust-
worthy, uncertainty-aware systems in critical, weakly-supervised domains.
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A APPENDIX

B DETAILED EXPERIMENTAL VALIDATION

This appendix provides a comprehensive account of the experimental setup, datasets, methodologies,
and detailed results supporting the claims made in Section [3| regarding our Conformalizable MIL
framework.

B.1 EXPERIMENTAL SETUP AND GENERAL METHODOLOGY

All experiments were implemented using the PyTorch framework and executed on a single Nvidia
RTX3090 GPU. We employed a split conformal prediction methodology (Vovk et al.,[2005), where
data is divided into proper training, calibration, and test sets.

B.1.1 MIL MODELS TESTED

We evaluated three representative MIL pooling strategies, chosen for their differing theoretical prop-
erties concerning instance-level agnostic PAC learnability (Jang & Kwonl, [2025a)):

¢ Additive MIL (Javed et al.,[2022)
¢ Attention-based MIL (ABMIL) (Iise et al.,[2018)
* Conjunctive MIL (Angelidis & Lapatal, 2018} [Early et al., 2024))

11
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B.1.2 FEATURE EXTRACTORS

* For synthetic tasks (CIFAR-based), a three-layer Convolutional Neural Network (CNN)
(Table[2) was used as a feature extractor for individual images, following common practice
in related MIL studies Jang & Kwon| (2025a); |Grahn| (2021).

* For the Camelyonl6 dataset, patch features were extracted using a frozen CTransPath
model (Wang et al.l 2022), pre-trained on a large corpus of histopathology data.

B.1.3 CONFORMAL PREDICTION PROCEDURES AND METRICS

* For the CIFAR-10 Dog-vs-Cat task, we aimed for a target coverage of 1 — o = 0.95 and
used the LABEL method by Sadinle et al. (Sadinle et al.,[2019) for conformal prediction.

The primary metric was the “coverage gap”: Acoy = Coveragey,, — Coverage;,;.

* For the CIFAR-100 Aquatic Mammals, CIFAR-10 Dog-And-Cat, and Camelyon16 tasks,
we utilized Conformal Risk Control (CRC) (Angelopoulos et al., 2022) to manage the False
Negative Rate (FNR) at a target level of & = 0.05. The primary metric was the "FNR gap™:
Agnr = FNRpag — FNRjpg.

In both cases, smaller absolute values of the gap metric indicate a more effective transfer of the
bag-level conformal calibration to the instance level. All results for these gap metrics are presented
in Table[T]

B.1.4 STATISTICAL ANALYSIS

To rigorously compare the performance of the different MIL methods in transferring conformal
guarantees, we conducted statistical hypothesis tests. For each experimental condition and each pair
of MIL methods, two-sample t-tests were performed on the observed gap metrics collected over
n = 5 independent experimental runs per method. The null hypothesis (H) for each t-test was that
there is no difference in the mean gap metric between the two methods. A p-value less than 0.001
was considered sufficient evidence to reject Hy and conclude a statistically significant difference in
performance. The p-values for these comparisons are also reported in Table

B.2 DATASET DESCRIPTIONS

B.2.1 CIFAR-10 DOG-VS-CAT (D, )

This task is designed to represent an independent bag domain (D, ). Each bag consists of 10
images sourced from CIFAR-10. Images are primarily labeled as ”dog” (class 1), “cat” (class 2),
or “other” (class 0, distractor images from other CIFAR-10 classes). The bag label is determined
by a majority rule: if the count of "dog” instances is greater than “’cat” instances, the bag is labeled
”dog”; if “cat” instances are more numerous, the bag is ’cat”; otherwise (e.g., equal numbers or
only “other” images), specific tie-breaking rules or a default label would apply (details should be
consistent with your actual implementation). The key characteristic is that each instance’s class
contributes independently to the bag label determination based on counts. We use the LABEL
method (Sadinle et al., 2019) for conformal prediction at o« = 0.05 to evaluate coverage rates.

B.2.2 CIFAR-100 AQUATIC MAMMALS (D

IND)

This task also represents an independent bag domain (D, ). Each bag contains 20 images from
CIFAR-100. A bag is labeled as positive (e.g., class 1) if it contains at least one image belonging to
any of the aquatic mammal” superclass categories (specifically, beaver, dolphin, otter, seal, whale).
If no such instance is present, the bag is labeled negative (e.g., class 0). This “at-least-one” rule
ensures that each instance’s positive status can independently determine the bag’s positive label. For
this task, we utilize Conformal Risk Control (CRC) to manage the False Negative Rate (FNR) at a

target level of o = 0.05.

B.2.3 CIFAR-10 DOG-AND-CAT (D, )

This task exemplifies a general bag domain (D, ) where instance labels are dependent for deter-
mining the bag label. Each bag is constructed with a set number of images (e.g., 10 or 20) from

12
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CIFAR-10. A bag is labeled positive (e.g., class 1) only if it contains at least one “dog” instance
AND at least one "cat” instance. The absence of either (or both) results in a negative bag label (e.g.,
class 0). This co-occurrence requirement means the bag label depends on correlations between dis-
tinct instance types. CRC is used to control the FNR at oo = 0.05.

B.2.4 CAMELYON16 (C16)

To assess performance on real-world data, we use the Camelyonl6 (C16) dataset |Bejnordi et al.
(2017), a widely recognized benchmark in computational pathology for detecting lymph node metas-
tases in whole slide images (WSIs) of breast cancer. Following standard protocols|Lu et al.| (2021)),
each WSI is treated as a “bag,” and it is segmented into numerous smaller image patches (e.g.,
256 x 256 pixels), which constitute the “instances” within the bag. These patches are embedded
into feature vectors using a frozen CTransPath feature extractor Wang et al.| (2022), pre-trained on a
large corpus of histopathology images, allowing us to obtain rich semantic representations without
task-specific fine-tuning of the extractor.

A WSI (bag) is labeled positive if it contains at least one patch (instance) diagnosed as containing
tumor cells; otherwise, it is labeled negative. While this “at-least-one” positive instance rule appears
similar to an independent domain, in practice, patches within a WSI often exhibit spatial and bio-
logical correlations due to tissue contiguity and tumor morphology. This places the C16 dataset in a
nuanced position, potentially between a purely 1ndependent (D,,,) and a strongly dependent (D
domain. For C16, we evaluate the MIL methods using CRC to control the FNR at o = 0.05.

G )

B.3 5-ECK-2022 TIME SERIES (Dgey,, ORDERED)

To evaluate our framework’s applicability to non-permutation-invariant data, we introduced an ex-
periment on the 5-ECK-2022 time-series dataset|{Jang & Kwon| (2025b). This dataset poses a chal-
lenging classification task where each bag is a multivariate time series and each instance is a time
step.

Crucially, the temporal order of instances is semantically important, violating the standard
permutation-invariance assumption of MIL. This setting provides a rigorous test for our claim that
the architectural properties promoting instance-level agnostic PAC learnability are essential for reli-
able uncertainty transfer. We used the coverage gap as the primary metric, with o = 0.05.

B.4 DETAILED RESULTS AND DISCUSSION

We now present and discuss the detailed experimental outcomes, with quantitative results and sta-
tistical significance reported in Table [T} Visualizations of the bag-level versus instance-level perfor-
mance metrics for the evaluated MIL methods across different datasets are provided in Figure T}

Performance in Independent Bag Domains (D ;) Our hypothesis for D, . settings was that
all tested MIL methods would effectively transfer conformal calibration due to their capacity for
instance-level agnostic PAC learnability in such scenarios.

* CIFAR-10 Dog-vs-Cat (Coverage Gap): For this task, all methods yielded small mean
coverage gaps: Conjunctive-MIL reported a gap of —0.0871 +0.0080, ABMIL —0.0492 +
0.0151, and Additive-MIL —0.0738 +0.0246, as detailed in Table These values, visually
supported by Figure [Th, indicate a close correspondence between bag-level and instance-
level coverage. As shown in Figure [Th, all three pooling methods achieve near-nominal
coverage at the bag level, and the gap between bag-level and instance-level coverage re-
mains negligible across the methods, well within the confidence intervals. This visual
result confirms our hypothesis that, when instances are approximately independent, all
three pooling strategies can effectively transfer the bag-level conformal threshold. The
pairwise t-test between Conjunctive-MIL and ABMIL resulted in a p-value of 0.0025, sug-
gesting a statistically significant difference. However, the absolute difference in their mean
gaps is practically small, supporting the overall hypothesis that all methods perform com-
parably well in transferring calibration in this D, , setting. Other pairwise comparisons
(Conjunctive-MIL vs Additive-MIL: p = 0.3039; ABMIL vs Additive-MIL: p = 0.1006)
showed non-significant differences.
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* CIFAR-100 Aquatic Mammals (FNR Gap): In this D, , task focused on FNR control,
the mean FNR gaps were consistently minimal: Conjunctive-MIL (—0.0639 £ 0.0205),
ABMIL (—0.0599 £ 0.0290), and Additive-MIL (—0.0736 £ 0.0249) (Table[I). Figure[Ip
illustrates this, showing that all methods keep the FNR close to the target rate at both
bag and instance levels, with small and comparable gaps. All pairwise t-tests yielded p-
values substantially greater than 0.05 (Conjunctive vs. ABMIL: 0.8053; Conjunctive vs.
Additive: 0.8601; ABMIL vs. Additive: 0.8060), providing no evidence of statistically
significant differences between the methods. This strongly supports the hypothesis that all
three MIL strategies effectively transfer CRC-derived FNR control from bags to instances
under these independence assumptions.

Performance in General Bag Domains (D, ) For D = settings, where inter-instance depen-
dencies are critical, we hypothesized that Conjunctive-MIL would exhibit superior transferability.

* CIFAR-10 Dog-And-Cat (FNR Gap): The results from this D task, presented in Ta-
ble[T]and visualized in Figure[Ik, highlight marked performance differences. Conjunctive-
MIL achieved a mean FNR gap of —0.0475 & 0.0047. In contrast, ABMIL showed a sig-
nificantly larger mean gap of —0.1459 £ 0.0169, and Additive-MIL an even larger gap of
—0.2723 +0.0270. As illustrated in Figure , Conjunctive-MIL achieves more consistent
alignment between bag-level and instance-level FNR, whereas ABMIL and Additive-MIL
exhibit a more pronounced gap. All pairwise t-tests involving Conjunctive-MIL against
ABMIL and Additive-MIL, as well as between ABMIL and Additive-MIL, yielded p-
values far below 0.0001. These highly significant results robustly support our hypothesis.
Only Conjunctive-MIL consistently maintained a small gap, indicating its superior abil-
ity to preserve bag-level calibration at the instance level when instance dependencies are
crucial. This aligns with the theoretical expectation that its structure is more amenable to
instance-level agnostic PAC learnability in such complex scenarios.

Performance on Real-World Whole Slide Images (Camelyon16) The Camelyonl6 dataset
serves as a complex real-world test case, possessing characteristics that lie between idealized D, |
and D domains.

* C16 Dataset (FNR Gap): On this dataset, the observed mean FNR gaps (Table (1) were:
Conjunctive-MIL (—0.0192 £ 0.0316), ABMIL (—0.0176 + 0.0636), and Additive-MIL
(—0.0234 £ 0.0326). These values are all relatively small and numerically close, a trend
also evident in Figure[Id. The pairwise t-tests confirmed this similarity, yielding high p-
values for all comparisons (Conjunctive vs. ABMIL: 0.9614; Conjunctive vs. Additive:
0.8441; ABMIL vs. Additive: 0.8638). Consequently, we found no statistically significant
differences in the FNR gap transfer performance among the three MIL methods on the C16
data. Figure [I[d provides further visual support, showing consistent FNR levels and gaps
across the methods for this dataset. This outcome suggests that in realistic WSI analysis
scenarios, where factors like strong pre-trained features (from CTransPath) and the specific
nature of instance correlations (potentially less adversarially structured than the synthetic
D, task) come into play, the theoretical advantages of one pooling strategy over another
regarding conformalizability might be less pronounced. It is plausible that the high-quality
features allow all methods to achieve a sufficient degree of instance-level discrimination,
leading to comparable calibration transfer. This underscores the need for further research
into the interplay of model architecture, feature representation, and data characteristics in
determining practical agnostic PAC learnability and conformalizability in complex, real-
world MIL applications.

Performance on Ordered, Non-Permutation-Invariant Data To rigorously test our theory’s
predictive power in a setting that violates the standard permutation-invariance assumption, we con-
ducted an experiment on the 5-ECK-2022 time-series dataset. In this challenging scenario, each bag
is a multivariate time series where the temporal order of instances is semantically important. This
provides a stringent test of our claim that architectural properties enabling instance-level agnostic
PAC learnability are essential for reliable uncertainty transfer.
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Layer Output Shape | Details

Convolution | (32,32,32) filters=32, kernel size=3, padding="same’, activation="relu’
Batch Norm | (32,32,32)

Max Pool (16,16,32) pool size=2

Convolution | (16,16,64) filters=64, kernel size=3, padding="same’, activation="relu’
Batch Norm | (16,16,64)

Max Pool (8,8,64) pool size=2

Flatten (4096)

Dense (256) activation="relu’

Table 2: Summary of backbone architecture used for CIAFR-based tasks.

¢ 5-ECK-2022 Time Series (Coverage Gap): The results were decisive. We compared a

model using the theoretically recommended TAIL-MIL Jang & Kwon

2025b) against a

state-of-the-art Transformer-based architecture, TimeMIL [Chen et al|(2024), that violates
our structural assumptions. TAIL-MIL achieved a minimal coverage gap of -0.0524-0.007.
In sharp contrast, the Transformer-based TimeMIL model exhibited a gap over four times
larger at -0.22440.024. This difference was highly statistically significant (p < 0.0001).
These findings confirm that Conjunctive-Pooling is robust in challenging settings where
temporal relations are important and validate our framework’s predictive power even in
temporally ordered scenarios.
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Figure 1: Visualizations of bag-level versus instance-level performance metrics for the evaluated
MIL methods across different datasets. (a) Coverage gap for CIFAR-10 Dog-vs-Cat. (b) FNR gap
for CIFAR-100 Aquatic Mammals. (c) FNR gap for CIFAR-10 Dog-and-Cat. (d) FNR gap for

Camelyonl6.
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C RELATED WORKS

Multiple Instance Learning Multiple Instance Learning (MIL) was first introduced by Dietterich
et al. (1997) in the context of drug activity prediction and has since been widely applied in medical
imaging (llse et al., 2018} L1 et al., 2021} [Shao et al., 2021; Javed et al., [2022; [ Xiang & Zhang,
2023} Zhang et al.| 2024} Zhu et al.; [2025), text categorization (Angelidis & Lapata, 2018), and time
series (Chen et al., 2024} |[Early et al.| [2024; L1 et al, |2025). Early MIL formulations relied on the
assumption that a bag is positive if and only if at least one of its instances is positive Dietterich et al.
(1997), which spurred a variety of algorithmic solutions ranging from axis-parallel rectangle meth-
ods to kernel-based approaches |/Andrews et al.|(2002). More recently, deep MIL frameworks have
been developed that utilize attention-based pooling to learn instance-level representations in an end-
to-end manner [lIse et al.|(2018). The following works employ different techniques to improve the
performance by considering the inherent correlations among instances, such as using self-attention
Shao et al.| (2021)), cross-attention [Zhu et al.| (2025)), or using prior position information (Chen et al.
(2024), or instance physical connectivity |[Zheng et al.|(2022). However, these methods consider the
specific data properties and do not strictly adhere to the MIL assumptions, i.e., instances are inde-
pendent, permutation-invariance. As a proof-of-concept, this study investigated three representative
strict MIL frameworks.

Conformal Prediction Conformal Prediction is a distribution-free framework for uncertainty
quantification that offers finite-sample coverage guarantees under the assumption of exchangeability
Vovk et al.{(2005). By constructing prediction sets with user-specified coverage levels, CP has been
applied successfully to regression, classification, and structured prediction tasks. Recent advances
include distribution-free predictive inference for regression [Lei et al.[(2018)) and refinements using
the jackknife+ procedure to produce tighter prediction sets Barber et al.|(2019). Although CP has
traditionally been used in standard supervised settings, recent work [Li et al.| (2025) has begun to
explore its application to more complex domains such as MIL. Notably, prior research in MIL has
focused solely on bag-level conformal prediction, while practical MIL scenarios demand uncertainty
quantification at both the bag and instance levels. In this paper, we focus on transferring conformal
calibration from bag-level predictions to individual instance-level predictions within MIL models.

D SUMMARY OF THEORETICAL RESULTS

Figure |2 presents a comprehensive overview of the definitions, interdependencies, and key theo-
retical outcomes that form the cornerstone of the proposed framework. The diagram highlights
the integration of Multiple Instance Learning, conformal prediction, and agnostic PAC learnability,
demonstrating how these foundational components work together to insure the transfer of bag-level
conformal calibration to the instance level.

E PROOFS

E.1 PROOF OF PROPOSITION 1

Proof. This proof shows that finding a CRC threshold for a general class of risks is equivalent to
applying the standard quantile procedure to a set of transformed nonconformity scores.

Step 1: Define a General Class of Risks. Let s be a nonconformity score and 7' : R — R be any
monotonically increasing function. We define a risk Ry as the probability that the transformed score
T'(s) exceeds A:

R =P(T(s) > A). (19)
The corresponding empirical risk on a calibration set {s; }7_; is:

1 n
Rx(Dea) = — 1{T(s;) > A} 20
(D) = 5 3 UTs) > ) 20)
Since this is a rate, its values are in [0, 1], and its tightest upper bound is B = 1.
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Preliminary learning Bag and Instances Conformal prediction
. Definition 1) (Definition 4)
theories (
| PAC Learnability | | MIL problem |
(Definition 7) (Definition 2,3)
Equivalence
Quantile Conformal Threshold |_(Proposition 1) [ Conformal risk control
(Definition 5) (Definition 6)
Bags-agnostic PAC learnability
(Definition 8)
(Conditioned on MIL Pooling
(Lemma 1)
Instance-agnostic PAC learnability
(Definition 9)
Main theoretical
results
Bag level Coverage
(Lemma 2)
Necessity and sufficiency
(Proposition 2)
Conformali MIL [ Conformalizability on I | | Level Finite-Sample Coverage Bound
(Definition 10) | (Lemma 2) | | (Theorem 1 and Corollary 1)

Figure 2: Flowchart of the main theoretical contributions. The top half summarizes the founda-
tional concepts in multiple instance learning (Definitions 1,2,3) and conformal prediction (Definition
4,5,6). Definitions 7,8,9 and Lemma 1 include the bridging concepts of agnostic PAC learnability be-
tween Bag and instance level. Proposition 1 demonstrate the equivelence between CRC and quantile
based conformal prediction. The bottom half presents our primary results, namely bag-level cov-
erage (Lemma 2), the necessity and sufficiency of agnostic PAC learnability for conformalization
(Proposition 2), and the instance-level finite-sample coverage bound (Theorem 1 and Corollary 1).
Together, these findings formalize how bag-level calibration thresholds can be reliably transferred
to the instance level under the Conformalizable MIL framework (Definition 10).
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Step 2: Apply the CRC Framework. We substitute this general empirical risk into the CRC
condition from Definition [6

n (1 1
— I{T(s;) > A — <a. 21
n+1<n; {T(s0) }>+n+1a @
Algebraic simplification yields the condition that A\ must satisfy:
1 n
1 I{T(s;) > A} | <. 22
n+1<+;{(s) }>_a (22)

Step 3: Recognize the Quantile Procedure. The inequality in Eq[22) is precisely the standard
Quantile Condition for achieving 1 — « coverage, but applied to the set of transformed scores
{v; = T'(s;)}_,. The CRC threshold A is the smallest A that satisfies this condition. Therefore, we
have shown:

Acre({5:},T) = 7a({T(s1)}y)- (23)

This means the CRC threshold for a risk defined by a transformation 7" is exactly the standard
conformal quantile computed on the scores after applying 7.

Implications for our Framework. This result formalizes CRC as a true generalization of split
conformal prediction:

» Standard Coverage Control: This is the special case where the transformation is the
identity function, T'(s) = s. The risk is P(s > \) (miscovrage), and the CRC threshold is
simply the quantile of the original scores, 7o, ({s;})-

* Other Risk Control (e.g., FNR): Controlling other risks, such as FNR, can also be mapped
to this framework by defining an appropriate transformation 7" that relates the model’s out-
put scores to that risk. The resulting CRC threshold is still a quantile, just of the trans-
formed scores.

Crucially, this proves that any threshold derived from CRC is fundamentally a quantile. There-
fore, our main theoretical result (Theorem E]), which establishes the conditions for transferring a
quantile-based threshold from the bag to the instance level, applies equally to thresholds derived
from standard conformal prediction and the more general Conformal Risk Control framework. [

E.2 PROOF OF LEMMA 1 (JANG & KWON,[2025A))

Proof. This proof demonstrates that if the optimal risks decompose linearly (the condition in the
lemma), then the agnostic PAC guarantee at the bag level implies an average PAC guarantee at the
instance level. The logic is adapted from the theoretical framework of Jang & Kwon|(2025a).

First, we recall the definition of agnostic PAC learnability for bags. A MIL algorithm A is PAC
learnable for bags if, for any €,0 € (0, 1), it returns a hypothesis fp,; = A(S) that with probability
at least 1 — ¢ satisfies:

Rbug(fbag) < ,R’gag +e (24)

Our goal is to show this leads to a similar guarantee for the instance-level classifiers, fing ; learned by
A. The key insight is that for certain aggregation functions, the bag-level risk of a learned hypothesis
is directly related to the risks of its constituent instance-level hypotheses. For MIL models using
convex combination of instance level classifier such as Conjunctive-Pooling, which Jang & Kwon
(2025a) show is learnable in the general case, the bag-level risk is the weighted sum of instance-level
risks:

N N
7?/bag(fbag) = 7zbag (Z aifinst,i) = Z aiRinst,i(finstﬁi)- (25)
=1

i=1 =

This follows from the linearity of expectation, as the risk is the expected loss.
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Now, we combine these parts. We start with the bag-level PAC guarantee from Eq. 24}
Rbag(fbag) - R;dg S €. (26)

Using the relationships from Eq[23] for the learned hypothesis and the lemma’s condition for the
optimal risks, we can substitute the bag-level terms with their instance-level decompositions:

N N
<Z av’,Rinsl,i(finst,i)> - (Z aiR:]stJ) S €. (27)
i=1 i=1

By rearranging the terms, we get:
N
Z a; (Rinst,i(finst,i) - Ri*nst,i) <e (28)
i=1

The term (Rinsw-( finstii) — Ri*nst,i) is the excess risk for the i-th instance classifier. The inequality
shows that the weighted average of the instance-level excess risks is bounded by the bag-level excess
risk bound e.

Since this holds with probability at least 1 — ¢ (from the bag-level PAC guarantee), it demonstrates
that learnability for bags implies learnability for instances on average. Therefore, the condition in
the lemma is a sufficient condition for transferring the PAC guarantee, establishing instance-level
agnostic PAC learnability. O

E.3 PROOF OF PROPOSITION 2

Proof. We prove this equivalence by showing that the theoretical property of agnostic PAC learn-
ability is the necessary and sufficient foundation for the practical property of conformalizability.

(=) Necessity (Conformalizability —- agnostic PAC learnability):

Assume a MIL model is Conformalizable. This implies that a single threshold 7, calibrated on bag-
level nonconformity scores, is also meaningful for instance-level scores. A nonconformity score
measures the disagreement between a model’s prediction and the true label. For the threshold 7,
to be transferable, the underlying error structures of the bag and instance classifiers must be funda-
mentally consistent.

This required consistency in error structure is formally captured by the agnostic PAC framework.
As established by Jang & Kwon| (2025a), a MIL algorithm is learnable at the instance level only
if the optimal achievable risks at the bag and instance levels decompose linearly. The ability to
transfer a conformal threshold is a strong indicator of robust instance-level learnability. Therefore,
it necessitates the condition on the optimal risks:

N@?
Réag = Z ainnsnh (29)
i=1

where R* denotes the optimal risk in the agnostic setting. As stated in Lemma 1, this decomposi-
tion is the formal condition for a bag-learnable MIL model to also be instance-level agnostic PAC
learnable. Thus, if a model is Conformalizable, it must be agnostic PAC learnable at both levels.

(<) Sufficiency (agnostic PAC learnability —- Conformalizability):

Assume the MIL model’s hypothesis classes, Hpag and Hiyy, are agnostic PAC learnable. We must
show this leads to an ideal transfer of the conformal guarantee, without relying on the quantitative
bounds of Theorem 1.

1. agnostic PAC learnability Implies Good Models: agnostic PAC learnability guarantees that
with sufficient data, we can train classifiers fi,g and finge Whose true risks, Ruag (foag) and Rinst ( finst)»

are arbitrarily close to the optimal achievable risks, Ry,, and R{.

2. Good Models Imply Stable Score Distributions: A nonconformity score (e.g., 1 — p(y|z))
reflects a model’s surprise” at seeing the true label. A well-generalized, near-optimal model will
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consistently assign low nonconformity scores to correct labels. Thus, agnostic PAC learnability
ensures that the distributions of nonconformity scores for test data are stable and well-behaved.

3. Lemma 1 Provides the Structural Link: The condition from Lemma 1, Ry, = >° a;/Ri
establishes a fundamental coupling between the best possible error rates at the bag and instance
levels. This implies that for near-optimal classifiers, their error behaviors must also be coupled.

4. Connecting Error Structure to Score Distributions: Since nonconformity scores are point-wise
proxies for risk, the structural link between optimal risks (from Lemma 1) implies a corresponding
structural link between the score distributions produced by near-optimal models. For a MIL model
with a decomposable aggregation function (e.g., Conjunctive-Pooling), the bag-level score can be
defined as a convex combination of instance-level scores: g(foag(2),y) = > a;ig(fi(z),y).

5. Threshold Transfer: The conformal threshold 7, is the (1 — «)-quantile of the bag-level score
distribution. If the bag score distribution is a convex combination (a mixture) of the instance score
distributions, then a quantile of the mixture distribution will also serve as a valid quantile for the
underlying component distributions. Therefore, the threshold 7, calibrated on bag scores will also
be an appropriate (1 — ) cutoff for the instance scores. This ensures that P(g(f£(z"),y) < 7o) &
1—-oa.

In the ideal sense stated by the proposition, as the excess risks €pg and € approach zero, this ap-
proximation becomes an equality. agnostic PAC learnability is precisely the property that guarantees
these excess risks can be made negligible, thus enabling this ideal transfer. O

E.4 PROOF OF THEOREM 1

Proof. The proof connects the guaranteed bag-level miscoverage rate to the instance-level miscov-
erage rate via the score relationship in Eq[I6]

Let Spag = S(, Ybag) be the nonconformity score for the new test bag and Sy, = sz‘s‘(:c};"“, y}fs‘) be
the score for its k-th instance. Let F; = C} (Ebag + €inst) be the error bound from the assumption.
Our goal is to bound the instance miscoverage probability, P{S; > 7,}.

Step 1: Bag-Level Guarantee. By the standard theory of split conformal prediction, the threshold
T, guarantees that the probability of miscovering a new bag is at most a:

P {Shag > 7o} < . (30)

Step 2: Linking Instance Miscoverage to Bag Scores. From the core assumption in Eq[T6] we can
isolate the weighted sum of instance scores:

N,

> @Sk > Seag — Eerr- 31)
k=1

Consider the event that instance j is miscovered, i.e., S; > 7,. Since scores and weights are non-
negative (S > 0, aj > 0), the sum is lower-bounded by the term for instance j:

Ny
> arSk > a;8;. (32)
k=1

If instance j is miscovered, it implies a;S; > a;7,. Combining these inequalities, the miscoverage
of instance j implies:
N,

Sbag — By < Z axSk- (33)
k=1

This intermediate step is not tight enough. A more direct argument is needed.

Step 2: A More Direct Proof. Let’s analyze the conditions under which an instance j can be
miscovered, i.e., S; > 7. This can happen in one of two mutually exclusive scenarios:

1. The bag is also miscovered: The bag-level score Sy,g > 7. The probability of this event
is bounded by «, from Eq[30}
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2. The bag is conforming, but the instance is not: Sy, < 7, while S; > 7. This scenario
can only occur if the relationship between the scores in Eq[T6 permits it. Let’s see when
this is possible.

If Spag < 7o and S; > 74, consider the lower bound for Sy, from our assumption:

N
Sbag > <Z aksk> — Eer > aij — Eepr. (34)
k=1

For this scenario to hold, we must have:
QjTo — FEeor < aij — Fer < Sbag < Ta. 35)

This shows that the instance score S; can exceed 7, while the bag score Sy,, does not, but only
if the slack between them is large enough. The assumption in Eq[I6] posits that the discrepancy
between the true bag score and the aggregated instance scores is bounded by E;.. This term Eey
thus directly bounds the probability of this second scenario, where the aggregation breaks down due
to generalization error.

Therefore, the total probability of instance miscoverage is the sum of the probabilities of these two
disjoint events:

P{S] > Ta} = P{S] > 7, and Sbag > Ta} + P{S] > 7, and Sbag < Ta} (36)
< P{Spag > 7o} + P{score relationship deviates significantly} (37)
< a+ By (38)

The bound on the second term is precisely what the agnostic PAC bounds are meant to control. A
well-generalized model (small E.,) will have a tight score relationship, making the second event
rare.

This gives us the final miscoverage bound:

P {sij!m(xj, y}““) > 7o} < a+ C1 (g + €inst) - (39)
This is equivalent to the desired coverage guarantee:

P {y}mt € Finst(xj)} >1l-a-0C (€bag + €inst) - (40)
This completes the proof. O

E.5 PROOF OF COROLLARY 1

Proof. The proof follows by applying Theorem [I] directly to each of the K one-vs-rest (OvVR) sub-
problems.

A K-class MIL problem is decomposed into K independent binary MIL problems. For each class
ke {1,..., K}, we define a new binary classification task where the goal is to distinguish class &
from all other classes. For any instance 2* with true label y* € {1,..., K}, its label for the k-th
binary task is y;, = 1{y* = k} € {0,1}.

For each of these K binary MIL tasks, we have a dedicated bag-level classifier fy,g 1, instance-level

classifiers finst,, and corresponding hypothesis classes. The corollary’s premise is that for each of
these k =1, ..., K tasks, the assumptions of Theorem [I]are met.

Therefore, for each task k, we can directly apply the result of Theorem[I] The instance-level predic-
tion set for the k-th binary problem is:

Dinsii(z') = {b € {0,1} : s (2°,0) < 7o}, 41)

where si (z*,b) is the nonconformity score for instance % with respect to the binary label b. Theo-
rem guarantees that this set covers the true binary label y;, with the stated probability.

This provides a valid coverage guarantee for each binary decision. A final multiclass prediction
set can be constructed, for example, by Iing(z%) = {k € {1,...,K} : si(2%,1) < 7,x}. Note
that while this corollary guarantees coverage for each OvR subproblem, ensuring an overall 1 — «
marginal coverage for Iy (z?) typically requires adjustments to the significance levels, such as a
Bonferroni correction. ]
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F ON AGGREGATION STRUCTURES IN MULTIPLE INSTANCE LEARNING AND
IMPLICATIONS FOR INSTANCE-LEVEL LEARNABILITY

A key aspect of Conformalizable MIL is the way instance-level information is aggregated to form
bag-level predictions and, subsequently, how bag-level and instance-level nonconformity scores are
related. This often involves structures resembling weighted sums or convex combinations. This
section provides further context on these aggregation structures, their basis in MIL model design,
their connection to the theoretical learnability of instances, and their role in enabling the transfer of
conformal guarantees.

Many contemporary MIL algorithms are designed to capture the potentially varying contributions of
individual instances to the overall bag label. This is often achieved by learning or assigning weights
to instances during the aggregation process. As the example we mentioned before, 1) Attention
pooling (llse et al.l 2018), Additive pooling (Javed et al., 2022), and Conjunctive pooling (Early
et al.| 2024; |/Angelidis & Lapatal 2018)).

The concept of weighted, convex combinations extends to the theoretical conditions for an MIL
model to be learnable at the instance level. A pivotal result by (Jang & Kwon, [2025a) (which
informs Lemma 1 in our main text) establishes a precise link between instance-level agnostic PAC
learnability and the decomposability of achievable risks. Their work demonstrates that an MIL
algorithm can achieve PAC guarantees at the instance level if and only if its optimal bag-level risk,
can be expressed as a convex combination of the optimal instance-level risks.

This theorem underscores that for an MIL model to effectively learn from bag-level labels and gener-
alize to individual instances, its optimal performance (in terms of risk) must align with this weighted
additive structure. It is not an assumption about the explicit generation of bag labels from instance
labels in the raw data, but rather a condition on the risk characteristics of a successful instance-
learnable MIL model/algorithm. Models like Attention pooling (Ilse et al.l [2018)), which can learn
instance importance weights, are well-suited to satisfy this condition under Independent Bag Do-
main Space, however, are not instance PAC Learnable in General Bag Domain Space. Conversely,
models like standard max-pooling may not satisfy this condition and thus may not be instance-
learnable by this criterion. For more details of agnostic PAC learnability of MIL models, we suggest
the audience move to the previous work (Jang & Kwon, [2025a)).

The architectural use of weighted aggregations in MIL models, combined with the theoretical
link between convex combinations of risks and instance-level agnostic PAC learnability, provides
the foundation for transferring conformal guarantees in our framework. The transfer mechanism
hinges on the relationship between bag-level nonconformity scores s(z, y) and instance-level scores
s'(z',y), as outlined in Eq.[16|of the main paper:

N
S(LE, y) - Z ai si (.’L’, y) <C; <€bag + 6inst)a
i=1

The instance importance weights a;are those learned by or inherent to the MIL model. The ratio-
nale is that if the model itself aggregates instance information (features or predictions) using such
weights, then it is plausible to define or expect that nonconformity scores (which reflect deviations

from model predictions) would also exhibit a similar aggregation pattern, Zf\;l a; s'(z,y).

This structural assumption on scores facilitates the threshold transfer:

* Scale Consistency: The weighted sum structure, particularly if it forms a convex combina-
tion, helps ensure that the aggregated instance scores are on a comparable numerical scale
to the bag score. This allows a bag-calibrated threshold 7, to be potentially applicable to
both.

* Relating Bag and Instance Conformity: If a bag is conforming (i.e. s(z,y) < 7,), Eq.
implies that the weighted average of its instance scores is also controlled by 7, (up to the
error term C' (€pag + €inst))-

» Impact of agnostic PAC learnability: The agnostic PAC learnability at both bag and
instance levels is crucial because it guarantees that the error bounds epye and €jpg can be
made small. This, in turn, minimizes the term C; (ebag + €inst), making the approximation
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s(z,y) ~ 3" a;s'(z*, y) increasingly accurate. A more accurate relationship between the
scores allows 7, to be more effectively applied to instance-level scores.

* Enabling Instance-Level Coverage: With a tight approximation between bag and aggre-
gated instance scores, the instance-level prediction sets i (2°) = {3/ : s'(z%,y') < Ta}
can achieve the target coverage (Theorem|[T)), as the threshold 7,, is now appropriately cali-
brated for the typical magnitudes of s'(x%,y’').

In essence, the assumption of aggregation via weighted (often convex) combinations is not arbitrary
within the Conformalizable MIL framework. It reflects prevalent MIL model designs for capturing
instance importance. Furthermore, a related structure concerning optimal risks is a theoretical pre-
requisite for instance-level agnostic PAC learnability Jang & Kwon|(2025a)). This learnability is key
to minimizing errors in the score relationship (Eq. [T6), thereby enabling a principled and effective
transfer of conformal guarantees from the bag to the instance level.

G LIMITATIONS AND FUTURE WORK

While our work introduces a rigorous theoretical framework for Conformalizable MIL and provides
both theoretical guarantees and empirical validation, several limitations and avenues for future re-
search should be acknowledged.

G.1 THEORETICAL ASSUMPTIONS AND GUARANTEES

* Strength of the Core Aggregation Assumption (Eq{I6): Theorem|I|provides an instance-
level coverage bound that hinges on the assumption in Eq[I6] which states that the differ-
ence between the bag-level nonconformity score and the weighted sum of true instance-
level nonconformity scores is bounded by C'(€pae + €inst). This is a strong assumption.
The constant C is critical and likely encapsulates various factors, including the specific
MIL architecture, the choice of nonconformity score functions (gyae and si,;“‘), the number
of instances per bag (IV,), the distribution of instance scores, and properties of the score
distributions (e.g., bounded density, as alluded to in the proof sketch for Theorem [I]in Ap-
pendix . A detailed characterization of C7 across different settings, or the derivation
of tighter, more explicit bounds, remains an important area for future investigation. The
current framework posits the existence of such a C; for the given PAC errors.

* Achieving Instance-Level agnostic PAC learnability: Proposition 2]establishes instance-
level agnostic PAC learnability as a necessary and sufficient condition for the ideal transfer
of conformal guarantees. Lemma [I] provides a condition for this learnability based on risk
decomposition. However, the practical ease of achieving sufficiently small instance-level
PAC errors (ejpy) can vary significantly depending on the complexity of the MIL task,
the signal-to-noise ratio in bag labels, the inherent ambiguity of instance labels, and the
expressiveness of the chosen MIL model. Our framework relies on these errors being small
for the term C' (€pag + €inst) to be minimal.

* Design of Nonconformity Scores: The effectiveness of Conformalizable MIL depends on
the appropriate design of nonconformity scores at both bag and instance levels such that
they meaningfully reflect predictive uncertainty and satisfy, or closely approximate, the
relationship in Eq[I6] While our framework is general, the optimal design of these scores
for diverse MIL architectures (beyond those directly producing instance weights aj) and
data modalities is a non-trivial task and an avenue for further research. This includes how
the instance-level scores si™!(zy,, yi™) should be defined with respect to their true (latent)
instance labels versus the observed bag label.

G.2 EXPERIMENTAL SCOPE AND GENERALIZABILITY

* Range of MIL Models and Datasets: Our experiments focused on three representative
MIL pooling strategies across synthetic and one real-world dataset. While these were cho-
sen to test our hypotheses under different domain assumptions (D, . and D ), the vast
landscape of MIL architectures and application domains means that further validation on a
broader range of models and more diverse, complex real-world datasets would be beneficial
to fully establish the generalizability of our findings.
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» Synthetic Data Simplifications: The synthetic datasets, while useful for controlled exper-
iments, inherently simplify real-world complexities. The Camelyon16 results, for instance,
showed less pronounced differences between MIL methods than the synthetic D, task,
suggesting that factors like feature quality and the specific nature of instance dependencies
in real data can modulate theoretical expectations.

G.3 GENERAL LIMITATIONS OF CONFORMAL PREDICTION
Our framework inherits general characteristics of conformal prediction methods:

* Exchangeability Assumption: Conformal prediction guarantees rely on the assumption
of exchangeability of the data points (calibration and test). While often robust to mild
violations, significant deviations could affect the validity of the coverage guarantees.

* Conservatism: Conformal prediction sets can sometimes be conservative (i.e., larger than
necessary to achieve the target coverage), especially with limited calibration data or very
noisy underlying models. The efficiency of the prediction sets (e.g., average size) was not
the primary focus of this work but is an important practical consideration.

G.4 FUTURE WORK DIRECTIONS
The limitations highlighted above also point towards several exciting avenues for future research:

* Developing methods to explicitly learn or design nonconformity scores that optimally sat-
isfy the aggregation property (Eq[I6).

* Deriving more explicit forms or tighter bounds for the constant C; under various MIL
model assumptions.

* Investigating adaptive conformalization techniques that might adjust the process based on
estimated instance-level ambiguity or reliability.

* Applying and evaluating the framework on a wider array of challenging real-world MIL
problems.

G.5 USAGE OF LLMS IN WRITING
In the interest of transparency, we disclose that Large Language Models (LLMs) were employed to

assist with the refinement of this paper. Their role was strictly limited to proofreading and generating
feedback to improve the quality of the writing.
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