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Abstract

Neural Marked Temporal Point Processes (MTPP) are flexible models typically
trained from large collections of sequences of irregularly spaced labeled events.
These models inherently learn two predictive distributions: one for the arrival times
of events and another for the types of events, also known as marks. In this study,
we demonstrate that learning an MTPP model can be framed as a two-task learning
problem, where both tasks share a common set of trainable parameters that are
optimized jointly. We show that this practice can lead to conflicting gradients
during training, resulting in overall degraded performance for both tasks. To
overcome this issue, we introduce novel parametrizations for neural MTPP models
that allow for separate modeling and training of each task, effectively avoiding the
problem of conflicting gradients.

1 Introduction

Sequences of labeled events observed at irregular intervals in continuous time are ubiquitous across
various fields such as healthcare [17], finance [30], social media [18], and seismology [52]. In
numerous application domains, an important problem involves predicting the timing and types of
future events—often called marks—based on historical data. Temporal Point Processes (TPPs) [13]
provide a mathematical framework for modeling sequences of irregularly-spaced events, enabling
subsequent inference on the system’s evolution. Inspired by the success of foundation models (FMs)
in natural language processing (NLP) [54, 14, 39, 8], FMs have been developed for time series
forecasting, demonstrating strong generalization capabilities [3, 74, 56, 22]. Similarly, to address the
limitations of classical temporal point process (TPP) models like the Hawkes process [29], recent
efforts have introduced a more flexible class of neural marked TPP (MTPP) models, which leverage
advances in deep learning [61], particularly through RNN [60, 78, 28] and Transformer [80, 77, 73]
architectures.

This paper argues that learning a neural MTPP model can be interpreted as a two-task learning
problem where both tasks share a common set of parameters and are optimized jointly. We identify
these tasks as time prediction and mark prediction, respectively. While parameter sharing between
tasks can sometimes enhance training efficiency [65], it may also result in performance degradation
when compared to training each task separately. A major challenge in the simultaneous optimization
of multi-task objectives is the issue of conflicting gradients [43]. When such conflicts arise, gradient
updates tend to favor tasks with larger gradient magnitudes, thus hindering the learning process
of other concurrent tasks and adversely affecting their performance. Although the phenomenon of
conflicting gradients has been studied in various fields [10, 11, 75, 63], its impact on the training of
neural MTPP models for irregular time series data remains unexplored. In this study, we demonstrate
that conflicting gradients frequently occur during the training of neural MTPP models. Furthermore,
we show that such conflicts can significantly degrade a model’s predictive performance. To prevent
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this issue, we introduce novel parametrizations for existing neural MTPP models, allowing for
separate modeling and training of time and mark prediction tasks.

2 A Framework to Prevent Conflicting Gradients in Neural MTPP Models

A Marked Temporal Point Process (MTPP) is a random process whose realization is a sequence of
events S = {ei = (ti, ki)}ni=1. Each event ei ∈ S is an ordered pair with an arrival time ti ∈ [0, T ]
(with t0 = 0) and a categorical label ki ∈ K = {1, ...,K} called mark. The arrival times form a
sequence of strictly increasing random values observed within a specified time interval [0, T ], i.e.
0 ≤ t1 < t2 < . . . < tn ≤ T . If ei−1 is the last observed event, the occurrence of the next event
ei in (ti−1,∞[ can be fully characterized by its K conditional marked intensity functions λk(t|Ht)
[55], where Ht = {(ti, ki) ∈ S | ti < t} is the observed process history. For clarity of notations, we
will use the notation ’∗’ of [13] to indicate dependence on Ht, i.e. λ∗

k(t) = λ∗(t|Ht). The marked
intensities can be further factorized as λ∗

k(t) = λ∗(t)p∗(k|t) where λ∗(t) is the ground intensity
of the process, and p∗(k|t) is a conditional PMF of marks. Finally, we can also define the marked
compensators Λ∗

k(t) =
∫ t

ti−1
λ∗
k(s)ds. Provided that certain modeling constraints are satisfied, each

of λ∗
k(t) and Λ∗

k(t) fully characterizes a MTPP.

Let λ∗
k(t;θ) = λ∗(t;θ)p∗(k|t;θ) be a valid model of λ∗

k(t) (i.e. it defines a valid probability
distribution of arrival times and marks), where θ denotes the set of trainable parameters. To train
this model, we use a dataset Strain = {S1, ...,SL}, where each sequence Sl comprises nl events with
arrival times observed within the interval [0, T ] and l = 1, ..., L. The training objective is the average
sequence negative log-likelihood (NLL) given by

L(θ;Strain) = − 1

L

L∑
l=1

nl∑
i=1

log λ∗(tl,i;θ) +

∫ T

0

λ∗(s;θ)ds︸ ︷︷ ︸
LT (θ;Strain)

− 1

L

L∑
l=1

nl∑
i=1

log p∗(kl,i|tl,i;θ)︸ ︷︷ ︸
LM (θ;Strain)

, (1)

This reveals that learning a MTPP model effectively involves a two-task learning problem with shared
parameters θ. The time prediction task TT focuses on learning the predictive ground intensity λ∗(t;θ)
by minimizing LT (θ,Strain). Concurrently, the mark prediction task TM aims to learn the predictive
distribution of marks p∗(k|t;θ) by minimizing LM (θ,Strain).

Conflicting gradients. Let gT = ∇θLT (θ) and gM = ∇θLM (θ) denote the gradients of tasks TT
and TM , respectively, with respect to the shared parameters θ1. As discussed in [63], when gT and
gM are pointing in opposite directions, i.e. gT · gM < 0, an update step in the direction of negative
gT for θ will increase the loss for task TM , and inversely for task TT if an update step is taken in the
direction of negative gM . Such conflicting gradients can be formally defined as follows.

Definition 1 (Conflicting gradients [63]) Let ϕTM be the angle between the gradients gT and gM .
They are said to be conflicting with each other if cos ϕTM < 0.

The smaller the value of cos ϕTM ∈ [−1, 1], the more severe the conflict between the gradients.
Conflicting gradients, especially those with significant differences in magnitude, pose substantial
challenges during the optimization of multi-task learning objectives [75]. Specifically, if gT and gM
conflict, the update step for θ will likely be dominated by the gradient of whichever task—gT or
gM—has the greater magnitude, thereby disadvantaging the other task.

2.1 Disjoint Parametrizations of Neural MTPP models

Our goal is to prevent the occurrence of conflicting gradients during the training of neural MTPP
models with the NLL objective given in (1). To accomplish this, we introduce novel parametrizations
for neural MTPP models that enable disjoint modeling and training of time and mark prediction
tasks. To accomplish this, we need to specify p∗(k|t;θp) with parameters θp, and either λ∗(t;θλ),
or Λ∗(t;θλ) with parameters θλ. For a query time t ≥ ti−1, we also define a history representation
h = ENC({e1, ..., ei−1};θh) ∈ Rdh , where ENC(· ;θh) denotes the history encoder with param-
eters θh, and ei ∈ Rde is an encoding of event ei = (ti, ki). More training details are given in
Appendix A.2, and the original model formulations are provided in Appendix A.5.

1We explicitly omit the dependency of LT and LM on Strain to simplify notations.
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A general approach to model the distribution of marks. Given a query time t ≥ ti−1 and its
corresponding history representation h, we propose defining the mark conditional PMF p∗(k|t;θp)
using the following simple model:

p∗(k|t;θp) = σSo (W2σR (W1 [h||log(τ)] + b1)) + b2) , (2)

where τ = t − ti−1, σSo is the Softmax activation function, W1 ∈ Rd1×(dh+1), b1 ∈ Rd1 ,
W2 ∈ RK×d1 and b2 ∈ RK , and || means concatenation. Here, θp = {W1,W2, b1, b2,θh}.
Despite its simplicity, this model is flexible and capable of capturing the evolving dynamics of the
mark distribution between two events.

Intensity-based parametrizations. We first consider MTPP models specified by their marked
intensities, namely THP [80] and SAHP [77]. We propose revising the original model formulations
to directly parametrize λ∗(t), while p∗(k|t) is systematically derived from expression (2).

SAHP++. While the original model formulation parametrizes λ∗
k(t), we adapt its formulation to

define:
λ∗(t;θλ) = 1T [σS (µ− (η − µ)exp(−γ(t− ti−1)))] , (3)

where 1 ∈ RC is a vector of 1’s allowing to define λ∗(t;θλ) as a sum over C different representations.
In (3), µ = σG(Wµh), η = σS(Wηh) and γ = σG(Wγh) where σS and σG are respectively the
softplus and GeLU activation functions [31]. Wµ,Wη,Wγ ∈ RC×dh are learnable parameters and
θλ = {Wµ,Wη,Wγ ,θh}.

THP++. Following a similar reasoning, the original formulation of THP is adapted to model λ∗(t)
instead of λ∗

k(t):

λ∗(t;θλ) = 1T

[
σS

(
wt

t− ti−1

ti−1
+Wh+ b

)]
, (4)

where wt ∈ RC
+, W ∈ RC×dh , b ∈ Rd1 , and θλ = {W,wt, b,θh}.

Cumulative intensity-based parametrizations. Integrating cumulative neural MTPP models into
our framework requires to define Λ∗(t;θΛ). Specifically, we extend the improved marked FullyNN
model (FNN) [53, 17] into FNN+, that models Λ∗(t) and p∗(k|t), instead of Λ∗

k(t):

Λ∗(t;θλ) = G∗(t;θλ)−G∗(ti−1;θλ), (5)

G∗(t;θλ) = 1T
[
σS

(
W(σGS

(
wt(t− ti−1) +Whh+ b1

)
+ b2

)]
, (6)

where W ∈ RC×d1 , wt, b1 ∈ Rd1 , Wh ∈ Rd1×dh , b2 ∈ RC , and σGS is the Gumbel-Softplus
activation function. Here, θλ = {W,Wh,wt, b1, b2,θh}. Similarly to the previous models, we use
(2) to define p∗(k|t;θp).

Training different history encoders. The different functions defined in this section, p∗(k|τ ;θp),
λ∗(t;θλ), and Λ∗(t;θλ), share a common set of parameters θh through a common history represen-
tation h. To enable fully disjoint modeling and training of time and mark functions, we define two
distinct history representations:

ht = ENCt

[
{e1, ..., ei−1};θt

h

]
∈ Rdt

h and hm = ENCm [{e1, ..., ei−1};θm
h ] ∈ Rdm

h , (7)

where ENCt(· ;θt
h) and ENCm(· ;θm

h ) are the time and mark history encoders, respectively, while
θt
h and θm

h represent the sets of disjoint learnable parameters of the two encoders. Using separate
history encoders further enables the model to capture information from past event occurrences that
are relevant to the time and mark prediction tasks separately. In this paper, without loss of generality,
we compute ht and hm by training two GRU encoders that sequentially process the set of event
representations in {e1, ..., ei−1}.

Disjoint training of the time and mark tasks. Using ht for λ∗(t;θλ) and Λ∗(t;θλ), and hm

for p∗(k|τ ;θp)
2 implies that θλ and θp are now completely disjoint set of trainable parameters.

Consequently, by injecting λ∗(t;θλ) or dΛ∗(t;θλ)/dt, and p∗(k|t;θp) in (1), we find that the NLL
objective now writes as sum over two entirely disjoint objectives LT (θλ,Strain) and LM (θp,Strain),
meaning that the associated tasks TT and TM can be learned independently. This contrasts with the
original formulations of THP, SAHP, and FNN [53, 17, 80, 77], in which shared parameters between
LT (θλ,Strain) and LM (θp,Strain) does not allow for disjoint training of (1).

2θh is now replaced by θt
h in θλ, and θΛ, and by θm

h in θp.
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Figure 1: Distribution of cos ϕTM during training of THP and SAHP on MOOC and LastFM. CG
refers to the proportion of cos ϕTM < 0 (red bars) observed during training. The distribution is
obtained by pooling the values of ϕTM over 3 training runs.

3 Experiments

Experimental setup. We conduct an experimental study to assess the performance of our framework
as detailed in training the time and mark prediction tasks. Specifically, we compare the disjoint
parametrizations of THP++, SAHP++, and FNN++ detailed in Section 2 compared to their original
formulations3. To this end, we use five real-world marked event sequence datasets frequently
referenced in the neural TPP literature: LastFM, MOOC, Reddit [38], Github [68], and Stack
Overflow [16]. To ensure that performance gains cannot be attributed to increased model capacity,
we ensure that the number of parameters between the base and base++ parametrizations remains
equivalent. See Appendix A.2 for more details on the training setup, and Appendix A.3 for further
dataset descriptions. To evaluate the performance of the different baselines on the time and mark
prediction tasks, we report the LT and LM terms in (1), respectively, computed over all test sequences.

Preventing conflicts lead to improved performance. We present the LT and LM metrics for
the base and base++ models across all datasets in Table 1. We observe a consistent improvement
for THP++, SAHP++ and FNN++ compared to their original parametrizations. Figure 1 shows the
distribution of cos ϕTM during training for THP and SAHP on LastFM and MOOC. As observed, a
significant proportion of severe conflicts (as indicated by cos ϕTM in [-1, -0.5]) emerge for the shared
parameters of the base models during training. Combined with the LT and LM metrics from Table 1,
this observation highlights the advantages of our disjoint parametrization frameworks in preventing
conflicting gradients between the time and mark prediction tasks during training. We report results
with respect to other evaluation metrics in Appendix A.7.

Table 1: LT and LM results of the different setups across all datasets. The values are computed over
3 splits, and the standard error is reported in parenthesis. Best results are highlighted in bold.

LM
LastFM MOOC Github Reddit Stack O.

THP 714.3 (18.1) 93.5 (1.8) 133.2 (28.5) 40.7 (1.4) 104.9 (1.1)
THP++ 647.0 (20.2) 71.1 (1.4) 117.6 (25.0) 41.2 (1.6) 102.7 (1.1)

SAHP 829.4 (28.3) 162.8 (3.6) 144.3 (31.2) 73.2 (5.7) 106.9 (0.6)
SAHP++ 651.3 (18.7) 71.0 (1.5) 118.5 (25.0) 41.2 (1.0) 102.9 (1.1)

FNN 739.3 (30.1) 79.3 (1.8) 119.1 (25.1) 45.7 (1.2) 107.0 (1.0)
FNN++ 647.9 (17.6) 71.8 (1.5) 114.9 (24.4) 40.6 (1.0) 102.8 (1.1)

LT
LastFM MOOC Github Reddit Stack O.

THP -961.3 (44.0) -136.7 (1.8) -258.8 (62.4) -71.7 (3.4) -82.9 (2.1)
THP++ -1052.8 (50.1) -135.6 (2.8) -297.3 (80.9) -87.5 (2.9) -83.1 (2.1)

SAHP -1266.9 (64.7) -266.5 (4.3) -380.2 (89.8) -74.0 (2.6) -88.7 (2.2)
SAHP++ -1322.6 (67.9) -295.3 (4.8) -400.8 (92.6) -94.8 (3.2) -76.6 (1.7)

FNN -1271.9 (65.6) -281.9 (4.1) -395.4 (89.9) -76.8 (2.8) -80.2 (2.0)
FNN++ -1321.1 (62.8) -301.9 (4.7) -395.5 (89.6) -95.6 (3.3) -87.7 (2.1)

4 Conclusion, Limitations, and Future Work

In this paper, we demonstrate that shared parameters between the time and mark prediction tasks in
neural MTPP models lead to the emergence of conflicting gradients during training, often resulting in
degraded performance on each individual task. To tackle this issue, we introduce novel parametriza-
tions of neural MTPP models that enable separate training and modeling of each task, effectively
preventing the occurrence of conflicting gradients. Through extensive experiments on real-world
event sequence datasets, we validate the benefits of our disjoint training framework over original
model parametrizations. Nonetheless, we acknowledge that our study has limitations: it focuses only
on categorical marks and models trained with the NLL objective. Future research could pertain to
exploring conflicting gradients using alternative scoring rules and in more more complex scenarios,
such as temporal graphs or spatio-temporal processes.

3For the remainder of this paper, THP, SAHP and FNN will be referred to as ’base models’, while THP++,
SAHP++ and FNN++ will be referred to as ’base++’ models.
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A Appendix

A.1 Related Work

Neural MTPP models. To address the limitations of simple parametric MTPP models [29, 32], prior
studies focused on designing more flexible approaches by leveraging recent advances in deep learning.
Based on the parametrization chosen, these neural MTPP models can be generally classified along
three main axis: density-based, intensity-based, and compensator-based approaches. Intensity-based
approaches propose to model the trajectories of future arrival-times and marks by parametrizing
the marked intensities λ∗

k(t). In this line of work, past event occurrences are usually encoded
into a history representation using RNNs [16, 49, 27, 69, 2, 78] or self-attention (SA) mechanisms
[80, 77, 79, 73, 40]. However, parametrizations of the marked intensity functions often come at the
cost of being unable to evaluate the log-likelihood in closed-form, requiring Monte Carlo integration.
This consideration motivated the design of compensator-based approaches that parametrize Λ∗

k(t)
using fully-connected neural networks [53], or SA mechanisms [17], from which λ∗

k(t) can be
retrieved through differentiation. Finally, density-based approaches aim at directly modeling the joint
density of (inter-)arrival times and marks f∗(τ, k). Among these, different family of distributions
have been considered to model the distribution of inter-arrival times [72, 41]. Notably [60] relies on
a mixture of log-normal distributions to estimate f∗(τ), a model that then appeared in subsequent
works [59, 28]. However, the original work of [60] assumes conditional independence of inter-arrival
times and marks given the history, which is alleviated in [70]. Nonetheless, a common thread of
these parametrizations is that they explicitly enforce parameter sharing between the time and mark
prediction tasks. As we demonstrate, this often leads to the emergence of conflicting gradient during
training, hindering model’s performance. For an overview of neural TPP models, we refer the reader
to the works of [61], [42] and [4].

Conflicting gradients in multi-task learning. Diverse approaches have been investigated in the
literature to improve interactions between concurrent tasks in multi-task learning problems, thereby
boosting performance for each task individually. In this context, a prominent line of work focuses
on balancing the different tasks at hand through direct manipulation of their gradients. These
manipulations either aim at alleviating the differences in gradient magnitudes between tasks [10,
58, 45], or the emergence of conflicts [64, 48, 75, 11, 71, 44, 33]. Alternative approaches to task
balancing have been explored based on different criteria, such as task prioritization [25], uncertainty
[34], or learning pace [46]. Another line of work refers to task clustering methods, which aim at
identifying the tasks that should be learned jointly [67, 76, 66, 62, 19]. At the network level, multi-
task learning methods can be partitioned into two main groups. Hard parameter sharing methods
denotes methods that share common parameters between multiple tasks [36, 47, 5]. Conversely, soft
sharing methods regroups methods where each task possess its own set of parameters, although a
sharing mechanism enables communication across tasks [50, 57, 21, 20]. Our methodology relates
more to branched architecture search approaches [26, 9, 63], where the aim is set on dynamically
identifying which layers should or should not be shared between tasks based on a chosen criterion,
e.g. the proportion of conflicting gradients.

A.2 Training details

Training details. For all models, we minimize the average NLL in (1) on the training sequences
using mini-batch gradient descent with the Adam optimizer [35] and a learning rate of 10−3. For the
base models, an early-stopping protocol interrupts training if the model fails to show improvement in
the total validation loss (i.e., LT + LT ) for 50 consecutive epochs. Conversely, in the base++ setting,
two distinct early-stopping protocols are implemented for the LT and LM terms, respectively. If one
of these terms does not show improvement for 50 consecutive epochs, we freeze the parameters of
the associated functions (e.g. θλ for λ∗(t;θλ)) and allow the remaining term to continue training.
Training is ultimately interrupted if both early-stopping criteria are met. Figure 2 presents a graphical
representation of the base and base++ setups.

In all setups, the optimization process can last for a maximum of 500 epochs, and we revert the model
parameters to their state with the lowest validation loss after training. Finally, we evaluate the model
by computing test metrics on the test sequences of each split. Our framework is implemented in a
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unified codebase using PyTorch4. All models were trained on a machine equipped with an AMD
Ryzen Threadripper PRO 3975WX CPU running at 4.1 GHz and a Nvidia RTX A4000 GPU.

Encoding past events. To obtain the encoding ei ∈ Rde of an event ei = (ti, ki) in Ht, we follow
the work of [17] by first mapping ti to a vector of sinusoidal functions:

eti =

dt/2−1⊕
j=0

sin (αjti)⊕ cos (αjti) ∈ Rdt , (8)

where αj ∝ 1000
−2j
dt and ⊕ is the concatenation operator. Then, a mark embedding eki ∈ Rdk for ki

is generated as eki = Ekki, where Ek ∈ Rdk×K is a learnable embedding matrix, and ki ∈ {0, 1}K
is the one-hot encoding of ki. Finally, we obtain ei through concatenation, i.e. ei = [eti||eki ].

(a) Base (b) Base++

Figure 2: Graphical representation of the base and "++" setups.

Hyperparameters. To ensure that changes in performance are solely attributed to the features
enabled by our framework, we control the number of parameters such the capacity of baselines
remains equivalent between the base and base++ settings. Table 2 provides the total number of
trainable parameters for each setup when trained on the LastFM dataset, as well as their distribution
across the encoder and decoder heads. For all baselines and setups, we use a single encoder layer,
and the dimension de of the event encodings is set to 8. Additionally, we chose a value of M = 32
for the number of mixture components. It is worth noting that [60] found LogNormMix to be robust
to the choice of M . Finally, we set the number of projections for λ∗(t;θλ) to C = 32.

Table 2: Number of parameters for each baseline when trained on the LastFM dataset. The distribution
of parameters between the encoder and decoder heads is reported in parenthesis.

THP SAHP FNN

Base 14720 (0.66/0.34) 15588 (0.68/0.32) 15939 (0.65/0.35)
++ 14602 (0.63/0.37) 15514 (0.67/0.33) 14961 (0.67/0.33)

A.3 Datasets

We use 5 real-world event sequence datasets for our experiments:

• LastFM [38]: Each sequence corresponds to a user listening to music records over time.
The artist of the song is the mark.

• MOOC [38]: Records of students’ activities on an online course system. Each sequence
corresponds to a student, and the mark is the type of activity performed.

• Github [68]: Actions of software developers on the open-source platform Github. Each
sequence corresponds a developer, and the mark is the action performed (e.g. fork, pull
request,...).

• Reddit [38]: Sequences of posts to sub-reddits that users make on the social website Reddit.
Each sequence is a user, and the sub-reddits to which the user posts is considered as the
mark.

• Stack Overflow [16]. Sequences of badges that users receive over time on the website Stack
Overflow. A sequence is a specific user, and the type of badge received is the mark.

4https://pytorch.org/
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We employ the pre-processed version of these datasets as described in [4] which
can be openly accessed at this url: https://www.dropbox.com/sh/maq7nju7v5020kp/
AAAFBvzxeNqySRsAm-zgU7s3a/processed/data?dl=0&subfolder_nav_tracking=1 (MIT
License). Specifically, each dataset is filtered to contain the 50 most represented marks, and all
arrival-times are rescaled in the interval [0,10] to avoid numerical instabilities. To save computational
time, the number of sequences in Reddit is reduced by 50%. Each dataset is randomly partitioned
into 5 train/validation/test splits (60%/20%/20%). The summary statistics for each (filtered) dataset is
reported in Table 3.

Table 3: Datasets statistics

#Seq. #Events Mean Length Max Length Min Length #Marks

LastFM 856 193441 226.0 6396 2 50
MOOC 7047 351160 49.8 416 2 50
Github 173 20656 119.4 4698 3 8
Reddit 4278 238734 55.8 941 2 50

Stack Overflow 7959 569688 71.6 735 40 22

A.4 Computational Time

We report in Table (4) the average execution time (in seconds) for a single forward and backward pass
on all training sequences of all datasets. The results are averaged over 50 epochs. We notice that the
computation of two separate embeddings ht and hm for THP++, SAHP++ and FNN++ inevitably
leads to an increase in execution time, which appears more pronounced for larger datasets such as
Reddit and Stack Overflow. However, the increased computational complexity is generally offset by
improved model performance, as detailed in Sections 3 and A.7.

Table 4: Average execution time (in seconds) for a single forward and backward pass on all training
sequences of all datasets. Results are averaged over 50 epochs.

FNN THP SAHP
Base ++ Base ++ Base ++

LastFM 4.29 4.74 2.96 3.62 4.82 4.48

MOOC 6.36 8.07 5.19 5.76 8.08 7.74

Github 0.76 0.8 0.38 0.58 0.51 0.69

Reddit 19.13 20.32 9.75 13.5 13.63 15.9

Stack O. 32.83 33.95 16.32 23.1 21.11 26.45

A.5 Original model formulations

As basis for comparison, we provide in this section the original formulations of the neural MTPP
models considered in this study.

SAHP. The marked intensity functions are given by

λ∗
k(t;θ) = σS,k (µk − (ηk − µk)exp(−γk(t− ti−1)))k , (9)

where µk = σG (Wµh), ηk = σG (Wηh), and γk = σS,k (Wγhi) with σG and σS,k the GeLU
[31] and mark-wise softplus activation functions, respectively, and Wµ,Wη,Wγ ∈ RK×dh .

THP. The marked intensity functions are given by

λ∗
k(t;θ) = σS,k

(
wt

t− ti−1

ti−1
+Whh+ b

)
k

, (10)

where wt ∈ RK
+ , Wk ∈ RK×dh , and b ∈ RK .

FNN. The marked compensators are defined as

Λ∗
k(t;θ) = G∗

k(t;θ)−G∗
k(ti−1;θ), (11)
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G∗
k(t;θ) = σS,k

(
W2(σGS,k

(
wt(t− ti) +Whh+ b1

)
+ b2

)
k
, (12)

where W2 ∈ RK×d1
+ , wt, b1 ∈ Rd1 , Wh ∈ Rd1×dh , b2 ∈ RK , and σGS,k is the mark-wise

Gumbel-softplus activation function [17].

A.6 Alternative Scoring Rules

The NLL in (1) has been largely adopted as the default scoring rule for learning MTPP mod-
els [61]. However, our framework can be extended even further by using alternative scoring
rules other than NLL for assessing the mark and time prediction tasks. Let Sf , Sm and Sw be
(strictly) consistent scoring rules for f∗(t;θλ) = λ∗(t;θλ)exp

(
−
∑K

k=1 Λ
∗
k(t;θλ)

)
, p∗(k|τ ;θp)

and 1− F ∗(T ;θλ) =
∫ T

tn

∑K
k=1 λ

∗
k(s;θλ)ds, respectively. Given a sequence S of n events (i.e.

L = 1), the scoring rule

L(θ;S) =
n∑

i=1

[
Sf (f∗(ti;θλ))

]
+ Sw (1− F ∗(T ;θλ))︸ ︷︷ ︸

LT (θλ,Strain)

+

n∑
i=1

Sp(p∗(ki|ti;θp))︸ ︷︷ ︸
LM (θp,Strain)

, (13)

is (strictly) consistent for the conditional joint density f∗(t, k;θλ,θp) restricted to the interval [0, T ]
[6]. Using the LogScore for Sf , Sm and Sw in (13) reduces to the NLL in (1). One can also use
other choices tailored to the specific task. For instance, one can choose to use the continuous ranked
probability score (CRPS) [23] for Sf to evaluate the predictive distribution of inter-arrival times
[1]. Similarly, the Brier score [7] can be used for Sp to evaluate the predictive distribution of marks.
Contrary to the local property of the LogScore, both the CRPS and the Brier score are sensitive to
distance, in the sense that they reward predictive distributions that assign probability mass close to
the observed realization. Nonetheless, the choice between local and non-local proper scoring rules
has been generally subjective in the literature. While exploring alternative scoring rules to train
neural MTPP models is an exciting research direction, we leave it as future work and train the models
exclusively on the NLL in (1).

A.7 Additional Results

Distributions of conflicting gradients during training of the base models. Figures 5 and 6 show
the distribution of cos ϕTM during training for THP, SAHP, and FNN at the encoder (ENC) and
decoder (DEC) heads on all datasets . The distribution is obtained as follows: each model is trained
to minimize the NLL defined in (1) using the Adam optimizer [35] with α = 10−3. Consider that
θ = {θp}Pp=1, where θp denote the learnable parameters of the pth layer of the model, e.g. the
weights of a feed-forward network. Given a batch of training sequences, we first evaluate LT (θ)
and LM (θ) and compute the gradients gp

T = ∇θpLT (θ) and gp
M = ∇θpLM (θ) for all θp ∈ θ.

We finally evaluate the values of cos ϕTM according to definition (1) for all θp, and pool them
over all training iterations. As discussed in the main text, THP, SAHP and FNN frequently exhibit
(severe) conflicting gradients during training at both encoder and decoder heads, which impairs their
performance on the time and mark prediction tasks.

Additional evaluation metrics. Besides the LT metric reported in the main text to evaluate the
time prediction task, we quantify the (unconditional) probabilistic calibration of the fitted models by
computing the Probabilistic Calibration Error (PCE) [15]. Similarly, for the mark prediction task,
we also quantify the probabilistic calibration of the mark predictive distribution by computing the
Expected Calibration Error (ECE) [51]. Moreover, we assess the probabilistic calibration of both
predictive distributions of arrival times and marks through reliability diagrams [24, 37]. Finally, by
predicting the next event’s mark as

k̃ = argmax
k∈K

p∗(k|t;θp), (14)

we can assess the quality of the point predictions by means of various classification metrics. Specif-
ically, we compute the accuracy and the Mean Reciprocal Rank (MRR) [12] of mark predictions.
Lower PCE and ECE is better, while higher accuracy and MRR is better.
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Tables 5 and 6 give the PCE, ECE, MRR, and accuracy results for THP, SAHP and FNN in the base
and base++ configurations across all datasets. The metrics are averaged over 3 splits, and the standard
error is given in parenthesis. We observe general improvement with respect to the time and mark
prediction tasks when moving from the base to the base++ models. These results are consistent with
our previous conclusions, i.e. by preventing conflicting gradients during training, our framework
leads to improved predictive accuracy and more reliable uncertainty estimates.

Table 5: PCE and ECE results of the different setups across all datasets. The values are computed
over 3 splits, and the standard error is reported in parenthesis. Best results are highlighted in bold.

PCE
LastFM MOOC Github Reddit Stack O.

THP 0.28 (0.0) 0.37 (0.0) 0.21 (0.01) 0.12 (0.0) 0.01 (0.0)
THP++ 0.28 (0.01) 0.37 (0.0) 0.22 (0.02) 0.05 (0.0) 0.01 (0.0)

SAHP 0.07 (0.01) 0.12 (0.0) 0.07 (0.01) 0.09 (0.01) 0.01 (0.0)
SAHP++ 0.04 (0.01) 0.03 (0.0) 0.04 (0.01) 0.01 (0.0) 0.03 (0.0)

FNN 0.04 (0.0) 0.09 (0.0) 0.03 (0.01) 0.08 (0.0) 0.05 (0.0)
FNN++ 0.03 (0.0) 0.01 (0.0) 0.02 (0.0) 0.01 (0.0) 0.0 (0.0)

ECE
LastFM MOOC Github Reddit Stack O.

THP 0.29 (0.05) 0.07 (0.0) 0.1 (0.02) 0.02 (0.0) 0.12 (0.0)
THP++ 0.03 (0.0) 0.02 (0.0) 0.09 (0.02) 0.03 (0.0) 0.02 (0.0)

SAHP 0.36 (0.01) 0.14 (0.0) 0.09 (0.02) 0.07 (0.01) 0.03 (0.0)
SAHP++ 0.03 (0.0) 0.03 (0.01) 0.11 (0.04) 0.02 (0.0) 0.02 (0.0)

FNN 0.26 (0.07) 0.04 (0.0) 0.09 (0.02) 0.03 (0.01) 0.03 (0.0)
FNN++ 0.03 (0.01) 0.02 (0.0) 0.08 (0.02) 0.02 (0.0) 0.03 (0.0)

Table 6: Accuracy and MRR results of the different setups across all datasets. The percentage of
the majority mark is shown in parentheses below each dataset, reflecting its proportion of the total
number of marked events. The values are computed over 3 splits, and the standard error is reported in
parenthesis. Best results are highlighted in bold.

Accuracy
LastFM MOOC Github Reddit Stack O.
(3.9%) (5.5%) (51.6%) (17.7%) (43.3%)

THP 0.19 (0.0) 0.4 (0.0) 0.59 (0.04) 0.82 (0.0) 0.47 (0.0)
THP++ 0.26 (0.01) 0.56 (0.0) 0.67 (0.01) 0.82 (0.0) 0.49 (0.0)

SAHP 0.05 (0.0) 0.36 (0.01) 0.61 (0.02) 0.71 (0.02) 0.48 (0.0)
SAHP++ 0.25 (0.0) 0.56 (0.0) 0.68 (0.01) 0.82 (0.0) 0.48 (0.0)

FNN 0.14 (0.01) 0.51 (0.0) 0.67 (0.01) 0.81 (0.0) 0.48 (0.0)
FNN++ 0.25 (0.01) 0.55 (0.0) 0.68 (0.01) 0.82 (0.0) 0.48 (0.0)

MRR
LastFM MOOC Github Reddit Stack O.
(3.9%) (5.5%) (51.6%) (17.7%) (43.3%)

THP 0.33 (0.0) 0.6 (0.0) 0.74 (0.02) 0.87 (0.0) 0.67 (0.0)
THP++ 0.39 (0.01) 0.7 (0.0) 0.79 (0.01) 0.87 (0.0) 0.67 (0.0)

SAHP 0.15 (0.0) 0.5 (0.01) 0.75 (0.01) 0.77 (0.02) 0.67 (0.0)
SAHP++ 0.39 (0.0) 0.7 (0.0) 0.79 (0.01) 0.87 (0.0) 0.67 (0.0)

FNN 0.28 (0.01) 0.67 (0.0) 0.79 (0.01) 0.86 (0.0) 0.66 (0.0)
FNN++ 0.39 (0.01) 0.7 (0.0) 0.8 (0.01) 0.87 (0.0) 0.67 (0.0)

Reliability diagrams. Figures 7 and 8 present the reliability diagrams for the predictive distributions
of arrival-times and marks for the base++ models on all datasets. Regarding p∗(k|t;θp), the diagrams
show that the base++ models are in general better calibrated than their base counterparts, as evidenced
by the bin accuracies aligning more closely with the diagonal. This improvement, which aligns with
the ECE results of Table 5, indicates that p∗(k|t;θp) obtained in the base++ setting more faithfully
reflects the true underlying uncertainty of the model. Additionally, we note that improvements with
respect to the probabilistic calibration of the predictive distribution of arrival times are in general
less prevalent. This observation is in accordance to the PCE results of Table 5 and suggests that
conflicting gradients during training predominantly affect the mark prediction task. Nonetheless, we
observe substantial time calibration improvements for SAHP++ and FNN++ on MOOC and Reddit
compared to their base parametrizations.

Conflicting gradients remain harmful as capacity increases. Figure 3 shows the evolution of the
proportion of conflicting gradients CG for the base THP, SAHP and FNN on LastFM, along with
the evolution of their test LT and LM . For each capacity (25K, 50K, 75K and 100K parameters),
we maintain the distribution of parameters between the encoder and decoder heads constant at
0.67/0.33. We note that increasing a model’s capacity has a limited impact on CG as well as on model
performance with respect to both LT and LM .

Scaling the loss does not efficiently address conflicts. To better balance tasks during training, a
natural approach would consist in scaling the contribution of TT in (1) to reduce its impact on the
overall loss, i.e.

L(θ;Strain) =
1

s
LT (θ;Strain) + L(θ;Strain), (15)

where s ≥ 1 is a scaling coefficient. To assess the effectiveness of this method, we train the base THP,
SAHP and FNN models on the objective in (15) following the experimental setup detailed in Section
A.2. For these models, we report in Figure (4) the evolution of the training CG along their unscaled
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test LT and LM . We observe that the occurrence of conflicting gradients is marginally impacted by
larger values of s.

However, as scaling increases, optimization begins to favor TM , and improvements on LM can
be observed. Nevertheless, this comes at the cost of significant degradation with respect to LT ,
offsetting the gains on TM . Although a specific value of s could lead to a trade-off between tasks,
models trained in our base++ setting generally show improved performance with respect to both tasks
simultaneously.
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Figure 3: Evolution of CG, LT and LM with increasing model capacity for the base THP, SAHP and
FNN models during training on LastFM.
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Figure 4: Evolution of CG, LT and LM with increasing value of scaling s in (15) for the base THP,
SAHP and FNN models during training on LastFM.
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Figure 5: Distribution of cos ϕTM during training of THP, SAHP, and FNN on LastFM, MOOC and
Github at the encoder (ENC) and decoder (DEC) heads. CG refers to the proportion of cos ϕTM < 0
(red bars) observed during training. The distribution is obtained by pooling the values of ϕTM over 3
training runs.
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Figure 6: Distribution of cos ϕTM during training of THP, SAHP, and FNN on Reddit and Stack
Overflow at the encoder (ENC) and decoder (DEC) heads. CG refers to the proportion of cos ϕTM <
0 (red bars) observed during training. The distribution is obtained by pooling the values of ϕTM over
3 training runs.
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Figure 7: Reliability diagrams of the predictive p∗(k|t;θp) (left) and λ∗(t,θλ)/Λ
∗(t;θλ) (right) on

LastFM, MOOC, and Github. Frequency and Accuracy aligning with the black diagonal corresponds
to perfect probabilistic and top label calibration, respectively. The results are averaged over 3 splits,
and the error bars correspond to the standard error.
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(a) Reddit
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(b) Stack Overflow
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Figure 8: Reliability diagrams of the predictive p∗(k|t;θp) (left) and λ∗(t,θλ)/Λ
∗(t;θλ) (right) on

Reddit and Stack Overflow. Frequency and Accuracy aligning with the black diagonal corresponds to
perfect probabilistic and top label calibration, respectively. The results are averaged over 3 splits, and
the error bars correspond to the standard error.
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