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Abstract

Pretrained large Vision-Language models have
drawn considerable interest in recent years due
to their remarkable performance. Despite con-
siderable efforts to assess these models from di-
verse perspectives, the extent of visual cultural
awareness in the state-of-the-art GPT-4V model
remains unexplored. To tackle this gap, we ex-
tensively probed GPT-4V using the MaRVL
benchmark dataset, aiming to investigate its ca-
pabilities and limitations in visual understand-
ing with a focus on cultural aspects. Specifi-
cally, we introduced three visual related tasks,
i.e. caption classification, pairwise caption-
ing, and culture tag selection, to systematically
delve into fine-grained visual cultural evalua-
tion. Experimental results indicate that GPT-4V
excels at identifying cultural concepts but still
exhibits weaker performance in low-resource
languages, such as Tamil and Swabhili. Notably,
through human evaluation, GPT-4V proves to
be more culturally relevant in image caption-
ing tasks than the original MaRVL human an-
notations, suggesting a promising solution for
future visual cultural benchmark construction.

1 Introduction

Culture serves as the representative symbol reflect-
ing the internal norms and values of diverse human
groups (Hofstede, 1984; Mora, 2013; Tomlinson
et al., 2014; Gabriel, 2020), including various do-
mains like language, cuisine, common sense, ar-
chitecture, and activities, etc. The development
and growth of artificial intelligence techniques en-
able us to tackle more complicated tasks, prompt-
ing a growing interest in exploring cultural aspects
within current models (Arora et al., 2022; Li et al.,
2023b; Yang et al., 2023; Huang and Yang, 2023).

Recently, cultural probing in language domains
has gained widespread attention, such as probing
Delphi model (Talat et al., 2022), GPT-3 (Johnson
et al., 2022) and ChatGPT (Cao et al., 2023), etc.
While pretrained large Vision-Language models

Caption: Picha ya upande wa kulia ina waumini wameshika kitabu
cha dini wakati wa Ibada ya [jumaa Kuu na picha ya upande wa
kushoto ina mtu aliyebeba msalaba akifuatwa na watu wengine
nyuma wakiadhimisha Ijumaa Kuu. (The picture on the right has
believers holding a religious book during the Good Friday Service and the
picture on the left has a person carrying a cross followed by other people in

the background celebrating Good Friday.) Label: True

(a) An example of MaRVL in Swabhili.
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(b) Caption Comparison between MaRVL and GPT-4V.

Figure 1: Examples of captions from human annotation
and GPT-4V where description of GPT-4V is more cul-
turally related than original human annotation, excelling
not only in grasping cultural concept but also in captur-
ing fine-grained cultural aspects.

have demonstrated remarkable performance in vi-
sual tasks (Li et al., 2023a; Geigle et al., 2023; Fan
et al., 2023; Zhu et al., 2023; Khan and Fu, 2023),
there is a pressing need to explore visual cultural
assessment in the current landscape. Yang et al.
(2023) performed some preliminary experiments
exploring multicultural understanding using GPT-
4V! merely by investigating cultural case studies
rather than extensively assessing its performance
through quantified metric scores. The extent of
cross-cultural awareness in GPT-4V, specifically
designed for visual tasks, still remains unexplored

"'We utilize GPT-4-vision-preview model (abbr. GPT-4V)
for visual tasks: https://openai.com/gpt—4.
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(c) Cultural Tag Selection

Figure 2: Our visual cultural probing framework with MaRVL benchmark dataset, includes three tasks: caption
classification, pairwise captioning, and culture tag selection.

(Chang et al., 2023). Therefore, we propose a sys-
tematic probing framework to scrutinize the cul-
tural awareness of GPT-4V step by step (Figure 2),
aiming to address the following three questions:

RQ1: Can the Language and Visual under-
standing of GPT-4V be effectively aligned? To
address this question, we employ the caption clas-
sification task. In this task, we check if the model
is able to tell whether the description and images
are aligned related to a given concept. Our experi-
mental findings indicate that GPT-4V demonstrates
excellent performance in this regard, although it ex-
hibits weaknesses in low-resource languages such
as Tamil, Swahili, and Indonesian.

RQ2: Can GPT-4V extract fine-grained vi-
sual cultural features and provide high-quality
descriptions? To address this, we conduct pair-
wise captioning task, to assess the ability of the
model to capture and summarize the fine-grained
cultural-related features exclusively from the im-
age. Extensive evaluation demonstrate that the text
generated by GPT-4V surpasses the quality of the
initial annotations, indicating its potential to enrich
visual cultural datasets.

RQ3: Is GPT-4V proficient in perceiving
cross-cultural knowledge? To answer this ques-
tion, we evaluate how accurately the model can
link visual elements presented in given images to
broader cultural categories. We formulate this task
as multi-culture classification, which is named as
culture tag selection. This probes the extent of
knowledge that the model possess about different
cultures and its ability to categorize cross-culture
concepts from only visual clues.

In summary, our key contributions are as fol-
lows: 1) We introduce a framework comprising
three specific tasks for assessing cultural aware-
ness of GPT-4V; 2) We extensively employ both
automated and human evaluations to study the cul-
ture understanding of the model; 3) Experimental
results prove the outstanding performance of GPT-
4V in fine-grained culture understanding as well as
highlight challenges in low-resource cultures.

2 Probing Framework

In this section, we elaborate on the probing tasks,
human evaluation, and cultural concept filtering.

Rationality. The rationale behind our probing
framework lies in its meticulous design, rooted in
the principles of progressing from a shallow to a
deep understanding and evolving from monocul-
tural to cross-cultural comprehension. Firstly, we
input images and captions, requiring the model
to demonstrate a coarse-grained understanding of
monocultural attributes. Further, we challenge the
model to generate cultural interpretations of the
images, which are then evaluated by human for
its ability to capture and comprehend fine-grained
visual cultural aspect. Lastly, we investigate the
cross-cultural understanding capabilities of GPT-
4V by presenting it with images rooted in Chinese
culture and assigning multiple cultural tags.

2.1 Cultural Benchmark

We leverage Multicultural Reasoning over Vision
and Language (MaRVL) (Liu et al., 2021) as our
probing material, the first and only multimodal



culture reasoning dataset with a diverse set of lan-
guages and cultures, including Indonesian, Man-
darin Chinese, Swabhili, Tamil, and Turkish. All
the concepts and related images are derived from
native speaker annotators.

2.2 Probing Tasks

We designed three tasks to probe the visual culture
awareness of GPT-4V, as shown in Figure 2.

Caption Classification Firstly, we replicate the
consistent experiment conducted by Liu et al.
(2021) and Li and Zhang (2023), namely caption
classification. Given that the MaRVL dataset is
annotated with captions elucidating the cultural
concept depicted in image pairs, we anticipate that
GPT-4V possesses the capability to identify these
cultural concepts. As shown in Figure 2(a), for
each pair of images corresponding to a specific
concept, the model is prompted to generate a bi-
nary label, i.e. True or False, indicating whether
the provided description accurately aligns with the
depicted cultural concept. We also present the eval-
uation results using open-source models for a more
comprehensive comparison.

Pairwise Captioning Illustrated in Figure 2(b),
for each pair of images of a given concept, the
model is prompted to generate a caption focusing
on the differences or the commonalities of the con-
cept presented in the images. We sample a pair
of images for each of the concepts in the MaRVL
dataset for all five languages. This ended with 429
samples in total. For details of sample statistics
and prompts please refer to Appendix A and D.

To better assess the level of cultural awareness
in the generated descriptions, which cannot be re-
flected by conventional captioning metrics, we con-
duct a human evaluation for this task. It is designed
to measure the descriptions of the correctness, cul-
ture relevance, and overall quality as the preferred
description. More specifically, for each sample
with paired images and corresponding descriptions,
we request human annotators to assign scores rang-
ing from 1 to 7 for correctness and culture relevance
and record their preference by selecting either one
of the descriptions or indicating a tie. We ensure
that the annotators are native speakers of the corre-
sponding language, and each is assigned five sam-
ples after completing the evaluation tutorial and
passing attention test. Please refer to Appendix D
for more details on human evaluation.

Culture Tag Selection. We construct distinct
subsets of concepts within the realm of cultural rel-
evance and cultural neutrality utilizing the MaRVL
dataset. In MaRVL, a concept class is represented
through dozens of images, with some concepts em-
bodying general objects in the real-world that lack
inherent cultural relevance, e.g., "62-BHE N (62-
Carrot). To narrow our focus to the cultural do-
main, we introduce a human evaluation framework
involving native speakers tasked with assessing the
presence of cultural signals in image pairs from the
same concept; see Figure 2 (¢). This evaluation
contributes to establishing filter criteria for the en-
tire dataset, derived from the consensus among all
annotators in each language.

Subsequently, we employ these criteria to fil-
ter data from MaRVL, retaining image pairs that
exhibit unanimous decisions among annotators.
Given these remaining image pairs, GPT-4V is
prompted to select a culture tag that is most rel-
evant from the five given options. The performance
of GPT-4V is evaluated through metrics such as
Recall and False Positive Rate, providing insights
into its visual cultural awareness.

3 Experiments

3.1 Experimental Setup

For all the probing tasks, we utilize 5GB CPUs to
conduct interactive processes with GPT-4V. For the
pairwise captioning task we leverage the Prolific
crowdsourcing platform 2 to carry out human eval-
uation. We ensure that all the annotators belong to
the cultural background with the language being
evaluated. To ensure a diverse and comprehensive
assessment, we enlist a minimum of 10 annotators
for each task. For the cultural tag selection task,
we invite three native Chinese speakers to filter
concepts by presenting image pairs and filtering
non-cultural images in a Chinese subset. More
technical details are presented in Appendix C.

3.2 Results

Caption Classification. As shown in Table 1, we
present the accuracy scores for each language. A
notable observation is that GPT-4V demonstrates
the highest performance across all languages, show-
casing a substantial improvement from 58.9 to 67.4
compared to other models, which answers RQI.
Besides, we observe that GPT-4V outperforms in
Chinese and Turkish languages but exhibits lower

https://app.prolific.com/


https://app.prolific.com/

Model | Method | ZH TA SW ID TR avg

| zH TA  SW D TR | avg.

MaRVL* | 56.8 522 51.5 550 547 54.0
mUNITER | IGLUE® | 553 527 512 548 547 537
Mixup! 604 589 549 557 595 579
MaRVL* | 55.0 55.1 555 57.1 58.0 56.1
xUNITER | IGLUE® | 53.1 53.1 555 551 562 54.6
Mixup! 579 58.0 60.0 588 59.7 58.9
GPT-4V ‘ MaRVL ‘ 71.8 63.0 648 652 69.1 674

Table 1: F1 score in zero-shot caption classification,
where © from Liu et al. (2021), ¢ from Bugliarello et al.
(2022), and t from Li and Zhang (2023), demonstrating
superior performance of GPT-4V across all languages.

performance in Tamil, Swahili, and Indonesian lan-
guages, diverging from the patterns observed in
mUNITER and xUNITER models.

Caption Generation To answer RQ2, we com-
pare the Bertscore (Zhang et al., 2019), distinct-
1 scores (Li et al., 2016) of GPT-4V outcomes
and MaRVL annotations, as detailed in Figure 3.
To further evaluate the cultural impact of the con-
cerned models, we conduct human evaluation ex-
periments shown in Table 2. Notably, both the orig-
inal MaRVL caption annotations (abbr. MaRVL'’s
captions) and the generated captions GPT-4V re-
ceive high correctness scores, averaging around 5.0
out of 7, indicating precision in concept descrip-
tions. Nevertheless, in terms of cultural relevance,
GPT-4V exhibits a significant improvement com-
pared to MaRVL among all languages, albeit still
weaker in Indonesian and Turkish.

Interestingly, when voting for better captions,
approximately 70% of annotators deem GPT-4V
more acceptable than MaRVL, with less than 30%
of cases in MaRVL deemed of good quality. Upon
closer examination of MaRVL, it becomes appar-
ent that many cases merely describe differences
in image pairs rather than cultural relevance, rais-
ing questions about the reliability of the human
annotation process. Additionally, this experiment
highlights the promising capability of GPT-4V in
annotating data for cultural-related tasks. For a
comprehensive overview of intuitive case studies,
please refer to Appendix E, where comparisons of
captions across all languages are summarized.

Culture Tag Selection. Unlike the previous
tasks, wherein image pairs were drawn from a com-
posite of cultural relevance and cultural neutral-
ity subsets, we prompt GPT-4V in English, as op-
posed to any of the languages within the selection,
with the aim of mitigating induction biases. In this

MaRVLc,, | 5.024 5000 5.067 5915 4.189 | 5.039
GPT4Vc,, | 5.683 5577 5371 5.623 5552 | 5.561
MaRVLc, | 2706 3352  3.730 2717 2378 | 2977
GPT4Ve,, | 4238 4183 4169 3.283 3371 | 3.849
All bad 95% 7.0% 22% 20.8% 12.6% | 10.4%
All good 20.6% 29.6% 22.5% 198% 12.6% | 21.0%
MaRVL 103% 155% 202% 17.9% 15.4% | 15.9%
GPT-4V 595% 479% 551% 41.5% 59.4% | 52.7%

Table 2: Human evaluation of the pairwise captioning
task, indicating that cultural aspect in GPT-4V outcomes
surpasses the human annotations of MaRVL dataset.

1.0

BERT Score MARVL Distinct GPT-4 Distinct

0.5 zh ta SW id tr

Figure 3: Reference-based evaluation comparison in the
cultural pairwise captioning task.

way, we can evaluate cultural awareness in GPT-4V
purely based on images. In the specified language,
e.g., Chinese, GPT-4V achieves an accuracy of
84.3%, a recall rate of 87.5%, and a false positive
rate of 20.7%. Evidently, it can be deduced that
GPT-4V demonstrates proficiency in recognizing
visual concepts specific to the Chinese language.
GPT-4V has been trained using multi-cultural im-
ages, and its low false positive rate proves its excel-
lent cross-cultural understanding capability. This
finding answers RQ3 effectively.

4 Conclusion

We systematically conduct probing experiments to
assess the visual cultural understanding capabili-
ties of GPT-4V. To achieve that, we investigated
three culture-aware tasks, built upon a multimodal
cultural reasoning dataset named MaRVL. The ex-
periments demonstrate significant enhancements in
cultural understanding of GPT-4V, compared with
open-source LLLMs. Besides, human evaluation
proves the reasonable ability of GPT-4V in terms of
cultural understanding and annotating cultural cap-
tions, suggesting a promising solutions to construct
cultural benchmarks. In future, we will explore the
problem of constructing cultural benchmarks that
incorporate enhanced cultural awareness.



5 Limitations

While our investigation into GPT-4V as the cur-
rent state-of-the-art Vision-Language model of-
fers valuable insights, there are still several lim-
itations. Firstly, as the training corpus of GPT-4V
remains undisclosed, we cannot guarantee whether
the MaRVL dataset we employed overlaps with
its training data. However, our caption genera-
tion task revealed significant differences between
generated captions of GPT-4V and MaRVL, in-
dicating minimal dataset leakage. Secondly, our
probing framework assumes language as a proxy
for expressing diverse cultural backgrounds. This
premise, however, is not entirely consistent. For
instance, Swahili is spoken in Tanzania, Kenya,
and the Democratic Republic of the Congo, yet it
represents a shared cultural heritage.

Despite these limitations, our work offers a
unique perspective on exploring potential biases
related to visual culture in models. Our investiga-
tion represents a pioneering effort in assessing the
cross-cultural understanding capabilities of visual
models, paving the way for future research in this
domain. Future directions could involve the devel-
opment of more comprehensive datasets reflecting
diverse cultural backgrounds, as well as exploring
additional methods to evaluate cross-cultural un-
derstanding in visual models.
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A Prompt setting

In consideration of diverse languages and task re-
quirements, distinct prompts have been tailored.
Specifically, for culture checking and cultural pair-
wise captioning tasks, prompts have been meticu-
lously crafted for each of the five languages. These
prompts are designed to guide the model’s focus
predominantly towards cultural concepts, endeav-
oring to closely emulate the data collection method-
ology of the MaRVL dataset (Liu et al., 2021).
Table 4 showcases the prompts and exemplar
responses for the Chinese language. For a com-
prehensive collection of prompts, kindly consult
the configuration file embedded within the code-
base. In the context of the culture tag selection
task, English has been designated as the language
to preclude the introduction of bias into the task.

B Related work

Culture in Multimodal Probing. Modeling cul-
tural factors in language models has received in-
creasing attention in the NLP community (Hovy
and Yang, 2021; Hershcovich et al., 2022; Huang
and Yang, 2023). In the multimodal domain, pre-
vious works have highlighted the need for culture
integration within vision-language models (Zhou
et al., 2022). Menicatti et al. (2017) find that
cultural information can improve the performance
of vision systems. Ye et al. (2023) highlight that
cultural nuances can affect image annotations and
show that cultural/linguistic diversity improves vi-
sual representations. Li and Zhang (2023) use
multimodal data augmentation to address the data

scarcity problem in low-resource cultures. (Liu
etal., 2021) introduce MaRVL, a Multicultural Rea-
soning over Vision and Language (MaRVL) dataset
from 5 different languages and cultures. Liu
et al. (2023a) build a Challenging Cross-Cultural
dataset of textual prompts to generate images in
Chinese cultural style. Liu et al. (2023c) intro-
duce a Cross-Cultural Understanding Benchmark
for text-to-image synthesis representing eight dis-
tinct cultural backgrounds. These datasets primar-
ily serve as a means to gauge the generalization
performance of models without using any visual
culture-specific tasks.

LLMs for Evaluation. As LLMs emerge as pow-
erful tools in NLP, their potential as evaluators in
various contexts is gaining recognition (Johnson
et al., 2023; Goyal et al., 2022). For example, Liu
et al. (2023b) present G-Eval, a framework of using
LLMs to assess the quality of NLG outputs. Fur-
thermore, Wang et al. (2023) undertake an initial
survey to explore the utilization of ChatGPT as an
evaluator for NLG. In machine translation, Kocmi
and Federmann (2023) propose to use GPT mod-
els for translation evaluation. Most relevant to our
work, Yang et al. (2023) performed preliminary
experiments in multicultural understanding with
GPT-4V with a few cases from wedding scenarios.

C Experiment Setting

In Table 3, we present the sample data sizes for
each task in our probing experiments. For the cul-
ture checking task, we ensured an equivalent data
scale with MaRVL to facilitate a fair comparison
with results from other zero-shot baseline mod-
els. For Pairwise captioning, we randomly sampled
from all samples where labels were True for each
cultural concept, creating a Probing subset. Our
Probing experiments were conducted on a 4-core
Linux system using OpenAl library 3.

Baseline. The UNITER (Chen et al., 2020) is
the popular vision-language model, similar to
BERTgase framework. In our paper, we select
two representative baselines, including mUNITER
and XUNITER, where mUNITER is initilized by
UNITER with mBERT (Devlin et al., 2019) and xU-
NITER is initilized by UNITER with XLM-Rpasg
(Conneau et al., 2020).

Python Package: https://github.com/openai/
openai-python
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Figure 4: Our proposed platform for human evaluation
in cultural pairwise captioning task.

Evaluation Metrics. For the purposes of human
evaluation in Table 2, we have devised three met-
rics: correctness (MaRVLc,,., GPT4V ), cul-
tural relevance (MaRVL¢,,;, GPT4V,;), and vot-
ing preference. The correctness and cultural rele-
vance metrics are assigned scores ranging from 1
to 7, while voting preference requires a decision
among four choices (All bad, All good, MarRVL
is better, GPT-4V is better).

D Human Evaluation

For the cultural pairwise captioning task, we re-
cruited evaluators proficient in the respective lan-
guages through Prolific, with the number of eval-
uators for each language outlined in Table 3. Our
evaluation methodology involved the development
of a web interface®, as depicted in Figure 4. Partic-
ipants commenced with an attention test following
our tutorial, which included a round of guided tasks
with prompts to ensure their comprehension of the
assignment. This involved answering five questions
based on specific options.

Subsequently, participants independently com-
pleted the scoring for five rounds of tasks. To en-

*Evaluation: https://recipecoastalproject.
studio/gpt4_evaluate_cn_1996/

Task | ZH TA SW 1D TR  Total
CC 1012 1242 1108 1128 1180 5670
PC 94 83 78 95 79 429
CTS | 188 166 156 190 158 858

NE 25 15 18 21 29 108

Table 3: Statistics pertaining to our probing data sam-
ples across the three tasks, including Culture checking
(CQO), Pairwise Captioning (PC), and Culture Tag Selec-
tion (CTS) along with the number of evaluators (NE)
sourced from the crowdsourcing platform.

sure the validity of the evaluation, we automatically
excluded assessment records with durations under
1 minute. The average evaluation time per user
was 6.12 minutes. Notably, the Chinese language
had the shortest average time, at only 3.44 minutes,
while Swabhili exhibited the lengthiest average time,
amounting to 9.22 minutes.

E More Case Study

Here, we provide supplementary cases, as shown
in Figure 5. It is apparent that, across all languages,
the descriptions generated by GPT-4 adeptly cap-
ture cultural concepts with precision. More-
over, these descriptions demonstrate a heightened
level of granularity in terms of cultural relevance,
thereby substantiating the model’s superior quality
and enhanced cultural awareness capabilities.
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Caption Classification

Prompt:

£S5 BB IRMIKE R M — DR AT, IR T 2 A WX A 308 A) 7 & A 2 IR B A 55k B A

H#concept (K T#conceptH A ERRIFT) - ISR 4 E WA FRA WA N IERR, Wit hE], F

B o] -

Task: 1 will provide you with two images and a descriptive sentence. Your task is to determine whether the descriptive

sentence accurately describes the concept (#concept) depicted in the two images. If the given sentence correctly describes

the content related to #concept, the output should be [True]; otherwise, the output should be [False].

f#i38 f1)F:#Caption

Sentence: #Caption.

%%FﬁLﬁHF%&%T

Ensure strict adherence to the following output format.

Ui tH A% =X

[Output Format]:

B[R] -

Answer: [True/False].

RS (PRI ZE B RV /) -

Explanation: [Explain the reasoning behind your answer].

Output

ﬁ%%ﬁ%lﬁ B SRR RHAMARAG, GERBROE—THAE, ST SERTEAS
o B, A AT AIEMER T X KE f -

Accordmg to the provided images, the left picture depicts a full moon, not a mooncake, while the right picture shows a

mooncake. This is inconsistent with the description of hanging lanterns. Therefore, the descriptive sentence does not

accurately describe the content in these two images.

Pairwise Image Captioning

Prompt:

£S5 REBIRMEKER, RTEER— AT, BEs RIS X 5K B A 7 #concept (FRAHIAEE FCRF /2
KT #eoncept) - SUARHEKERA0-407F -

Task: 1 will provide you with two images, and you need to generate a sentence that can simultaneously describe the
#concept in both pictures (with the focus on #concept). The text should be approximately 10-40 words in length.
BER™ 4B E LU T AR =

Ensure strict adherence to the following output format.

Uiy k& =)

[Output Format]:

AR A F

Sentence:

[FEA A 2]

[Description]

Output F—5KIEABIR T EATRER LA ME, 185 5KNE P INERAT BIRALES) -

First image showcases romantically decorated indoor setting for Qixi Festival, while the second one captures an outdoor
celebration with sky lanterns.

Culture Tag Selection

Prompt:

Task: Given two images, select the most appropriate cultural tag from the provided options. Options: Indonesian,
Mandarin Chinese, Swabhili, Tamil, and Turkish.",

Ensure strict adherence to the specified output format.

Output format:

Answer: [The option you chose].

Output Mandarin Chinese

Table 4: Example instances of our probing methodology encompass three tasks in Chinese and English prompts,
please refer to our code for other languages. The italicized text has been translated from Chinese to English using
Google Translate for a better understanding.



Chinese (zh) MaRVL: 3 552 i 1 A A0 ER 2 AR B e, T e s A
HiF-. (The noodles in both pictures are placed on plates or bowls, and there
are chopsticks in the left picture.)

GPT-4: 555K & i oR B2 — B A7 A AUANZR i Sie A I KU
|, A 5K A T SR BRI XA, O PUORTNIR /R ST
W&o (The first picture shows a bowl of noodles in an Asian-style soup with
meatballs and leafy greens, while the noodles in the second picture are ltalian-
style, sprinkled with minced mear and parmesan cheese.)

MaRVL: QL &| LU&& UL SS6L LI emex SieutNhd CILIGTITDILD 62(1h
UTem6aTULD @)([HLILEHS BHLOLDTEL &IT60ul (LOLG&M&I. (In the left

Y | picture we can see a woman wearing a sari and a pot.)

i | GPT-4: (p&6L UL §F6L LFem& KM LLemeu NNSTHSEHMGI,
@i meudled SleuliL KM LL M6 FLMGSS 2 SHSE). (In the

first image the green saree shines and in the second the red saree is ritualistic.)

MaRVL: Picha ya upande wa kulia ina mchicha ulio ndani ya chombo
fulani. (The picture on the right shows spinach in a container.)

GPT-4: Kwenye picha ya kwanza, mchicha unaonekana ukiwa
umepandwa shambani na watu wawili wanauhudumia, huku picha ya pili
ikiwaonyesha mchicha uliostawi vizuri karibu na kikapu kilichojazwa
mazao ya kijani. (In the first photo, spinach is seen planted in a ticld and two
people are tending to it, while the second photo shows well-developed spinach
next to a basket full of green produce.)

MaRVL: Kedua gambar adalah gambar piring putih yang bergambar.

(Both images are pictures of white plates with images.)

GPT-4: Piring dalam gambar pertama dihiasi dengan pola biru di
pinggiran dan digunakan untuk sajian makanan, sedangkan piring dalam
gambar kedua menampilkan ilustrasi lengkap pemandangan biru putih
yang sepenuhnya untuk dekorasi. (The plate in the first image is decorated

with a blue pattern on the rim and is used for serving food, while the plate in the
second image features a complete illustration of a blue and white scene that is

entirely for decoration.)

MaRVL: Soldaki resimde basketbol topuyla oynayan sadece bir kisi
goriiliiyor. (The picture on the left shows only one person playing with a
basketball.)

GPT-4: Her iki resimde de Tiirkiye milli basketbol takim1 oyuncular1 mag
sirasinda topa hakim. (In both pictures, Turkish national basketball team
players dominate the ball during the match.)

Figure 5: Additional case studies in the cultural pairwise caption generation task across languages, with cultural-
relevant descriptions highlighted in blue.
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