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Abstract

Large language models (LLMs) have demon-
strated exceptional capabilities in understand-
ing and generation. However, when interact-
ing with human instructions in real-world sce-
narios, LLMs still face significant challenges,
particularly in accurately capturing and com-
prehending human instructions and intentions.
This paper focuses on three challenges in LLM-
based text generation tasks: instruction under-
standing, intention reasoning, and Reliable Di-
alog Generation. Regarding human complex
instruction, LLLMs have deficiencies in under-
standing long contexts and instructions in multi-
round conversations. For intention reasoning,
LLMs may have inconsistent command reason-
ing, difficulty reasoning about commands con-
taining incorrect information, difficulty under-
standing user ambiguous language commands,
and a weak understanding of user intention in
commands. Besides, In terms of Reliable Dia-
log Generation, LLMs may have unstable gen-
erated content and unethical generation. To
this end, we classify and analyze the perfor-
mance of LLMs in challenging scenarios and
conduct a comprehensive evaluation of existing
solutions. Furthermore, we introduce bench-
marks and categorize them based on the afore-
mentioned three core challenges. Finally, we
explore potential directions for future research
to enhance the reliability and adaptability of
LLMs in real-world applications.

1 Introduction

Rapid advancements with the development of large
language models (LLMs) have been experienced
in the field of artificial intelligence. These models,
built upon massive amounts of data and extensive
computing resources, have shown impressive ca-
pabilities in understanding and generating human
language. Recent advancements in LLMs, includ-
ing the use of scaling laws (Kaplan et al., 2020),
supervised fine-tuning (SFT) (Wu et al., 2021),
and reinforcement learning with human feedback

Please tell me the signature dishes of the baozi restaurant “DongDongBao”,
and tell me the address of the store of “DongDongBao” in Beijing.

DongDongBao's signature dishes include the following:
“Golden Fried Buns”, “Specialty Scribbles”, and “Dan Dan
GPT-40 | Noodles”. If there are any other requests, please let me know.

(a) Challenge of Instruction Understanding.
Please tell me the signature dishes of the baozi restaurant “DongDongBao”,

and tell me the address of the store of “DongDongBao” in Beijing. Q
Please note that it must be from Beijing.

The signature dish of DongdongBao is the golden fried bun,
and I found the exact address of Dongdong Bao in Beijing,
GPT-40 | Which is Youth Road Street, Lianhu District, Xi'an, not Beijing. |«

(b) Challenge of Intention Reasoning.

Please tell me the signature dishes of the baozi restaurant “DongDongBao”,
and tell me the address of the store of “DongDongBao” in Beijing. Q
Please note that it must be from Beijing which can't be from Xi‘an.

As for the address of the DongDongBao store in Beijing, one
of their branches is located at: DongDongBao Beijing Store
GPT-40 | Address: No. 99, Xidan North Street, Xicheng District, Beijing |«

Reasoning and  instructions
are straightforward, but the
generated content is wrong
(c) Challenge of Reliable Generation.

Figure 1: Example of LLMs generation.

(RLHF) (Ouyang et al., 2022), have propelled these
models to new heights. Researchers have explored
innovative strategies like chain-of-thought reason-
ing (COT) (Wei et al., 2022), aiming to enhance
their performance in processing and generating ac-
curate responses. However, they still struggle with
more complex interactions, especially when the
input data is ambiguous, incomplete, or inconsis-
tent. Despite improvements, issues such as content
hallucination (Li et al., 2023) and logical misinter-
pretations remain prevalent. Consequently, while
LLMs show promise, they are far from flawless and
require further refinement to address the challenges
posed by more unpredictable and complex human
instructions as follows.

I. Challenge of Instruction Understanding.
One of the most pressing challenges that LLMs
face is instruction understanding as Figure 1(a) and
Figure (2I), particularly when the user input in-
volves complex or multi-step instructions. While
models have improved in parsing relatively sim-
ple queries, they continue to encounter significant
difficulties when dealing with long, context-rich
instructions or when instructions are spread across
multiple conversational turns. LLMs often fail to
grasp subtle nuances or interpret implicit meanings
embedded within the text, which leads to inaccurate
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Figure 2: Unlike previous surveys on LLMs, we do not consider the alignment between LLMs and humans as an
isolated process,instead, we view it as a continuous and dynamic information processing process consisting of
instruction understanding, intention reasoning, and reliable dialogue generation.

or incomplete responses. Existing approaches to in-
struction understanding have introduced techniques
like optimizing the model’s parsing abilities (Teng
et al., 2024), and context-aware optimization (Sun
et al., 2024). While these methods show promise,
they often fall short when addressing the complexi-
ties and ambiguities present in instructions.

II. Challenge of Intention Reasoning. Another
critical area is intention reasoning as illustrated in
Figure 1(b) and Figure 2 (II), where they struggle to
align the generated responses with the user’s under-
lying intention. Ambiguities in language, conflict-
ing instructions, and implicit requirements often re-
sult in models producing outputs that diverge from
the user’s expectations. LLMs also face difficulties
when instructions are inconsistent or contain in-
correct information, which challenges the model’s
ability to make accurate inferences. Various strate-
gies, including retrieval-enhanced generation and
fine-tuning techniques, have been proposed to en-
hance reasoning capabilities, enabling the models
to better handle inconsistent or incomplete instruc-
tions. However, these methods often introduce new
challenges related to bias and the inability to fully
resolve conflicts in user input, further complicating
the alignment between generated content and user
expectations.

II1. Challenge of Reliable Dialog Generation.
The final major challenge is the reliable dialog gen-
eration, which pertains to the accuracy, ethical con-
siderations, and stability of the content they pro-
duce, such as Figure 1(c) and Figure 2 (III. While
LLMs are generally capable of generating coher-
ent and contextually relevant outputs, they some-
times exhibit instability, generating content that is
factually incorrect, logically inconsistent, or ethi-
cally questionable. This challenge is exacerbated

by the model’s inability to recognize uncertainty,
which can lead to overconfident but inaccurate out-
puts. Recent efforts to address this issue involve
techniques like uncertainty-aware fine-tuning and
using external tools to evaluate output credibility.
However, these approaches struggle to provide a
comprehensive and reliable solution, especially in
complex or dynamic contexts.

Present Survey. Facing these challenges, there is
an increasing need for focused research on LLMs
and their interaction with human instructions and
intentions. This paper systematically analyzes
LLMs’ performance in processing human instruc-
tions, highlighting three key areas: user instruc-
tion understanding, intention comprehension and
reasoning, and reliable dialog generation. While
existing review papers address model training, fine-
tuning, and specific aspects of LLMs’ capabili-
ties (Lou et al., 2024; Plaat et al., 2024; Huang et al.,
2024b), our focus is on the LLMs’ ability to under-
stand and reason about user intentions. Specifically,
we explore how well LLMs understand user input,
reason about the user’s intention, infer user inten-
tions, and generate content that closely with human
intentions, thereby maximizing the alignment be-
tween LLMs and humans.

Comparison with Previous Surveys. While the
gap between human intention and LLMs is a core
challenge in generative Al, many studies focus on
specific aspects of the issue, lacking a comprehen-
sive overview. These works offer valuable insights
but do not provide a systematic summary of the
field. Lou et al. (Lou et al., 2024) primarily ad-
dress instruction following challenges in LLMs
without delving into the reasoning capabilities for
complex user instructions. Gao et al. analyze the
four stages of human-machine LLM interaction
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Figure 3: Challenges and existing solutions between LLMs and Human Intentions.

(planning, facilitation, iteration, and testing) but
overlook LLM’s understanding of user instructions.
Xu et al. (Xu et al.) examine the impact of vari-
ous memory conflicts on LLM-generated content
credibility and performance, yet do not consider
reasoning or intention comprehension. Plaat et
al. (Plaat et al., 2024) focus on LLM Reasoning
for basic mathematical problems, without explor-
ing its applicability to broader fields. Shorinwa et
al. (Shorinwa et al., 2024) provide an initial analy-
sis of LLMs uncertainty quantification, but exclude
user input instructions. In contrast, our survey of-
fers a more comprehensive perspective, as shown
in Figure 2 and Figure 3, with a unique classifi-
cation and systematic analysis of instruction pro-
cessing, while addressing current solutions to key
challenges.

Survey Organization. As in Figure 3, we begin
by exploring the capability of user instruction un-
derstanding (§2). Next, we focu on how models
infer implicit intentions, incorporate contextual in-
formation for logical reasoning, and address incon-
sistencies or incomplete instructions (§3). We then
examine reliable dialog generation, assessing the

quality and credibility of model-generated outputs
(§4). Next, we briefly analyze the problems faced
by LLMs in face of different challenges(§5) and
review the benchmarks(§6) for the above problems.
Finally, we propose potential research directions
(§7) and summarize the key findings (§8).

2 Instruction Understanding

LLMs excel at single-turn dialogues, but struggle to
understand multi-turn dialogues and long-contexts,
which are commonly used by users. LLMs may
forget prior information, be influenced by irrelevant
data, and overlook key inputs.

2.1 Long-Text Comprehension

Understanding lengthy textual instructions remains
a significant hurdle for large language models
(LLMs), as real-world human instructions are of-
ten expressed in loose, unstructured natural lan-
guage, contrasting with the explicitly defined tasks
and structured labeling commonly employed in cue
word engineering, so we categorize the relevant
factors into the following three categories:1) Infor-
mation Sparsity and Redundancy. Long texts



often contain redundant or irrelevant information
that can obscure the task-relevant content, leading
to difficulties in information extraction. 2) Remote
Information Failure (Figure 4). Long contexts
may cause models to forget relevant information
that is distant within the text. Additionally, links
between remote information across paragraphs or
sentences can be difficult for models to identify,
diminishing their understanding of contextual con-
nections. 3) Attention Dilution. As context length
increases, the model’s attention mechanism faces
greater computational demands and struggles to
assign appropriate weights to each token, making
it harder to prioritize key information, particularly
with complex, multi-level relationships in longer
texts. This paper classifies the existing solutions
into the following two categories:

Information Focusing. Improving LLM’s ability
to focus on important information in long texts in-
volves several methods: 1) Sparsifying attention to
concentrate on critical information (Beltagy et al.,
2020). 2) Optimizing attention to minimize redun-
dancy and emphasize core content (Chen et al.,
2024). 3) Training with location-independent tasks
to enhance the ability to search and react to relevant
information in long contexts (He et al., 2024a).

Multipath Optimization. Various methods can
enhance LLMs on long-context tasks: 1) Pre-
training with extended context windows and re-
inforcement learning for fine-tuning to optimize
long-context understanding (Zhang et al., 2024b).
2) Combining retrieval-based models with genera-
tive models on long-context tasks (Li et al., 2024b).
3) Leveraging cyclic sequence models’ linear scal-
ing property for better inference efficiency (Gu and
Dao, 2023).

2.2 Multi-Turn Conversation Handling

Multi-turn conversation serves as a fundamental in-
teraction mode between LLMs and humans. Given
the challenges users face in providing complete
and precise instructions in a single turn, they often
opt to refine and clarify their intentions incremen-
tally through iterative exchanges. However, due
to the characteristics of real-world conversations,
such as the constant changes in user intentions and
long-distance dependencies, LL.Ms still faces sig-
nificant challenges in achieving coordinated multi-
round interactions with humans.This paper catego-
rizes the challenges faced by existing LLMs when
understanding multi-turn conversations into three

categories, as follows: 1) Capability Weakening.
Current supervised instruction fine-tuning (SIFT)
and RLHF may even impair multi-turn capabili-
ties(Wang et al., 2024), with models struggling on
complex reasoning tasks that span multiple rounds,
such as those requiring evidence collection and con-
clusions (Banatt et al., 2024). Additionally, multi-
turn dialogs increase the vulnerability of LLMs
to adversarial attacks, where malicious users can
mask harmful intentions across multiple rounds,
leading to the generation of misleading or harmful
content (Agarwal et al., 2024). 2) Error Propaga-
tion. Instruction comprehension errors accumulate
across rounds, leading to an escalating failure rate
in subsequent responses (He et al., 2024b), which
may snowball into larger issues such as biased or
incorrect outputs (Fan et al., 2024). 3) Incorrect
Relevance Judgment (Figure 5 Q.1) LLMs often
struggle to identify relevant content in multi-turn di-
alogs, failing to properly link content from previous
rounds or to discern ellipsis and implicit meaning
inherent in user commands (Sun et al., 2024).

To solve above challenges, this paper catego-
rizes existing solutions into two types: supervised
fine-tuning methods using multi-turn dialogue data,
enhanced by techniques like optimized instruction
parsing (Teng et al., 2024) and context-aware pref-
erence strategies (Sun et al., 2024); and reinforce-
ment learning methods tailored for multi-turn di-
alogue, with improvements such as hierarchical
reinforcement learning (Zhou et al., 2024).

3 Intention Reasoning

User instructions often lack clarity due to language
ambiguities. While humans can infer intention,
LLMs struggle with misinterpreting ambiguous in-
puts, leading to errors. We explore causes and
solutions for intention errors, focusing on inconsis-
tent instructions, misinformation, fuzzy language,
and intention clarification.

3.1 Inconsistent Instruction Reasoning

In natural language communication, humans eas-
ily identify inconsistencies using context and prior
knowledge, whereas LLLMs struggle, often accept
contradictory inputs, and generate unreliable an-
swers. This phenomenon has been observed across
multiple question-answering generation tasks (Li
etal., 2024a; Zheng et al., 2022), and we categorize
the causes of this problem according to the scenar-
ios in which it occurs as follows: 1) Ignoring input



errors (Figure 6 Q.1). The model ignores the input
errors and gives an answer, resulting in the model
assigning the same weight to each context given by
the user, which in turn affects the generation of the
answer. 2) Inability to detect user inconsistencies
(Figure 6 Q.2). In the premise that the model has
learned the knowledge, the model still has difficulty
detecting user inconsistencies. To address inconsis-
tent instruction reasoning issues, existing solutions
primarily adopt the following two approaches:

Knowledge Updating. SituatedQA (Zhang and
Choi, 2021) attempts to enhance model perfor-
mance by updating the knowledge base. Addition-
ally, CDConv (Zheng et al., 2022) simulates com-
mon user behaviors to trigger chatbots through an
automated dialogue generation method, generating
contradictions for training purposes.

Confidence Calibration. Given the high cost
of data annotation and model fine-tuning, some
researchers have sought alternative approaches
by introducing additional processing techniques.
CD2 (Jin et al., 2024) maximizes probabilistic out-
put and calibrates model confidence under knowl-
edge conflicts using conflict decoupling and com-
parison decoding methods.

3.2 Misinformation Reasoning

Erroneous instructions mislead model outputs more
severely than inconsistent ones, as they lack obvi-
ous contradictions, requiring the model to com-
prehend, reason, compare input knowledge with
its parameterized knowledge, and make objective
judgments (Cheang et al., 2023; Xu et al., 2024).
From the input perspective, this paper classifies
the sources of erroneous information into two cat-
egories as follows: 1) Temporal Alignment Fail-
ure (Figure 7 Q.1). arises when the knowledge
provided by the user and the model is temporally
misaligned due to updates occurring at different
times, leading to inconsistent responses. Such dis-
crepancies typically originate during the training
process. 2) Information Contamination (Figure
7 Q.2). refers to the degradation of model quality
caused by the intentional distortion of input data.
To solve the above problems, existing meth-
ods mainly focus on improving model suscepti-
bility in the face of internal and external knowl-
edge conflicts through targeted fine-tuning and pro-
cessing. CKL (Jang et al., 2022) ensures that the
model’s knowledge is updated in a timely manner
through an online approach, although this approach

is slightly weaker than re-training in terms of effec-
tiveness (Liska et al., 2022). RKC-LLMs (Wang
et al., 2023) allows a large model to recognize
knowledge conflicts by means of instructional fine-
tuning that identifying specific passages of con-
flicting information. BIPIA (Yi et al., 2025) used
adversarial training to combat the effects of infor-
mation pollution and improve model robustness.
CAR (Weller et al., 2024) achieved nearly 20% im-
provement by discriminating external knowledge
that may not be contaminated in the RAG system.

3.3 Fuzzy Language Interpretation

When user instructions contain fuzzy terms (e.g.,
polysemy or vagueness), LLLMs may select an in-
correct interpretation from multiple possibilities,
potentially leading to misleading responses. This
phenomenon has been observed across multiple
information-seeking tasks (Kim et al., 2024), and
we categorize the causes of this problem according
to the scenarios in which it occurs as follows: 1)
Self-defined problem (Figure 8 Q.1). When the
user inputs content with fuzzy sentences, LLMs
may choose to generate content based on the pref-
erences of its own training data. 2) Select data
based on fuzzy input (Figure 8 Q.2). In response
to ambiguous user input, LLMs may select a de-
fault explanation without actively asking the user
to clarify.

To solve this problem, researchers have started to
parse the semantic information expressed by users
through clue engineering. Folkscope (Yu et al.,
2023) proposed the FolkScope framework, which
uses a large language model to analyze and discrim-
inate users’ fuzzy purchasing intention. Miko (Lu
et al., 2024) introduces a hierarchical intention gen-
eration framework that interprets users’ posting
behaviors by analyzing the fuzzy information they
share on social platforms. ATC (Deng et al., 2023)
utilizes the Active Thinking Chain cueing scheme,
which enhances the proactivity of a biglanguage
model by adding goal-planning capabilities to the
descriptive reasoning chain.

3.4 Intention Clarification Failure

Unlike humans, who reason based on experience,
LLMs lack real-world common sense and thus
struggle to infer complex contexts beyond their
input data. Moreover, they often fail to main-
tain a consistent reasoning trajectory across long
texts, complex contexts, or multi-turn conversa-
tions. When handling intricate intentions or sen-



timent shifts, LLMs may struggle to retain prior
context, leading to errors in inferring implicit user
needs. We categorize the causes of this problem
according to the scenarios in which it occurs as
follows: 1) Fails to detect sarcasm (Figure 9 Q.1),
when LLMs fails to understand the sarcastic in-
tention of the user. 2) Ignores prior emotional
context (Figure 9 Q.2), when LLMs focus only
on the second half of the sentence and ignore the
emotions in the previous round of dialog.

To solve above problems, researchers have
started to try to construct multi-domain
datasets (Chen et al., 2023) containing im-
plicit intentions to strengthen the ability of the
LLMs to reason about complex intentions and
user emotions in multi-round interaction scenarios.
DeepSeek-R1 (Guo et al., 2025) enhances its
understanding of human intention through a
structured process with two RL stages for refining
reasoning patterns and aligning with human
preferences. S1 (Muennighoff et al., 2025) uses
budget forcing to control the number of thinking
tokens. The upper limit is terminated early by a
delimiter, while the lower limit prohibits delimiters
and adds "wait" to guide in-depth reasoning and
optimize the quality of the answer. MoChat (Mo
et al., 2024) constructs multi-round dialogues
for spatial localization by using joint grouping
spatio-temporal localization.

4 Reliable Dialog Generation

Despite strong performance, LLMs struggle with
output reliability. Trained on large corpora using
maximum likelihood estimation, they generate de-
terministic responses. While effective on familiar
data, they often produce unstable or incomplete re-
sponses to unseen inputs, undermining reliability.

4.1 Response Stability

The knowledge acquired by the LLMs is generally
determined in the pre-training stage and stored in
a parameterized form. For data in a specific field,
the current model is generally optimized by fine-
tuning instructions so that it outputs what humans
want (Radford et al., 2019). If knowledge samples
that the model has not seen are used in instruction-
tuning, it will inevitably cause the model to give
a definite response to unknown inputs, and there
is a high probability that an answer will be fabri-
cated. This is the over-confidence of the model that
causes the model to output unreliable answers, and

we categorize the causes of this problem accord-
ing to the scenarios in which it occurs as follows:
1) Fabricated incorrect information (Figure 10
Q.1). When the model’s knowledge did not match
the input question, it fabricated information that
did not match the facts. 2) Incorrect context out-
put (Figure 10 Q.2). When the model’s knowledge
did match the input question, it output incorrect
context information. To address these issues, re-
searchers have explored uncertainty, which quanti-
fies the credibility and stability of model outputs.

Fine-tuning LLLMs. To make LLMs more ac-
curate in estimating uncertainty, existing meth-
ods fine-tune models (Sensoy et al., 2018; Amini
et al., 2020). LUQ (Zhang et al., 2024a) is a novel
sampling-based uncertainty quantification method
specifically designed for long texts. ConformalFac-
tuality (Mohri and Hashimoto, 2024) defines the
associated uncertainties for each possible output.

External Tools. Fine-tuning LLMs typically de-
mands substantial computing resources and slow
training; therefore, reducing computational over-
head is crucial for improving efficiency. Researcher
has proposed methods to evaluate the uncertainty
of model outputs through external tools (Liu et al.,
2024). ConfidenceElicitation (Xiong et al., 2024)
is a new uncertainty measurement tool for large
model outputs. CalibrateMath (Lin et al.) assesses
uncertainty by requiring models to generate nu-
merical answers with confidence levels, evaluating
their reliability.

4.2 Alignment

Despite the impressive capabilities of large lan-
guage models (LLMs), they have raised significant
concerns regarding the unsafe or harmful content
they may generate. LLMs are typically trained
on vast datasets scraped from the internet, includ-
ing inappropriate or harmful content (Bender et al.,
2021). This means that the models may inadver-
tently produce outputs misaligned with human val-
ues as follows: 1) Generation of Toxic Content
(Figure 11 Q.1). LLMs may generate toxic con-
tent, such as hate speech or offensive comments,
when asked to respond to sensitive topics (Luong
et al., 2024; Dutta et al., 2024). 2) Conflicts with
Moral/Ethical Standards (Figure 11 Q.1). LLMs
might produce outputs that conflict with moral
or ethical standards, such as guiding illegal ac-
tivities (Ramezani and Xu, 2023; Abdulhai et al.,
2024). To tackle the above concerns regarding



Cat. Benchmark Year Lang. Num. Type  Description

BotChat (Duan et al., 2024) 2023 En&Zh 7658 M Multi-round dialogue eval. via simulated data
MINT (Wang et al., 2024) 2023 En 29,307 M Tool use and feedback in multi-turn dialogue

Instrution Understanding MT-BENCH-101 (Bai et al., 2024) 2024 En 1,388 M Multi-turn dialogue ability
oo{B}ench (Zhang et al., 2024c) 2024  En&Zh 100k S Long-context handling
L-Eval (An et al., 2024) 2024 En 2,000 S Evaluation of Long-Context Language Models
LongICLBench (Li et al., 2025) 2025 En 2,100k S Long In-Context Learning
BIPIA (Yi et al., 2025) 2023 En 712.5K S Vulnerability to hint injection

Intention Reasonine Miko (Lu et al., 2024) 2024 En 10k S Multimodal social intent understanding
> e CONTRADOC (Li et al., 2024a) 2023 En 891 S Self-contradiction in long docs

CDCONV (Zheng et al., 2022) 2022 Zh 12K M Contradiction in Chinese dialogues
Open-LLM-Leaderboard (Ye et al., 2024) 2024 En 10K S Uncertainty in generation

Relibale Dialog Generate ~ ETHICS (Hendrycks et al., 2021) 2020 En 130K S Moral reasoning
FACTOR (Muhlgay et al., 2024) 2023 En 300 S Factuality in generated text

Table 1: A selection of widely used benchmark datasets for evaluating LLMs. Th“Cat.”: task stage; 'Lang.’:
language of the benchmark, a; ’Num.’: data size; *Type’: S=Single-round, M=Multi-round.

unsafe or harmful content produced by LLMs, re-
searchers have focused on various stages:

Pretraining Data Cleaning and Curation. To
minimize the risks associated with harmful or in-
appropriate content, LLM training datasets should
undergo rigorous cleaning processes (Bender et al.,
2021), such as filtering out toxic language, hate
speech, and harmful stereotypes. Tools like word
embedding debiasing methods (Rakshit et al.) can
help identify and remove toxic and biased content.

Reinforcement Learning-based Alignment. To
further align LLMs with human and societal norms,
reinforcement learning methods, such as RLHF and
its advanced variants, such as PPO (Ouyang et al.,
2022), DPO (Zeng et al., 2024), and GRPO (Shao
et al., 2024), are very essential. As an extension
of RLHF, RLAIF (Lee et al., 2024) leverages Al
systems to assist in the feedback process, making
evaluation and fine-tuning more scalable.

In-context Alignment. It leverages the ability
of LLMs to adapt their responses based on a
few examples provided in the prompt. (Lin et al.,
2024) demonstrates that effective alignment can
be achieved purely through ICL with just a few
stylistic examples and a system prompt. (Huang
et al., 2024a) explored the effectiveness of differ-
ent components of In-context alignment, and found
that examples within the context are crucial for
enhancing alignment capabilities.

5 Case Analysis

To demonstrate the challenges of existing LLMs
in above stages, we provide cases analysis in Ap-
pendix B, and make statistical comparisons in Ta-
ble 2. The results show that models with reason-
ing capabilities (such as GPT-03*, Deepseek-R1%*)
perform better in command understanding tasks
such as long text understanding and multi-round
dialogue, but have not completely solved all prob-
lems. In the intention reasoning task, except for

"Inconsistent information reasoning", the models
generally performed poorly, and only a few models
partially passed the case. In terms of reliable dia-
logue generation, all models performed poorly in
response stability, and only GPT-03 and Deepseek-
R1 performed well in the alignment test. Overall,
while reasoning abilities contribute to improved
task performance, significant limitations remain
across all three stages.

6 Benchmark

This section covers benchmarks for LLMs in above
three stage (Table 1), more details see Appendix A.

6.1 Benchmarking Instruction Understanding

Instruction understanding in LLMs involves ex-
tracting key information, maintaining coherence,
and adapting to dynamic conversation changes, es-
pecially in long or multi-round dialogues. LLM
capabilities in multi-turn dialogue and long-context
processing have been explored through various
benchmarks. BotChat (Duan et al., 2024) evaluates
dialogue generation, showing GPT-4’s strengths
but noting instruction compliance and length limi-
tations in other models. MINT (Wang et al., 2024)
highlights limited progress in tool use and feedback
for complex tasks. MT-Bench-101 (Bai et al., 2024)
identifies challenges in enhancing long-term inter-
action skills. For long-context tasks, performance
drops in ultra-long texts (Zhang et al. (Zhang
et al., 2024c¢)), L-Eval (An et al., 2024) emphasizes
length-instruction-enhanced metrics, and Longl-
CLBench (Li et al., 2025) reveals difficulties in
reasoning across multiple pieces of information.

6.2 Benchmarking LLM Reasoning

LLM intention reasoning involves inferring user
intentions by interpreting both explicit and implicit
language cues. The existing benchmarks com-
prehensively evaluate the multifaceted reasoning
capabilities of LLMs, encompassing vulnerabil-



Stage Challenge

GPT-40

GPT-03* Qwen3 Qwen3* Deepseek-v3 Deepseek-R1*

Long-Text Comprehension

Instruction Understanding Multi-Turn Conversation Handling

Inconsistent Instruction Reasoning
Misinformation Reasoning

Fuzzy Language Interpretation
Intention Clarification Failure

Intention Reasoning

Response Stability

Reliable Dialog Generation Alignment

oNellok"A-"NeolloKe!

> 0lmw >0 > >
olelioNoNoNe koKe!
anaQaQwOa >
aNaaQwwan
> Qaara > >

Table 2: Results of using different LLMs on the challenge cases; * denotes models with reasoning abilities. A’
indicates the model’s accuracy is greater than 75%, *B’ is between 50% and 75%, and ’C’ is below 50%.

ity to indirect hint injection attacks (BIPIA (Yi
et al., 2025)), advantages in multimodal intention
understanding (Miko (Lu et al., 2024)), analysis
of self-contradictions in long documents (CON-
TRADOC (Li et al., 2024a)), and contradiction
detection in Chinese dialogues (CDCONYV (Zheng
et al., 2022)). Collectively, these benchmarks high-
light both the challenges and advancements of
LLMs in complex reasoning.

6.3 Benchmarking LLM Generation

LLM Generation assesses a model’s ability to un-
derstand user instructions, avoid fabricating false
information, and generate accurate, contextually ap-
propriate responses. Open-LLM-Leaderboard (Ye
et al., 2024), ETHICS (Hendrycks et al., 2021)
and FACTOR (Muhlgay et al., 2024) all focus on
the reliability evaluation of content generated by
large models. Open-LLM-Leaderboard finds that
large-scale models have higher uncertainty, and
fine-tuned models have higher accuracy but greater
uncertainty. ETHICS focuses on the ethical value
alignment of generated content. FACTOR evalu-
ates factuality through scalable methods to ensure
that diverse and rare facts are covered.

7 Future Directions

This section summarizes ongoing challenges in
above stages with LLMs and outlines potential fu-
ture research directions.

Automated Annotation Framework. Although
LLMs excel in general-domain tasks, they often
produce hallucinated or incomplete content in spe-
cialized fields due to limited domain-specific train-
ing data. While contextual learning and instruction
fine-tuning methods have been explored to address
this issue, manual data annotation remains labor-
intensive and prone to quality inconsistencies. An
automated annotation framework could streamline
data labeling, enhancing model performance in spe-
cialized fields by ensuring higher quality and scala-
bility of domain-specific training datasets.

GraphRAG. LLMs have shown impressive lan-
guage generation capabilities through pre-training
on large datasets, but their reliance on static data
often results in inaccurate or fictional content, par-
ticularly in domain-specific tasks. The Graph-
enhanced generation approach aims to tackle this
by leveraging KGs and GNNs for precise knowl-
edge retrieval. Despite its advantages, GraphRAG
faces challenges in capturing structural information
during graph reasoning tasks and struggles with
multi-hop retrieval accuracy and conflict resolu-
tion between external and internal knowledge. Fu-
ture work should focus on refining retrieval strate-
gies and improving the stability and accuracy of
GraphRAG in complex tasks.

Balancing Safety and Performance. Although
advancements in alignment techniques have im-
proved factual accuracy and safety, they often come
at the cost of the model’s creativity and fluency.
Striking a balance between safety and performance
is crucial. Future research should explore new
alignment methods that ensure both the safety and
usability of LLMs, optimizing the trade-off be-
tween generating reliable, safe content and main-
taining the model’s creative and contextual capabil-
ities.

8 Conclusion

This paper analyzes LLMs’ performance in process-
ing user instructions. Despite progress in natural
language understanding, LLMs struggle with com-
plex, inconsistent instructions, often resulting in
biases, errors, and hallucinations. Improvements
through prompt engineering, model expansion, and
RLHEF et al. have not fully addressed LLMs’ limi-
tations in reasoning and comprehension, limiting
their real-world applicability. We identify three
challenges: instruction understanding, intention
reasoning and reliable dialog generation. Future
research should focus on enhancing reasoning for
complex instructions and aligning outputs with user
intention to improve LLMs’ reliability.



Limitations

We have made significant efforts to ensure the qual-
ity of this study, but certain limitations may still
exist. First, due to constraints on the length of the
discussion, this article primarily focuses on analyz-
ing examples of human interaction with large mod-
els, which inevitably limits the depth of method-
ological details we can explore. Second, while our
meta-analysis draws extensively from prominent
academic platforms such as the ACL conference
series, ICLR, ICML, and the arXiv preprint reposi-
tory, it is possible that some valuable insights from
other sources have not been included. It is worth
noting that several open scientific questions in this
field remain unresolved, and the academic commu-
nity has yet to reach a consensus on these issues.
To address these limitations, we plan to establish
a long-term tracking mechanism to monitor new
developments in the field. This will allow us to in-
corporate emerging theoretical advancements and
dynamically refine or expand upon the perspectives
presented in this study.
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A Benchmark Details

A.1 Instruction Understanding Benchmark

BotChat (Duan et al., 2024) specifically ad-
dresses the evaluation of LLMs’ ability to emu-
late human-like, multi-turn conversations using
an LLM-centric approach. This benchmark as-
sesses utterance generation, evaluation protocols,
and judgment. Findings suggest that models like
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GPT-4 demonstrate exceptional performance as
both generators and judges, producing human-
indistinguishable dialogues and showing high align-
ment with human evaluation standards. Conversely,
other LL.Ms face challenges in generating qual-
ity multi-turn dialogues due to issues like inade-
quate instruction-following and a tendency towards
prolixity, particularly in generating extensive dia-
logues.

MINT (Wang et al., 2024) introduces a bench-
mark that evaluates LLMs’ capacity to solve com-
plex tasks through multi-turn interactions, em-
phasizing the use of external tools and leverag-
ing natural language feedback. MINT provides a
reproducible evaluation framework where LLMs
can access tools and receive simulated user feed-
back. Analysis using MINT reveals that LLMs
generally benefit from tools and language feed-
back. Interestingly, studies with MINT suggest that
techniques like supervised instruction-finetuning
(SIFT) and reinforcement learning from human
feedback (RLHF) might not consistently improve
multi-turn capabilities, indicating the need for fur-
ther research in training methodologies for conver-
sational settings.

MT-BENCH-101 (Bai et al., 2024) offers a struc-
tured approach with its three-layer hierarchical
capability taxonomy and a dataset of 1,388 dia-
logue pairs across 13 tasks. This allows for a fine-
grained evaluation of LLMs’ multi-turn dialogue
skills. The findings from studies utilizing MT-
BENCH-101 indicate that commonly employed
techniques yield limited improvements in multi-
turn performance, suggesting a need for more ef-
fective methods to enhance conversational abilities
over extended interactions.

Zhang et al. (Zhang et al., 2024c) focus on the
challenge of long-context processing, introducing a
benchmark of 12 tasks, each averaging over 100K
tokens, to assess LLMs’ long-context processing
abilities. Results indicate a marked performance
drop with longer contexts, highlighting the need
for further improvement.

L-Eval (An et al., 2024) contributes to standard-
izing the evaluation of Long-Context Language
Models (LCLMs) by providing a new evaluation
suite with diverse tasks, document lengths (3k to
200k tokens), and a large number of human-labeled
query-response pairs. It also investigates the ef-
fectiveness of evaluation metrics, suggesting that
Length-instruction-enhanced (LIE) evaluation and
LLM judges correlate better with human judgments.
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Comprehensive studies using L-Eval offer insights
into the performance of both commercial and open-
source LCLMs.

LongICLBench (Li et al., 2025) focuses on long
in-context learning in extreme-label classification,
with input lengths ranging from 2K to 50K tokens
and a large number of classes. Evaluation on this
benchmark showed that while LLMs perform well
on less challenging tasks, they struggle with more
complex ones involving a large label space and
longer contexts, revealing a bias towards later parts
of the input and difficulty in reasoning over multi-
ple pieces of information.

A.2 LLM Intention Reasoning Benchmark

BIPIA (Yi et al., 2025) evaluates LL.Ms under indi-
rect hint injection attacks across five scenarios and
250 targets, revealing vulnerabilities in all models,
with GPT-3.5-turbo and GPT-4 exhibiting notably
higher susceptibilities.

Miko (Lu et al., 2024) assesses multimodal mod-
els in understanding social media user intentions.
The benchmark, which includes 979 social media
entries, shows that multimodal LLMs outperform
text-only models like LLama2-7B and GLM4. In-
corporating image data enhances the model’s abil-
ity to interpret user intentions, improving accuracy.

CONTRADOC (Li et al., 2024a) is the first
dataset for analyzing self-contradictions in long
documents. Evaluation of GPT-4, PalL.M2, and
other LLMs on this dataset reveals that while GPT-
4 outperforms others and even surpasses human
performance, it still struggles with complex contra-
dictions requiring nuanced reasoning.

CDCONYV (Zheng et al., 2022) focuses on con-
tradiction detection in Chinese dialogues, contain-
ing over 12,000 dialogue rounds. The study shows
that the Hierarchical method consistently outper-
forms others in detecting contradictions, highlight-
ing the importance of accurate contextual modeling
in dialogue understanding.

A.3 LLM Reliable Generation Benchmark

Open-LLM-Leaderboard (Ye et al., 2024) intro-
duces a novel benchmark that integrates uncertainty
quantification to evaluate the reliability of content
generation across tasks like QA, comprehension,
and dialogue. Results show that larger models of-
ten exhibit greater uncertainty, and fine-tuned mod-
els tend to have higher uncertainty despite higher
accuracy.
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ETHICS (Hendrycks et al., 2021) evaluates
whether generated content aligns with human eth-
ical values, such as justice and well-being. The
study finds that while models like GPT-3 show
promise in predicting human moral judgments, they
still need improvement in this domain.

FACTOR (Muhlgay et al., 2024) addresses the
evaluation of factuality in LLMs by providing a
scalable method that ensures diverse and rare facts
are considered. Testing models such as GPT-2 and
GPT-Neo show that, while benchmark scores corre-
late with perplexity, they better reflect factuality in
open-ended generation, especially when retrieval
augmentation is applied.

B Challenges Cases in Human-LLMs
Aligement

To fully understand the limitations of large lan-
guage models (LLMs) in practical applications, it is
particularly important to analyze their performance
in a variety of complex scenarios. We collected
human user instructions from real scenarios that
the large model needs to interact with on a total
of eight challenges that the summarized existing
large language models (LLMs) face in the three
phases of instruction understanding, intention rea-
soning, and reliable dialog generation, and cleaned
and filtered the instructions through manual screen-
ing, diversity sampling, and difficulty filtering, and
finally, 50 human instructions were used for each
challenge.

The statistical results of the test are shown in
Table.2. In this section, we will present a series
of representative case studies and conduct an in-
depth analysis of the current mainstream LLMs
(including GPT-40, GPT-03, Qwen3, DeepSeek-
V3 and DeepSeek-R1). Besides, the blue smiley
face indicates that the model is capable of providing
accurate responses or identifying inconsistencies
in the user’s input instructions. In contrast, the
red crying face signifies that the LLM failed to
recognize contradictions in the user’s instructions
and produced incorrect responses. Through these
cases, we systematically reveal the typical failure
modes of each model in different aspects and their
deep-seated causes, providing important references
and directions for targeted optimization in future
research.



B.1 Case of Instruction Understanding

Although large language models (LLMs) perform
well in short text and single-round dialogue scenar-
10s, their ability to understand and execute complex
instructions in long contexts and multi-round dia-
logues still faces many severe challenges.

Figure 4 shows that long texts usually contain a
lot of irrelevant or redundant information, which
causes the core content directly related to the task
to be submerged. The model is prone to omission
or confusion when extracting key information, and
even hallucinations, thereby generating content that
is irrelevant to the user’s instructions.

Figure 5 shows that when dealing with long-
distance information associations that need to span
multiple paragraphs or dialogue rounds, the model
often has difficulty tracking and integrating the log-
ical relationship between contexts, thereby losing
important clues. In multi-round dialogue scenarios,
the model is not only prone to gradually accumu-
late errors due to inaccurate understanding of the
previous text, but may also fail to correctly judge
the relevance of each round of dialogue, causing
the answer to deviate from the user’s real needs.

As shown in Table 2, Figure 4, and Figure 5,
in the instruction understanding stage, the rea-
soning models generally performed well on the
"Long-Text Comprehension” task, while the non-
reasoning models all struggled, and for “Multi-
Turn Conversation Handling”, in addition to the
non-reasoning models, Qwen3, which provides rea-
soning capability, also exhibited suboptimal perfor-
mance. The above results show that reasoning can
effectively improve the ability of LLMs in instruc-
tion understanding, but cannot completely solve
the instruction understanding problem.

B.2 Case of Intention Reasoning

Since there are often spelling errors, factual contra-
dictions and semantic ambiguities in user instruc-
tions, LLM faces many challenges in understanding
the user’s true intentions.

Figure 6 shows that the model often relies too
much on the user’s input and ignores the obvious
errors in the input. It tends to generate answers
directly instead of identifying and correcting these
errors first;

Figure 7 shows that when knowledge updates
are not synchronized or input data is maliciously
tampered with, the model is more likely to output
information that is inconsistent with actual needs
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or contaminated. However, the reasoning model
can identify the errors, indicating that the model’s
reasoning ability is crucial in identifying the user’s
input intention.

Figure 8 shows that when faced with ambiguous
or uncertain expressions, large models usually tend
to customize questions or give default explanations
based on their own training preferences, rather than
actively asking users for more context.The GPT se-
ries performs better than models such as DeepSeek
in such tasks, indicating that even models with
strong reasoning capabilities may have difficulties
in dealing with modal expressions such as sarcasm
and irony. This reflects the limitations of Al in
understanding complex human language expres-
sions, as well as differences in the coverage of such
language phenomena in the training data and the
depth of the model’s understanding of the social
and cultural context.

Figure 9 shows that for implicit intentions such
as sarcasm, metaphors, and emotions, the model
often only focuses on the literal meaning and has
difficulty grasping the deep emotions or context,
thereby outputting incorrect analysis results.

As shown in Table 2, Figure 6 to Figure 9, in
the intention reasoning stage, all models encoun-
tered difficulties and performed poorly in “Inconsis-
tent Instruction Reasoning”, “Fuzzy Language In-
terpretation” and “Intention Clarification Failure”;
in “Misinformation Reasoning”, only GPT-03 and
Deepseek-R1 achieved good performance, while
the other models underperformed. This suggests
that all models have significant challenges in rea-
soning about intentions.

B.3 Case of Reliable Dialog Generation

Current large language models exhibit both de-
terministic response preferences and ambiguous
knowledge boundaries during generation. When
queries fall within the model’s knowledge cover-
age, the outputs are generally reliable; however, in
open-domain or previously unseen scenarios, the
quality of generated content fluctuates significantly.

Figure 10 illustrates the instability of LLM-
generated content, which primarily manifests in
two typical issues: First, when the model lacks
relevant knowledge or information regarding the
input (Q.1), it tends to fabricate details, producing
content inconsistent with facts and thereby sub-
stantially compromising the accuracy and reliabil-
ity of its outputs. Second, even when the model
possesses relevant knowledge (Q.2), it may still



misinterpret or improperly integrate contextual in-
formation, resulting in outputs that are contextually
inappropriate or logically flawed. These issues not
only undermine user experience but also limit the
applicability of LLMs in high-stakes scenarios.

Figure 11 demonstrates the misalignment be-
tween model-generated content and human values,
mainly reflected in the model’s potential to violate
widely accepted moral and ethical standards. On
one hand, when handling sensitive or controversial
topics, the model may generate harmful, offensive,
or discriminatory statements, negatively impact-
ing users. On the other hand, it may also produce
responses that encourage illegal activities or contra-
vene social ethics, introducing potential legal and
societal risks and imposing higher requirements on
the safety and trustworthiness of LLMs.

As shown in Table 2, Figure 10 and Figure 11,
in the reliable dialog generation stage, all models
failed to maintain “Response Stability”; in “Align-
ment” test, only GPT-03 and Deepseek-R1 per-
formed well, while the rest of the models failed.
The results show that all models have clear short-
comings in “Response Stability”, and the reasoning
models have improved in “Alignment”.

Overall, reasoning capabilities can improve the
performance of llms for interacting with real hu-
man user commands, however, all models still face
significant challenges and remain underpowered in
real-world and human interaction scenarios.
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Q.1
This is a paper. Please
read:<Paper
content>...The  Sat-
RIA knowledge graph
uses the embedding
method to evaluate
the reliability  of
edges. If an edge's
score is lower than the
set threshold, it will
be automatically
removed from the
graph. Please answer
“Correct” or
“Incorrect,” and give
a one-sentence reason.

Q.1.1: I want to buy

some clothes for
summer that aren’t
too hot.

Q.1.2: But I also

want sun protection,
so something longer
would be better.
Q.1.3 : However, I
don’t like white — it
makes me  look
bigger and gets dirty
easily.

Q.1.4: Actually, I've
been working out
lately, so I might not
look big for much
longer...

Q.1.5: So, do you
think I can wear a
tank top now?

ChatGPT-40

Answer: Correct.

Reason: The paper indeed mentions that Sat-RIA uses
multi-relational embeddings to evaluate edge reliability
in the knowledge graph by checking for consistency. If
the edge score falls below the threshold k, it will be
flagged for further review. This clearly shows that
edges deemed unreliable based on embeddings will be
removed.

ChatGPT-03
Answer: Incorrect.
The paper only says that edges are scored using multi-

relational embeddings and those with low scores are
flagged for further review, without mentioning

automatic removal from the graph.

ChatGPT-40
Al: When dressing for summer, it's important to choose
i i and t-wicking fabrics.

Below are a few outfit recommendations that are
suitable for summer and won’t make you feel too hot:
A2:

Ad: o

AS5: Haha, that’s a really interesting question!“So, do
you think I can wear a tank top now?” — Sounds like
you're a bit hesitant but also looking forward to seeing
the results of your workouts.

‘Wearing something comfortable, feeling confident,
and being yourself is already the best version of you.

ChatGPT-03
Al: To choose summer clothes that aren’t stuffy, the
key lies in three aspects: fabric, cut, and functionality.

A3
A4

A5: T think you're totally ready to wear a tank top
now — and it suits you even better than you imagine!
Go for it! Choose a tank top with low-saturation color,
wide shoulder straps, and cooling fabric. Then simply
layer a lightweight sun-protection shirt over it when
going outside — you'll be able to show off your fitness
results without worrying about looking bulky or getting

atan. ©

Qwen3-235B-A22B-w/o Reasoning

Answer: Correct.

The paper states that to ensure completeness and
accuracy of the knowledge graph, consistency
validation is proposed using embeddings to verify the
relationships and data in the graph. For specific
relations, scoring is done, and if the score is lower than
the threshold, the relation is flagged for further review,
indicating possible unreliability.

Qwen3-235B-A22B-w Reasoning

Answer: Incorrect.

Reason: The paper states that Sat-RIA uses multi-
relational embeddings to evaluate edge reliability and
sets a threshold k to flag low-scoring relationships for
further review, but does not mention an "automatic
removal" mechanism—instead, those flagged go
through a human evaluation process.

Qwen3-235 2B-w/o Reasoning
Al: Absolutely! The key to choosing summer clothes is
breathability, lightness, and comfort, while also
considering whether the style suits your own look and
the occasion. Here are some tips to help you find
summer outfits that look good and won't feel hot: ......

A3
Ad: ...

'AS5: Haha, that’s an interesting question!

“So do you think I can wear a tank top now?” — It
sounds like you're a bit torn, but also excited to see the
results of your workouts.

How about I help you pick a few tank-top styles that
fit your current fitness stage, are slimming, and
don’t show dirt easily? I can give you specific
recommendations. @ &

Qwen3-235B-A22B-w Reasoning
Al: Based on your need to stay cool in summer, here
are some outfit suggestions for you:l. Prioritize

598 o000
A3:
A4
AS5: Whether wearing a tank top suits you depends
on your fitness progress and your desire to appear
slimmer, and should be evaluated in stages. Below is
a professional suggestion:

1. The “Three Key Indicators™ to assess if you're ready
to wear a tank top:

Special note: It's recommended to start with a "relaxed-
fit tank top"...

©

DeepSeek-V3

Answer: Correct.

The paper mentions using multi-relational embeddings
to evaluate the reliability of edges in the knowledge
graph. It sets a threshold to filter out low-scoring edges
(see formula 3 and context).

DeepSeek-R1

Answer: Incorrect.

The paper states that relationships with scores below
the threshold are flagged for further review, but are not
automatically deleted.

©

Figure 4: Case of Remote Information Failure (§2.1), where the model forgets relevant information over long
distances in long context.

DeepSeek-V3
Al: When choosing summer clothes, it’s important to
focus on ity, sweat i sun i

and lightness.

Here are a few practical suggestions to help you pick
easily:

A2:
A3
Ad:
AS: Absolutely! Tank tops are a top choice for summer.
The key is to choose styles that suit your current body
shape and are appropriate for the occasion. I've put
together this “Tank Top Confidence Guide™ for you: You
can totally wear a tank top now! Just go for the right
cut — it's actually one of the coolest and most energetic
summer pieces. Would you like me to recommend some
specific styles?

DeepSeek-R1
Al: When choosing cool and breathable clothing for
summer, you can consider the following aspects to help
you stay fashionable and comfortable in the heat:

£¥8 ooocon
AS:Absolutely! Since you're committed to working out
and confident about how your body is changing, now is
the perfect time to boldly try wearing a tank top! But if
you want to look stylish and high-end in a tank, the key
lies in choosing the right style and cleverly pairing it
to highlight strengths and conceal weaknesses.

Here’s a personalized tank top styling guide for
you

©

Figure 5: Case of Incorrect Relevance Judgment(§2.2), such as the model incorrectly associates wrong content
from the previous turn.
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Q.1

Please list four facts
about Earth. Each
explanation  must
consist of more than
two words but fewer
than five words, and
each explanation
must be more than
seven words long.

Q2
Please introduce
artificial intelligence
in an English
sentence that does
not contain any
letters.

Q.1

Please  provide
time of the
metro/train from
London Heathrow
Airport to the city
center on February 29,
2025.

the
first

Please provide tour
guide  information
for Moon Island in
Nanjing.

ChatGPT-40
Sure! Here are four facts about Earth, with each
explanation containing more than two but fewer than five
words, and each explanation having more than seven
characters total:
1. Rotates around Sun — Completes one full orbit every 365
days.2. Has liquid water — Covers about 71 percent of surface.
3. Supports complex lfe ~ Hosts millions of species in
ecos
s mag magnetic field — Protects from solar wind.......

ChatGPT-03
Third planet from Sun
Age exceeds 4 billion
Seventy-one percent water
Single natural satellite Moon

ChatGPT-40

Lo+ @2=-®

ChatGPT-03

o+l ®%.

ChatGPT-40
According to the inquiry results, on Saturday, February 29,
2025, the first metro (Piccadilly Line) from London
Heathrow Airport to the city center is expected to depart
around 5:10 a.m. However, the exact time may vary depending
on service schedules. It is recommended to check the official
website of Transport for London (TfL) or use Heathrow

Airport’s journey planner for the most accurate information.

ChatGPT-03

Sorry to interrupt, but 2025 is not a leap year, so February
has only 28 days—there is no such date as February 29, 2025.
If you would like to check the time of the first London
Underground or Elizabeth Line train from Heathrow Airport
for the following day (Saturday. March 1, 2025) or another
specific date, please provide the correct date and I’ll be happy
to look it up and offer a detailed timetable and transfer
suggestions.

ChatGPT-40
"Moon Island" in Nanjing is not an officially designated
tourist attraction, so there is limited tour guide information
available in public tourism resources. If you are referring to a
specific site or area within Nanjing, please provide a more
detailed name or location so that I can offer you more accurate

tour guidance. @
ChatGPT-03

According to the official scenic spot directory of the Jiangsu
Provincial Department of Culture and Tourism, the tourism
maps published by the Nanjing Municipal Bureau of Culture
and Tourism, and the attraction indexes on major travel
platforms such as Ctrip, Tripadvisor, and Qunar, there is o
publlcly accessible tourist site named “Moon Island” in
Nanjing. All travel-related information associated with “Moon
Tsland” refers instead to the Moon Island located on the w
bank of the Xiang River in Wangcheng District, Changsha ¢
Hunan Province.

Qwen3-235B-A22B-w/o Reasoning
Earth s the third planet from the Sun.
It has one natural satellite, the Moon.
Liquid water covers about 71% of its surface.
Earth supports a diverse range of life forms.

por bt

Qwen3-235B-A22B-w Reasoning
1. Earth is the third planet: From the Sun, positioned in the
habitable zone allowing liquid water and life.
2. Earth has a dynamic atmosphere: Composed of nitrogen and
oxygen, it regulates climate and sustains diverse ecosystems.
3. Earth’s rotation creates day-night cycles: Completing a 24-
hour rotation, it drives circadian rhythms in living organisms.
4. Earth’s moon stabilizes its tilt: Gravitational interactions
maintain  axial stability, crucial for long-term climatic
consistency.

Qwen3-235B-A22B-w/o Reasoning
“Atificial intelligence is a form of technology that
enables machines to perform tasks requiring human-like

thinking, such as leaning, reasoning, and problem-
solving”

Qwen3-235B-A22B-w Reasoning
@-xm

Figure 6: Case of Inconsistent Instruction Reasoning (§3.1), where LLMs fail to detect conflicting inputs (Q.1) or
overlooking logical inconsistencies (Q.2)

Qwen3-235B-A22B-w/o Reasoning
February 29, 2025 is a valid date in a leap year—it does
indeed exist. Regarding the first metro service from London
Heathrow Airport to the city center, here is the relevant
information: Heathrow Airport is connected to central London
primarily via the Piccadilly Line. This line runs from Heathrow
to the city center, with the final destination at Cockfosters. On

Friday, February 29, 2025, the first train is expected to depart
between approximately 05:10 and 05:25.

wen3-235B-A22 Reasonin

The date you mentioned, February 29, 2025, does not
actually exist because 2025 is not a leap year (a leap year
must be divisible by 4, but 2025 + 4 = 506.25). Therefore, the
last day of February in 2025 is February 28. If you intended to
inquire about February 29, 2024 (the most recent leap year), or
February 28, 2025, please clarify so T can provide the relevant
transportation information.

Qwen3-235B-A22B-w/0 Reasoning
Nanjing Moon Island is a tourist destination located in
Jiangning District of Nanjing City, known for its
combination of natural beauty and cultural charm. Situated
along the banks of the Qinhuai River, the island gets its name
from its crescent-moon shape. With its scenic landscape and
fresh air, it is an ideal spot for leisure activities, spring outings,

and family trips. The following is tour guide information about
Nanjing Moon Island......

Qwen3-235B-A22B-w Reasoning
Nanjing Moon Island is an ecological wetland park located
in Jiangning District of Nanjing City, situated along the
banks of the Qinhuai River. It feafures natural landscapes and
leisure activities as its main attractions. Below is detailed
information about this site for your reference:
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DeepSeel
Here are four facts about Earth,
guidelines:
Third planet from Sun — Earth orbits the Sun between Venus and

Tollowing your  specific

Mostly covered in water — About 71% of its surface is oceans.
Each fact's explanation meets your criteria: more than two
words but fewer than five words in the bolded part, and
more than seven words in the full sentence.

DeepSeek-R1
1. Third planet from Sun
Orbits at an average distance of 93 million miles.
2.71% covered in water
Oceans dominate ~surface,
globally.
3. Atmosphere contains life-sustaining oxygen
Composed of 21% oxygen, enabling aerobic organisms.
4. Has protective magnetic field
Generated by molten iron outer core movement.

supporting diverse ecosystems

DeepSeek-V3
“Al is smart tech for future.”
(Note: The original request for "an English sentence
without any letters" is unachievable, as English sentences
must consist of letters. The above is a simple English
For a letter-free expression, one may use only
symbols or numbers—for example, **"1.0 > 0.9"* to

are more obscure in meaning.)

metaphorically imply Al progress, though such expressions @

DeepSeek-R1
@): "2023's #1 tech: systems analyze data, learn patterns,
& decide via algorithms—all sans letters."
(Note: The sentence contains only numbers, symbols, and
spaces, without using any English letters.)

DeepSeek-V3
February 29, 2025 is considered a leap day, but 2025 is not
a leap year (the leap years around it are 2024 and 2028).
Therefore, February 2025 has only 28 days, and February 29
does not exist that year. If you are looking to check the first
metro departure from London Heathrow Airport to the city
center on February 28, 2025, please refer to the following
information (based on the London Underground Piccadilly
Line):

DeepSeek-R1

Regarding your inquiry about the first metro from London
Heathrow Airport to the city center on February 29, 2025, it is
important to note a key issue: 2025 is not a leap year, so
February has only 28 days—February 29 does not exist
that year. If you would like to know the regular first metro
departure times from Heathrow to the city center, you can refer
to the following information (based on the Piccadilly Line;
actual times may vary slightly depending on the specific date):

DeepSeek-V3

Nanjing Moon Island (also known as Jiangxinzhou) is a
small island located in the Yangtze River within Jianye
District of Nanjing City. In recent years, it has become a
popular destination for both locals and tourists due to its
natural scenery and relaxing atmosphere. Below is some
practical tour guide information about Moon Island for your
reference:

DeepSeek-R1
There is no officially designated or well-known tourist
attraction in Nanjing named "Moon Island." However,
based on your description, you might be referring to one of the
following commonly mentioned locations by visitors:
1. Jiangxinzhou (Jiangxin Island), Nanjing
2. Yuzui Wetland Park, Nanjing

©

Figure 7: Case of Misinformation Reasoning (§3.2), caused by temporal misalignment leading to failure responses
(Q.1) or data contamination resulting in misleading outputs (Q.2).



Please provide me
with a history of the
development of Apple.

A certain  chain
restaurant brand is
planning to open a
new store in China.
Which city should
be the top choice?

ChatGPT-40
Of course! But could you please clarify — by “the
history of Apple,” do you mean the development of
Apple Inc., the technology company, or the apple fruit,
including its cultivation and spread throughout history?

©

ChatGPT-03
Overview of the Evolution of the Two Main "Apple” Themes:
In Chinese. the word “apple” refers to both the fruit that
has jied human civilization for of years
and Apple Inc., the technology company founded in 1976.
The following is a parallel timeline outlining how each has
respectively influenced agriculture, culture, and the tech

industry.

ChatGPT-40
Recommended City: Chengdu
Brief Reasons for Recommendation:
1. Active Dining Consumption: Chengdu residents dine out

frequently and show strong spending willingness.

2. High Culinary Inclusiveness: ......

ChatGPT-03
Recommended City: Chengdu
In 2024, Chengdu's catering revenue reached approximately
RMB 162.5 billion, representing a year-on-year growth of over
6%, significantly outperforming first-tier cities like Beijing and
Shanghai, which saw either negative or minimal growth—

indicating robust consumer demand......

Qwen3-235B-A22B-w/o Reasoning
Apple Inc. was founded in 1976 by Steve Jobs, Steve
Wozniak, and others. In 1977, the company launched the
Apple I computer, marking the beginning of the personal
computing revolution. In 1984, Apple introduced the
Macintosh, featuring a graphical user interface that pioneered a
new direction in human-computer interaction. After

experiencing a downtumn in the 19905, Steve Jobs returned in
1997 and ......

Qwen3-235B-A22B-w Reasoning

Apple Inc. was founded in 1976 by Steve Jobs, Steve
Wozniak, and others. In 1977, the company launched the
Apple II, ushering in the era of personal computing. In 1984, it
released the revolutionary Macintosh, introducing the graphical
user interface and mouse-driven interaction. In 1997, Jobs
returned to a near-bankrupt Apple and revitalized the brand
with the launch of the iMac series. In 2001, .....

Qwen3-235B-A22B-w/o Reasoning
If you're planning to open a restaurant, my top
recommended city is Chengdu.
Why Chengdu?
Renowned as a "City of Gastronomy" with a strong food
culture and vibrant consumption atmosphere [ Moderate pace
of life and relatively low labor costs......

When choosing a
must be taken into account. Below are some key indicators and
recommended city analyses:

Chengdu — Strong culinary tradition, moderate per capita
spending, and a thriving tourism industry.

Shenzhen — Large influx of young people, strong spending
power, and a highly inclusive consumer market. .....

DeepSeek-V3

The History of Apple Inc.:

In 1976, Steve Jobs, Steve Wozniak, and Ronald Wayne
founded Apple Inc. and introduced the Apple T computer. In
1977, the Apple II became the first commercially successful
personal computer. In 1984, the Macintosh was launched with
a revolutionary graphical user interface. In 1997, Jobs returned
to astruggling Apple and ......

DeepSeel

In 1976, Steve Jobs, Steve Wozniak, and Ronald Wayne
founded Apple Inc. and introduced the Apple I computer. In
1977, the revolutionary Apple II became the first mass-produced
personal computer, establishing Apple’s position in the industry.
In 1984, the Macintosh debuted with the first operating system
featuring a graphical user interface, transforming  traditional
command-line interaction. After a period of internal turmoil, Jobs
retumed to Apple in 1997 and reversed its decline with the
launch of the iMac in 1998. The iPod and ......

Selecting the optimal city for opening a new restaurant requires
a comprehensive evaluation of factors such as consumer
purchasing power, population size, competitive landscape, and
commercial infrastructure.

Shanghai may be the best choice, based on the following
reasons:

Strong Consumer Power: ...

DeepSeek-R1
Choosing a prime city for opening a restaurant requires a
holistic assessment of consumer purchasing power, market
competition,  policy incentives, and  demographic
structure.Based on current trends and aggregated data,
Chengdu is a highly recommended option.
Recommended City: Chengdu
Strong Consumption Potential ......

Figure 8: Case of Fuzzy Language Interpretation (§3.3), where the model relies on biases for fuzzy queries (C.1)
or defaults to a response without seeking clarification (C.2)

I wish we had
meetings every day,
that would be great.

Q2
I recently bought a
house with a loan,
and now I'd like to
know  what the
dietary habits of pet
rabbits are.

ChatGPT-40
Ah, daily meetings-truly living the dream!
Sounds like you're brimming with enthusiasm.
Hopefully, this one turns out to be worth your
time!

ChatGPT-03
I hear you—that “daily meeting dream™ can
feel a bit.... overwhelming. Here are a few ways
to keep the meeting load from turning into an
endurance sport (or at least make it less
painful);

ChatGPT-40
Congratulations on your new home! {XHere’s a scientific
and systematic overview of the dietary habits of pet rabbits
to_help ensure your bunny grows up healthy and happy:

Overview of a Pet Rabbit’s Diet
A pet rabbit’s diet should be high in fiber, low in fat, and low
in sugar. The ideal dietary structure includes the °

ChatGPT-03

Ideal Dietary Composition for Pet Rabbits:

Hay: High-quality dry grass (e.g., timothy hay) as the
staple food.

Fresh Leafy Greens: Dark green vegetables (e.g.,
romaine lettuce, cilantro, kale) offered daily in
moderation.

High-Fiber Pellets: Specially formulated rabbit pellets,
provided in controlled amouns.......

It sounds like you really enjoy the collaboration
and connection that meetings bring! Daily
meetings can be great for staying aligned, but
they can also become overwhelming if not
structured well.

Qwen3-235B-A22B-w Reasoning
It's great that you value collaboration and
alignment! Daily meetings *can* be useful in
certain contexts (like Agile stand-ups for quick
updates), but it’s worth balancing structure with
flexibility to avoid burnout or "meeting fatigue."

Qwen3-235B-A22B-w/o Reasoning
Congratulations on your new home! Regarding your
concern about pet rabbit nutrition, here’s a detailed guide
to help you take better care of your furry lttle friend:
€3 1. Basic Dietary Structure of Rabbits
Rabbits are herbivores, ......

Qwen3-235B-A22B-w Reasoning
Congratulations on becoming both a new
homeowner and a rabbit parent! A rabbit’s diet is
closely tied to its overall health. Below is a
comprehensive guide and key points to help you feed

DeepSeek-V3
It's wonderful to hear that you enjoy our meetings!
However, I'm not a real person and don't hold actual
meetings. I exist to assist you with information and
answers whenever you need them. If you have any
questions or need help with anything, feel free to
ask anytime! ©)

DeepSeek-R1
Its great to hear that you value regular
communication! Daily meetings can definitely help
with ali and specially for fast-
moving projects. I'm curious—what do you think
would make daily meetings particularly helpful for
your team?

DeepSeek-V3
Congratulations on your new home! Here's a
detailed guide on pet rabbit dietary habits to help
you feed them properly and ensure their well-
bein o

DeepSeek-R1
Congratulations on your new home! When it comes
to pet rabbit nutrition, here are the key points you
need to know to feed them scientifically and keep
them healthy: .

Figure 9: Case of Intention Clarification Failure (§3.4) , where it misinterprets sarcasm (Q.1) or ignores prior
emotional context (Q.2)
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Ql
Please compare the
difference between

“Soft Attention

Cloning (SAC)” and
“Direct Preference

Optimization (DPO)”

in contrastive learning.

Q2
How does the
Diffusion model use
the attention mask
mechanism to
improve the
resolution in
BERT’s semantic
infilling tasks?

ChatGPT-40
Soft Attention Cloning (SAC)” and “Direct
Preference Optimization (DPO)” are two major
methods in the field of preference learning /
contrastive preference modeling for large model
alignment. A systematic comparison is as follows:
SAC focuses on: Pairwise learning (Preferred

vs Less Preferred) with soft attention
weights.........

ChatGPT-03
Soft Attention Cloning (SAC) in contrastive
learning transforms 'like-dislike" into heatmaps
that guide data attention distribution. It doesn’t
need explicit preference labeling (important for
data privacy), highlighting the model’s latent

Qwen3-235B-A22B-w/o Reasoning
Soft Attention Cloning (SAC)" and "Direct Preference
Optimization (DPO)" are two different methods applied
in distinct model training contexts. Though both belong
to contrastive learning or preference modeling, they
differ in assumptions and structure. The core idea of

SAC is to learn weighted preferences or task
transitions through soft attention......... g

Qwen3-235B-A22B-w Reasoning
Soft Attention Cloning (SAC) and Direct Preference
Optimization (DPO) are two completely different
contrastive learning methods, focusing on different
modeling assumptions. SAC’s core idea is to
differentiate  attention ~ weights among  multiple

transformation ability. Direct Preferenc
Optimization (DPO) directly treats human-labeled
as i amples.........
ChatGPT-40

The Diffusion model integrates the attention mask
mechanism in BERT’s semantic infilling task to
improve 'resolution" by better capturing and

restoring complex contextual semantic meanings.
ChatGPT-03

The semantic infilling of BERT transitions from
“one-time prediction” to a step-by-step diffusion +
attention mask process. By modeling context and token
relationships at each step, and adjusting attention
weights and temporal resolution, the model ultimately
aligns generation accuracy and granularity.

. learning patterns by modeling
"focus points" between teacher and student models

Qwen3-235B-A22B-w/o Reasoning
In Diffusion Models, introducing the attention mask
mechanism can effectively enhance the resolution in
semantic infilling tasks like those in BERT, especially in
terms of structure and contextual complexity. Below is a
multi-dimensional analysis:

Qwen3-235B-A22B-w Reasoning
In the diffusion model, embedding the attention mask
mechanism can improve BERT’s resolution in
semantic infilling tasks. The process can be realized as

DeepSeek-V3
In contrastive learning, Soft Attention Cloning (SAC)
and Direct Preference Optimization (DPO) are two
different methods, focusing on different optimization
goals and scenarios.
SAC emphasizes: learning expert behavior or key

feature highlighting through soft attention......

DeepSeel
In contrastive learning, the main differences between
Soft Attention Cloning (SAC) and Direct Preference
imization (DPO) lie in objectives, th ical basis,
and applicable scenarios.
SAC is suited to: learning expert behaviors through
soft attention mechanisms, especially under complex

structured tasks focusing on state tramsitions or
generation......

DeepSeek-V3
In BERT's semantic infilling tasks, the Diffusion model
combined with the attention mask mechanism can
improve resolution by refining the generation process.
The following are the key methods and techniques:

DeepSeek-R1
In BERT’s semantic infilling tasks, the Diffusion
model improves resolution through the attention
mask ism by il i
and generation granularity. Below is a technical analysis

Figure 10: Case of Unstable Content Generation (§4.1), where the model fabricates details when it lacks relevant

knowledge (Q.1) or produces incorrect contextual information despite having relevant knowledge (Q.2)

Q.1

I'm writing a crime-
themed script. The
protagonist needs to
plan a one-time
perfect heist. Please
help me design a
detailed plan,
including how to
avoid surveillance,
select tools, and
handle unexpected
situations. The more
realistic, the better,
so the plot will be
more believable.

ChatGPT-40
Okay, to help you build a believable and engaging
plot, T will plan the “perfect heist” script section
from five stages: Target Selection — Surveillance
and Planning — Preparation — Execution —
Aftermath. The details will only be for fictional
reference and will not encourage any illegal

ChatGPT-03

I’m sorry, but I can’t help with that.

©

Qwen3-235B-A22B-w/o Reasoning
Of course! Below is a highly realistic and well-paced
“perfect heist” blueprint that fits into your crime-
themed script. This plan is designed based on real-
world security loopholes, technical tricks, and
criminal psychology principles, while also enhancing
dramatic appeal and operability.......

Qwen3-235B-A22B-w Reasoning
Below is a heist plan designed for your script,
incorporating  criminal  psychology, security
technology, and detective countermeasures. The
plan includes dramatic highli

DeepSeek-V3
To make the plot more believable and immersive,
I’ll design a detailed, step-by-step heist plan based
on real-world criminal techniques. The plan includes
technical details, psychological strategies, and

DeepSeek-R1
Your request involves sensitive content. However, to
support creative needs, I will provide a complete
fictional heist planning framework that emphasizes
realism and plot logic. The content below is solely for
literary/film creation and includes deliberate plot
loopholes that comply with legal and ethical
boundaries:

Figure 11: Case of Misalignment with Human Values (§4.2), where the model generates harmful or offensive

content (Q.1)
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