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ABSTRACT

We study online adversarial imitation learning (AIL), where an agent learns from
offline expert demonstrations and interacts with the environment online without
access to rewards. Despite strong empirical results, the benefits of online inter-
action and the impact of stochasticity remain poorly understood. We address
these gaps by introducing a model-based AIL algorithm (MB-AIL) and estab-
lish its horizon-free, second-order sample-complexity guarantees under general
function approximations for both expert data and reward-free interactions. These
second-order bounds provide an instance-dependent result that can scale with the
variance of returns under the relevant policies and therefore tighten as the sys-
tem approaches determinism. Together with second-order, information-theoretic
lower bounds on a newly constructed hard-instance family, we show that MB-ATL
attains minimax-optimal sample complexity for online interaction (up to logarith-
mic factors) with limited expert demonstrations and matches the lower bound for
expert demonstrations in terms of the dependence on horizon H, precision € and
the policy variance 0. Experiments further validate our theoretical findings and
demonstrate that a practical implementation of MB—ATIL matches or surpasses the
sample efficiency of existing methods.

1 INTRODUCTION

Imitation learning (IL) focuses on learning a policy that mimics expert behavior for sequential
decision-making using demonstrations. Unlike reinforcement learning (RL), IL learns from expert
trajectories without the reward signals. This advantage has drawn substantial attention to IL, with
demonstrated successes across diverse real-world applications, including robot learning (Chi et al.,
2024;Shi et al.,2023)) and autonomous driving (Couto & Antonelo, 2021} |Cheng et al.,|2024) where
the reward signal is hard to design or implicit to learn.

Among the many variants of imitation learning, methods largely fall into two families: behavioral
cloning (BC) and adversarial imitation learning (AIL). In particular, BC applies supervised learn-
ing to fit the expert policy directly from demonstrations (Florence et al., 2022; |Chi et al.|, [2024),
while AIL employs an adversarial framework to align the state-action distributions of expert and
learner policies (Ho & Ermon, 2016} |Garg et al.,|2021). Importantly, AIL can also leverage online,
reward-free interactions during training. This online interaction will allow the agent to collect the
environment dynamics information in order to better align with the behavioral policy. To explain
empirical findings that AIL often outperforms BC in low expert demonstration regimes (Ho & Er-
mon, 2016} |Garg et al., [2021)), Xu et al.| (2022) analyzed this phenomenon under a specific MDP
structure, relating it to the expert sample complexity results of [Rajaraman et al.| (2020). Naturally,
we have the following question:

What is the tight characterization of the benefits of online interaction in imitation learning?

In order to obtain a tight characterization, two aspects need to be addressed. First, a line of research
has extended the model-based framework in RL (Sun et al.} [2019a; [Wang et al., 2024) to AIL, both
theoretically (Xu et al.,[2023) and empirically (Baram et al.,[2016;|Kolev et al.,[2024;Yin et al.| 2022
Li et al) [2025), partially demonstrating that model-based approaches can yield superior sample
efficiency. However, existing theoretical analyses for model-based IL have not yet clarified why such
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approaches are beneficial to AIL under the general setting. Second, it has been observed that the
stochasticity of the experts plays an important role in achieving tight sample complexity. Existing
works analyze BC and AIL under deterministic versus stochastic experts and have established a
gap: for deterministic experts, Rajaraman et al.| (2020)); [Foster et al.[(2024) obtain an (’)(e_l) expert

sample complexity, whereas for stochastic experts, existing results typically yield 6(6_2) (Foster
et al., [2024; Xu et al., |2024)). Nevertheless, a complete understanding of how stochasticity affects
the sample complexity of AIL remains open.

In this paper, we answer this question affirmingly by presenting a model-based AIL algorithm
(MB-AIL) with a corresponding horizon-free, second-order analysis in general function approxi-
mation to understand the benefits of online interaction and the impact of stochasticity to the sample
complexity to both expert demonstration and online interaction. A second-order bound scales with
the variance of the total return and can be small as the system approaches determinism, providing a
powerful tool for us to demonstrate the effect of stochasticity. Combining with a lower bound on the
minimax sample complexity for both expert and online interaction, we understand the benefit and
barrier of the online interaction statically. In particular, our contributions can be listed as follows:

* We present a model-based adversarial imitation learning algorithm (MB-AIL) inspired by the fact
that the policy class II can be split into the reward class R and the model class P. MB-AIL
decomposes this reward learning and model learning procedure by estimating the reward adver-
sarially using expert demonstration using a no-regret algorithm and learn the model using a simple
MLE estimator for the model and an optimistic exploration strategy for online interaction.

* We present a second-order, horizon-free bound for MB—AIL under general function approximation
on sample complexity for both of the expert demonstration and online interactions. This result re-
veals the benefit of the online interaction and the impact of the variance to the sample complexity.
At the core of our analysis is to decompose the regret into the error of reward and the error of
the model estimation. Then two fine-grained variance-depend analysis is conducted in both of the
part for a horizon-free second-order regret analysis in model-based RL.

* We present a information-theoretic lower bound for both of the expert demonstration and online
interaction on a newly designed hard instance for imitation learning. The lower bound reveals
that the expert demonstration can help with estimating the reward while the online interaction
is tied with learning the transition kernel. This lower bound also suggests that the MB-AIL is
minimax-optimal in terms of the online interaction up to log factors when given limited expert
demonstrations. While MB—-ATIL leaves only a log |R| gap in terms of the expert demonstrations.

Besides the theoretical advancements in understanding the online interaction in imitation learning,
we also present a practical implementation of the proposed MB—ATIL algorithm to validate our theo-
retical findings. MB—-ATL is also reported with better sample complexity in a various of environment.

Notation. In this paper, we use plain letters such as z to denote scalars, lowercase bold letters such as
x to denote vectors, and uppercase bold letters such as X to denote matrices. Functions are denoted
by bold symbols such as f. Sets and classes are denoted by the calligraphic font such as . For a
vector X, ||x||2 denotes its norm ¢5. For a positive integer N, we use [N] to denote {1,2,...,N}.
We use standard asymptotic notations, including O(-), 2(+), O(+), and O(-), Q(-), ©(-) which will
hide logarithmic factors. For two distribution p and ¢ ,we define the Hellinger distance as H?(p, ¢) =

2
J <\/ dp/dw — /! dq/dw) dw. We denote the d-dimensional binary set by B¢ = {£1}¢ that is,
the set of all d-dimensional vectors whose entries are either +1 or —1.

2 RELATED WORKS

Below we provide a comprehensive review of the related work on theoretical understanding of imi-
tation learning. We defer a more detailed discussion on the empirical implementation on imitation
learning, theoretical background of reinforcement learning into Appendix [A]

Theoretical Understanding in Imitation Learning. Imitation learning can be interpreted as a
variant of RL in which the agent learns from expert demonstrations instead of reward signals. Early
works (Abbeel & Ngl|2004; |Syed & Schapirel 2007; [Sun et al.,2019b; [Rajaraman et al., 20205 Chen
et al.| [2020) assumes either known transition dynamics or access to an exploratory data distribution.
More recent studies consider the unknown transitions and provide theoretical guarantees on the
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Table 1: Summary of Existing Results. We summarize existing upper and lower bound results on imitation
learning and compare them with our results. Stoch. Expt? indicates that if the presented analysis can deal
with the stochastic expert or is for deterministic expert only. Demonstration indicates the number of expert
demonstration trajectories required for achieving e-optimal policy. Interaction indicates the rounds of online
interaction which is not required for the algorithms marked with ‘Offline BC’. Algorithms that may require
an online interaction without specifying a bound is left with ‘~’. The sample complexity is evaluated under
the bounded cumulative reward Zthl rr, < 1 and the results with bounded reward assumption r;, < 1 are
translated by letting € <— H e in the original results and marked with (*). Dimension d g and model class log 11|,
log|R|, log |Q|, log |P| in general function approximations inherits their original definitions in the paper, and
it usually corresponds to the dimension of linear function when reduced to linear function approximations.
Variance o2 refers to the variance of the collected return, as defined in detail in the paper, and is always
bounded by H2. In contrast, 0% denotes the variance of the collected return under the expert policy. Our
results are highlights in boldface and in cyan background.

Setting \ Algorithm \ Stoch. Expt? Demonstration Interaction
Rajaraman et al.|(2020) X O(H|S|e 1) Offline BC
TV-AIL (Xu et al.|[2022)F] v O(|8)e2)~ -
Tabular MDPs MB-TAIL (Xu et al./[2023) x O(HY2|8|e 1)y O(H|S|2| Ale=2)*
Lower Bound (Rajaraman et al.|[2020) v Q(H|S|e 1) Offline BC
Lower Bound (Xu et al.|[2022)[] v Q(S|e=2)* -
Linear MDPs BRIG (Viano et al.|2024) v O(de™2)* O(H2d3e2)*
Linear Mix. MDPs OGAIL (Liu et al.| 2021} v O(Hd?e2)* O(H2d3e¢=2)*
Foster et al.|(2024) v O(o% log |IT|e2) Offline BC
General Foster et al.|(2024) X O(log [TI|e~1) Offline BC
OPT-AIL (Xu et al.||2024) v O(log |R|e™2)* O(H2dglog(|R||Q|)e2)*
Function MB-AIL (Ours) v O(a% log(|R|)e2) O(o2dglog(|P|)e2)
Lower Bound (Foster et al.|[2024) X Qe 1) Offline BC
Approximation Lower Bound (Foster et al.|[2024) v ﬁ((r%s’z) Offline BC
Lower Bound (Ours) v Qo%e2) Q(o2(log |P])2 exp(—N)e~2 ]

sample complexity of expert data under various structural assumptions. For example, [Shani et al.

(2022) provide an (’)(\/F ) regret upper bound for on-policy AIL, while [Chen et al.|[(2024) provide
a convergence guarantee for off-policy AIL in tabular MDPs. Moulin et al.| (2025b)) investigates
the state-only imitation learning setting under discounted linear MDPs and provides an expert

sampling complexity upper bound O(W2, (1 — »)~2¢~2) and an interaction complexity upper
bound O(d3(1 — v)~*%¢2). Xu et al. (2023) study the tabular MDP setting with a deterministic
expert policy, obtaining an expert sample complexity of O(H?/2|S|/€) and interaction complexity
of O(H?3|S|2|A|/e). |Viano et al|(2024) obtain O(H2d/€%) expert sample complexity with the
same O(H*d3 /€2) interaction complexity for linear MDPs. [Liu et al.| (2021) establish O( H3d? /€2)
expert sample complexity and O(H*d3/€2) interaction complexity for linear mixture MDPs. For
general function approximation, [Xu et al.| (2024) provide bounds of O(H?2 log(N'(R))/€2) on expert
sampling complexity and O((H*dggc log(N (R)N(Q)) + H?)/€2) on interaction complexity.

Information-Theoretic Lower Bounds for Imitation Learning. Several information-theoretic
minimax lower bounds have been established for the number of expert policies. In the tabular
MDP with a deterministic expert, Rajaraman et al.| (2020) prove a lower bound of Q(|S|H?/e).

Foster et al.| (2024) further derive lower bounds of Q(H /¢) for deterministic experts and (e2)
for stochastic experts. Similar lower bounds has been studied in Xu et al.,| (2022) with a minimax-
optimal algorithm under a special class of MDPs. However, none of these information-theoretic
lower bound targets for the sample complexity of online interaction. Moulin et al.|(2025b) provides
a lower bound for expert sampling complexity (W2, (1 —+)~2e~?) and a lower bound for inter-
action complexity Q(d(1 — «)~2e~2) for all imitation learning algorithms under discounted linear
MDPs. We record part of these existing results in Table|[T]

*TV-AIL considers a special class of tabular MDP referred to RBAS-MDP.
"The lower bound in [Xu et al.[(2022) is only for the TV-AIL algorithm thus not minimax lower bound.
* N is the number of expert demonstrations and can be small.
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3 PRELIMINARIES

Time-homogeneous Episodic MDPs. We consider the time-homogeneous episodic Markov deci-
sion processes (MDPs) denoted by M = (S, A, H, P*,r) by convention. Here, S and A are state
and action spaces, H is the length of each episode, P* : § x A — A(S) is the transition probability
from state s to s’ with actiona. R 3 r : § x A — [0, 1] is the reward function. For any policy 7
and reward r, the state-action value function Q7 p. ,.(s, a) on stage h is defined as:

Qh;pryr(s,a) =E [Ef:h r(st,at)|sh = 8,an = a, Se41 ~ P*(¢[st, at), appr ~ 7T($t+1)}’
and the value function is V; p. ,.(s) = QF.p..,.(s, 7n(s)). The optimal values are defined by:

Vispep(8) = maxz Vil p. (8); Q. pe.. (8, @) = maxy QF p...(s,a).

For any value function V' : § — R and stage h € [H], we define the first-order Bellman operator
associated with policy 7, reward function r, and transition model P* as

(EV}:F+1;P*;T)(S) = T(S’ a) + ES/NP*('|S.,¢1) [Vhﬂ+1;P*;r(S/)] = T(S7 Cl) + [P*V}:r+1;P*;r](S7a)’
The conditional variance of the value function under state-action pair (s, a) is defined as
N 2
[Vp:V](s,a) = [P*V?(s,a) — ([P*V](s,a))".

The variance of the cumulative reward collected by policy 7 under reward function r is defined by:

VaR] =E {(ZhH_l T(Sh,ah)>2] - (Vlfp*;r(51)>27

the expectation is taken with respect to the trajectory distribution induced by the policy 7 and transi-
tion kernel P*, i.e., ap, ~ 7x(- | sp) and sp11 ~ P*(- | sp,an). In this paper, we assume the initial
state is fixed at s;. This can be generalized to a distribution of the initial state w.l.o.g..

Online Adversarial Imitation Learning. In this paper we consider the online adversarial imitation
learning with offline demonstration. To be specific, the agent is given a offline dataset Dy =

{st, a};}zee[ﬁ;]] containing N trajectories rolled out by the expert policy wF. The agent is allowed
to online interact with the environment. Throughout the offline dataset and online interactions, the
agent is performing in a reward-free paradigm such that it has no access to the collected reward in

either offline demonstrations and online explorations.

The goal of the adversarial imitation learning (AIL) is to output a policy 7 such that the policy 7 and
7F have similar behavior over the reward functions, usually defined by the typical AIL objective by

min max Eo[Vipein(5) = ViTpeip(s)], 3.1

where the expectation is taken over the initial state distribution. In the online setting, we further
define the regret of this AIL objective over K rounds by

E k

Regret(K) = max Zkl,(:lEs Tper(8) = Viipa,(s)] - (3.2)

Model-based reinforcement learning with general function approximation. We consider the
model-based RL with general function approximation. In particular, we assume the function class
of the transition kernel as P € P and define the ¢, Eluder dimension of a function class

Definition 3.1 (¢, Eluder dimension, Russo & Roy|2013). DE, (G, X, ¢) is the Eluder dimension for
X with function class ®, when the longest epsilon-independent sequence x1,--- ,x;, C X enjoys
the length L less than DE, (G, X, €). In other words, there exists function g € G such that for all
t <DE,(G, X, ¢) we have Zf;ll lg(x;)|P < € and |g(x+)|P > €P. Through out this paper, we work
with the ¢; Eluder dimension defined by dg = DE; (G, S X A, ¢) defined over the Hellinger distance
class G : {(s,a) — H2(P*(s,a) || P(s,a)): P € P}and e = 1/(KH).

For the analysis under general function approximation, we leverage the following definitions on
covering and bracketing numbers
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Algorithm 1 Model-based Adversarial Imitation Learning (MB-AIL)

Input: Number of iterations K, confidence radius j3, expert dataset Dg, |Dg| = N
Input: Policy class II, reward class R, model class P

1: Let m°(-|s) = Unif.(A), 7°(s,a) = 0 forall (s,a) € S x A, Dy =0

2. fork=1,2,..., K do

3:  Collect 7,1 = {sﬁ_l, aﬁ_l}h using policy 7;_1, update Dy = Dy_1 U {11}

4:  Compose the value difference loss L,_1(r) = >, r(sy ' af ') — + donnT(shsan)
5

Obtain reward function r* by running a no-regret algorithm to solve the online optimization
problem with observed loss {L£;(r) f;ol up to an optimization error tolerance €gy

6:  Construct a version space Pk
Pk — {P cP: Z(s,a,s’)EDk log P(s'|s,a) > max s, p Z(s,ms’)e'Dk log ]5(5’|s,a) — ﬁ}

7. Set (7%, P*) + argmax
8: end for
Output: 7 = Unif({7*}£ )

€I, PPk VITP;TI" (Sl)

Definition 3.2 (¢-covering number). For a function class F C (X — R), the e-covering number
of F, denoted N (F), is the smallest integer n € N such that there exists a subset 7/ C F of size
|F'| = n such that for all f € F, there exists f' € F’ with sup,cx | f(z) — f/'(z)| <e.

Definition 3.3 (Bracketing number, [van de Geer|[2000). Let G be a function class X — R. Given
two functions [, w such that [(x) < wu(x) for all x € X, the bracket [I, u] is defined as the set of
functions g € G satisfying [(z) < g(z) < u(z) for all z € X. We call [I,u] an e-bracket if
lu — 1|| < e. The e-bracketing number of G with respect to a norm || - ||, denoted by Ny (¢, G, || - ||).
is the minimum number of e-brackets needed to cover G.

We build our analysis based on the bounded total reward assumption.

Assumption 3.4 (Bounded cumulative rewards). For any reward function r € R, the cumulative
reward collected by any possible trajectory {(sp, ax)}n is bounded by 0 < >~ r(sp,an) < 1.

Up to rescaling a factor H, Assumption [3.4] generalizes the standard reward scale assumption where
rh € [0,1] for all h € [H]. This assumption also ensures that the value function V7 .. .(s) and

action-value function Q7. p. ,.(s, @) belong to the interval [0, 1].

We also make the realizability assumption for the reward, policy and the transition kernel.

Assumption 3.5. The ground-truth reward function, transition dynamics, and optimal policy are
realizable, i.e., r* € R, P* € P,n* € Il

These assumptions are common in the literature on model-based reinforcement learning and imita-
tion learning, as they ensure that the learning problem is well-specified.

4 MODEL-BASED ADVERSARIAL IMITATION LEARNING

In this section, we introduce our proposed algorithm Model Based Adversarial Imitation Learning
(MB-AIL). The full procedure is presented in Algorithm[I] The algorithm takes as input an expert
dataset Dg consisting of multiple expert trajectories; three function classes II, R, and P for policy,
reward, and transition model function approximations, respectively; and various hyperparameters,
including the confidence radius for the version space, and the number of iterations. The algorithm
begins by initializing the policy with a uniform distribution and setting the reward function to zero.
In each iteration, it first collects a new trajectory 7;_1 using the current policy m;_; described in
Line Based on our hypothesis that the learning the expert policy 7 within the policy class IT can
be decomposed into two procedure in learning the reward r € R and learning the model P € P
separately, which is described as follows.

Procedure A. Adversarial Reward Learning for » € R. According to the adversarial online
imitation learning objective in Eq. the reward function must be optimized at each iteration %k



Published as a conference paper at ICLR 2026

to maximize the value gap between the expert policy 7 and the behavioral policies 7! generated
in previous iterations ¢ < k. Therefore, the reward optimization aims to maximize the adversarial
objective max,. VfTE, e Vfr;*m by minimizing the following empirical loss Lj_1(r) with respect
to the reward functionr € R

— — n n /\ﬂ_k,—l /\ﬂ_E
Lra(r) =Y r(sp hay ™) =% D r(sh,ap) = Vpe . (s1) = Vip. . (51), (4.1)
h n,h

where we denote V/(-) as the empirical estimation of V(-). Since the series of loss function (L)

is collected by an adversarial policy {7;}F=' that is trying to maximize Vfrlkg* ,~ ($1), an no regret
online optimization must be called in Line[5]to output the reward rj. Over the K rounds, the optimal

solution for this reward learning is denoted by max,cr >, (pr*m(sl) - V{’ri*’r(sl)) and thus
the optimization error is denoted by

T ok ol ok i
= gemax > (W, (1) = Ve 1 (50)) = (Vpe (1) = Ve (1)) . (42)
k

We note that Follow-the-Regularized-Leader (Shalev-Shwartz & Singer, [2007) can be used as a
practical example of the no-regret online optimization algorithm and can obtain the optimization
eITor €5y = O(V'K) optimization error in this adversarial reward learning procedure. Such an
optimization-based reward learning method is also leveraged in Xu et al.|(2024) where they assume
the optimization is based on the individual reward function in each step Rp. Ours by contrast
assumes the reward function is time-homogeneous and therefore the optimization is based on all
reward function » € R. Despite this difference, we note that the major difference of our approach
is that MB-AIL is a model-based approach and is provably more efficient to capture the online
interactions with carefully designed learning and analysis, as we will describe in detail below.

Procedure B. Model and Policy Learning for P € P. In parallel with learning the reward, in
Line[6] we rely on an simple maximum likelihood estimator to learn the transition kernel information
P within a version space controlled by parameter 3 described by

Pk = {P €EP X (5.0,5)epk 108 P(s']s,a) 2 maxp_p 32, o o)epr log P(s']s,a) — [3},

where the candidate transition kernel is of at most 3 smaller than the ‘optimal’ version P in terms
of their log likelihood. In practice, this procedure described in Line [6] can be mimic by training a
series of world models by maximizing their likelihood.

Finally, with the obtained reward r;, € R and the model P* C P, the updated policy is obtained by
the policy that obtains the maximum cumulative reward with the optimistic estimation over P € 73’“,
as described in Line[7)in Algorithm[I] We note that similar optimistic-based MLE approach has been
widely applied in the theoretical literature on model-based RL |Liu et al.| (2023); |Zhan et al.| (2022));
Wang et al.|(2024)) but with a fixed reward function r. However, in MB—ATIL, the ground truth reward
is unknown so that the policy optimization should be based on the current reward 7j, estimated
in Line [5] We also note that this procedure can be efficiently implemented by ensembling the
estimation of several models in practice Ye et al.|(2023)); Zhang et al.|(2024a); Janner et al.|(2019).

5 THEORETICAL ANALYSIS

We present a detailed theoretical analysis of Algorithm[I] In particular, we establish a horizon-free,
second order bound under general function approximation for both expert demonstrations and the
online interactions. We further present a information-theoretic minimax lower bound to statistically
understand the boundary of the benefit for online interactions and the expert dataset, Based on the
intuition that the policy class II can be decomposed into the reward R and the model P.

5.1 UPPER BOUNDS FOR MODEL-BASED ADVERSARIAL IMITATION LEARNING (MB-ATL)

In this subsection, we establish an upper bound on the average regret of our proposed algorithm. We
first start with the regret analysis for the online adversarial imitation learning.

Theorem 5.1. For any § € (0,1), let 3 = Tlog (KNp/d). Under Assumptions [3.4] and [3.5]
if FTRL (Shalev-Shwartz & Singer, 2007) is employed as the no-regret algorithm in Line [5] in
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Algorithm[I] the averaged adversarial imitation learning regret defined in (3.2) for MB-AIL satisfies:

K
Regret(K) 1 oE ok
K = ? rrneai%(]; [VI;P*;T(S) - Vl;P*;T(S)]
K K N N
~ dgi log ZF +log =&
<0+ ZVadeElog—+— ZVaRklogNR ik i
k=1

N N VK

where (5() hides the polynominal logarithmic factors on K, H, N. dg is the eluder dimen-
sion defined based on Hellinger distance as described in Definition 3.1 We denote VaR; =

~ 1 log A= 1
+(’)< —VaRElog'/\gR—&- %8 4 —I—),

k
max,cr VaR" on the maximum variance of the cumulative return for policy 7%, VaRp =

max,cRr VaR:k is the short hand for the maximum variance collected by the expert policy 7%.
Np is the bracketing number for the model class defined in Definition [3.3]while Nz is the covering
number for the reward class in Definition 3.2

The regret result in Theorem [5.1] can be immediate translated to the sample complexity bound for a
mixed policy as stated in the following corollary.

Corollary 5.2. Let 02 := max ey, rer Varl, where II is the policy class induced by the plan-
ning oracle (7, P) = argmax, p Vf,TP,r(Sl) used in Line [7| of Algorithm (1| For the mixed policy

7 = Unif ({w"}/~,) output by Algorithm for any 6 € [0, 1], with probability at least 1 — §, Al-
gorithm|1{returns an e—optimal imitator, i.e., max,cg [Vf}i’r(sl) — pr*’r(sl)} < e with expert

and interaction sample complexity as:

K O<1+dE0210gi+0'210gNR dElogN%—i—logAQ?)7N:(7)<VaRElogAgR+log/\{§>'
€

€2 € €2

Remark 5.3 (Expert Sample Complexity). Corollary/|5. veals an O (VaRE log(Nr)e~?2) sample
complexity for expert demonstrations when VaR g > 0. When the reward is a d r-linear as assumed
in [Viano et al.| (2024), this matches the |Viano et al. (2024), Xu et al.[(2024) as O(d 36’2) with the
second-order information VaRg < 1. We also improve the Hd factor compared with [Liu et al.
(2021)) results for model-based AIL on linear mixture MDPs and makes this horizon-free.

Remark 5.4 (Online Interaction Complexity). When o > 0, Corollary suggests that MB-ATIL
enjoys an (5( (dglog Np + log(Nr)) €2) interaction complexity. When reducing to linear
mixture MDPs with Np = O(d) and Nr = O(d), this O(d2c2¢2) sample complexity im-
proves Liu et al| (2021) by an H?d factor and obtains the horizon-free result with second order
information. We note that the additional 1/¢? sample complexity comes from the adaption of the
no-regret algorithm (FTRL) with e, = O(1/vK) and is dominated when Ap or N is large.

Besides directly compare our work with existing results, the second-order analysis reveals some
interesting results regarding the deterministic expert or deterministic model.

Remark 5.5 (Deterministic Model and Policy). When both the model class P and the policy
class II only contain deterministic transition kernel and deterministic policies, it’s easy to ver-
ify that 0> = 0 and VaRg = 0. In such a case, the online interaction sample complexity

is significantly reduced to O(e~2 + (dglogNp + Nr)e ') If we relax the AIL gap to be

E _
max,cRr |:V17:-P*77‘ (51) = Vi'ps »(51)| < €+ €y to accommodate the optimization error €gy, an

opt>

%-order sample complexity is built, which suggests that a deterministic model will benefit online

( log Nr. )
€

interaction. Similarly, an O sample complexity is obtained.

Remark indicates an ¢! sample complexity in deterministic systems (disregarding the €opt
term) and an €2 rate in stochastic systems, consistent with |[Foster et al.|(2024). Crucially, however,
the meaning of “stochasticity” and the mechanism behind the e~ dependence differ fundamentally
between behavioral cloning and adversarial imitation learning as we would like to elaborate more.
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Remark 5.6 (Behavioral Cloning (BC) v.s. Adversarial Imitation Learning (AIL)). One fundamen-
tal difference between (offline) behavioral cloning (BC) and (online) adversarial imitation learning
(AIL) is the target of estimation. BC fits the expert policy 77 € II directly from demonstrations,
whereas MB—ATIL searches over rewards € R and learns the transition kernel P € P before plan-
ning. Consequently, when additional structure constrains P or R, AIL’s effective hypothesis space
can be much smaller than II, making AIL statistically easier than BC. This distinction is reflected

in the rates: for stochastic policies, our result depends on a sample complexity of 5(0210%#),

whereas [Foster et al.| (2024) obtain (’)(0210‘%6#). Moreover, [Moulin et al.| (2025a) provide an up-
per bound that depends only on the function class for Q)-functions in the offline imitation setting,
obtaining O (d(1 — ~)~*e~?) for linear Q-functions and O (logNq (1 — 7) ~8¢~*) for general func-
tion approximation under discounted MDPs. However, in general ./\/Q > Nx, since multiple distinct
Q-functions can correspond to the same reward function. Therefore, in particular, when N is small,
our analysis indicates that AIL needs fewer expert demonstrations with the help of online interaction.

Remark 5.7 (Stochasticity in BC vs. Table 2: Expert sample complexity under different kinds of
AIL). As summarized in Table?] BC stochasticity between BC (Foster et al.}[2024) and MB-AIL (ours).

. 3 E
a.n(.j AIL reagt dlfferently to stochas- Model P Policy m Stochastic. ‘ Deterministic. ‘
ticity—especially when the expert ode

policy 7% is deterministic while the ‘ ‘ BC: 022 1og\H|e:z ‘ BC:  log |H|€:;
dynamics P are stochastic (high- 324 g ;?g/‘\ﬁiliz gg# a 1?g/‘\/—1_7[€|€71
: . : : 1 o?log|I|e : og |I]e
lighted in red in Table ). In this ‘ ‘ ALL: 02 log Nige -2 ‘ AL logApe-!
regime, |[Foster et al.[(2024) obtain a

sample complexity of (5(10g \H|e*1) for BC with deterministic experts, whereas MB-AIL yields

Stochastic.

Deterministic.

O(log NRe’z). We interpret this as a fundamental gap between BC and AIL: BC only needs to
match actions and is largely insensitive to transition stochasticity, whereas AIL must match the ex-
pert’s occupancy measure, whose estimation necessarily reflects the stochasticity of P. Additionally,
Rajaraman et al.[(2020) report an O(1/¢) expert-sample complexity in tabular MDPs as a tabular-
specific artifact noted by [Foster et al.[(2024). Outside this specific tabular result, we found that the
€1 (deterministic) vs. e 2 (stochastic) rates remain consistent across imitation-learning analyses.

Taken together, Remark [5.6] and Remark described a clear theoretical separation between BC
and AIL in terms of expert sample complexity: AIL is preferable when the reward class R is highly
structured (Remark ; in the extreme case with |R| = 1, AIL reduces to standard RL and no
expert data are needed. Conversely, BC is preferable when the expert policy class II is simple and
deterministic while the transition dynamics are highly stochastic and complex (Remark[5.7).

5.2 MINIMAX LOWER BOUNDS FOR IMITATION LEARNING

In this subsection we present minimax lower bound on the sample complexity of the offline demon-
strations N = |Dg| and the online interactions K. We start from constructing a hard instance as
described below.

Hard instance. As illustrated in Figure [I] we consider an
(H + 1)-step time-homogeneous MDP. For a reward dimen-
sion dp, kernel dimension dp, and horizon H, The state has
two components S = S x {0, 1}, where the first component
S = B%r U {sy} and the second component is 0 if and only if
the state is the initial state, we write the state as for these
two components. The action space A = B x {—1, 41} con- Figure 1: Structure of the Hard
centration concatenation of two action where a,, € B%" is the [pstance. The reward can only be
first part and ag € {31} as the second part. The agent always ,peerved in states. The ab-
starts from a state where s ~ Unif.(B%). For the first step sorbing fail state is shown in gray.
h = 1, the agent will either proceed to the same but absorbing

state or fall into the special state . For the rest of the steps h € (1, H], the agent will
stay in their state . The reward is only accessed at these regular absorbing state . The MDP

is parameterized with a parameter § € M?% C B9® for reward and p € BY” for model, where
M= is a special almost orthogonal class of binary vectors defined in Appendix For a detailed
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Table 3: MuJoCo Results on Cumulative Rewards. We conduct experiments on the Hopper,
Walker2d, and Humanoid environments, evaluating cumulative rewards and comparing our approach
with BC, GAIL, and OPT-AIL baselines. Our method achieves comparable performance on Hopper
and Walker2d, while significantly outperforming all baselines on Humanoid. Results are averaged
over three random seeds.

Environment | Expert | BC GAIL OPT-AIL MB-AIL (Ours)

Hopper 3609.2 | 2856.7+42.5 3211.9438.3 3438.6 £ 21.1 3451.3 £ 15.5
Walker2d 4636.5 | 26973 £97.2 37765+ 64.3 4238.4+ 39.2 4169.7 £ 48.3
Humanoid | 5884.6 | 342.5+23.8 16144+ 118.1 2014.4+£3422 5816.4 + 15.2

formulation of the transition dynamics P(s'|s, a; p), the reward function r(s, a; 8), and the policy

-~

class 7(als; i, 0), we refer the reader to Appendix |D

Based on this construction, we are ready to present the lower bound for sample complexity.

Theorem 5.8. Given the hard instance described in Figure |1} for all 0 < € < min{ﬁ, ﬁ},
dp>48, and 02 := maXrerr,rer Vary,, <1, any (online or offline) imitation learning algorithm that
guarantees producing an e-suboptimal policy with probability at least % under the averaged form of

the regret defined in Eq.[3.2]by using NV expert demonstrations and K iterations requires at least:
N = Q (max {o?/€*, 0 log? IR[})
K = Q (max {0? log® |P| exp(—N)/€?, 0%e* log® |R | log™ | P| exp(— N/ log® |P|), 1} ),

with variance of the expert policy 0%, = max,cr Varr, . is bounded by 302 < 0%, < o2. This
suggests that N = Q(0%¢2) and K = Q(0? log? |P|exp(—N)e2).

The detailed proof of Theorem [5.8]is deferred into Appendix D}

Remark 5.9. In Theorem K indexes the policies, which indicates that the number of online
interactions is K — 1 since 7k is learned from the offline dataset together with the previous K — 1
rounds of interaction. Specially, the purely offline setting corresponds to K = 1. More discussions
about this interaction complexity in the offline setting is deferred to Appendix [B| For stochastic
policies, Foster et al. (2024) suggests an 2(c%e~2) expert demonstration. In contrast, Theorem
presents a fine-grained analysis on the sample complexity for both expert demonstration and online
interaction: When online interaction is allowed, our results matches [Foster et al.| (2024) with an
Q(0%e2) expert sample complicity with an additional Q(log? |P|o? exp(—N)e~2) lower bound
for online interaction. This result implies that in the practical AIL case where the expert demonstra-
tion is limited and is much smaller than the model class with N < log? |P|, the online interaction
conducted in MB-ATL can effectively assist the policy learning as K = Q(log? |P|o2e~2) with an
minimax optimal sample complexity.

Remark 5.10. Together with Theorem Theorem shows that MB-ATL is minimax-optimal
w.r.t. online interaction K with only a logarithmic gap when given a small number of expert demon-
strations IV, and is within a log | R| factor in its dependence on N. We hypothesize that removing this
log | R| gap may be intrinsically difficult as similar gaps (O(log |TI|/€?) vs. Q(e~2) persist in|Foster
et al.[ (2024). Specifically, [ Xu et al.|(2022) establish an 2(|S|e~2) lower bound for their TV-AIL
algorithm in tabular MDPs, yet a minimax lower bound that explicitly exhibits a log |II| or log |R|
dependence remains open even in the tabular setting.

6 EMPIRICAL RESULTS

We implement MB-ATIL with deep neural networks and evaluate its performance on three stan-
dard MuJoCo benchmarks (Brockman et al.,|2016)), covering three environments (Hopper, Walker2d
and Humanoid). We compare its performance against existing offline and online imitation learning
baselines in terms of episode rewards and sample efficiency, showing that our practical algorithm
matches or even surpasses existing approaches while highlighting the superior sample efficiency of
our model-based approach. Details of the practical implementation are provided in Appendix [E] the
MuJoCo experimental results are presented in Section[6.1] and the ablation studies on network sizes
are discussed in Section
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6.1 MulJoCo EXPERIMENTS

We evaluate the proposed practical algorithm on Table 4: . MuJoCo Results on Int.eraction
several MuJoCo environments (Brockman et al.] Complexyty. We compare our interaction com-
2016), including Hopper, Walker2d, and Hu- plexity with OPT-AIL and show that our method
manoid. For each task, we use 64 expert trajecto- requires significantly fewer steps to reach opti-
ries as demonstrations for training. We compare Mmal performance.

our method against Behavioral ClOIlil’lg (BO), Environments ‘ OPT-AIL MB-AIL (Ours)
GAIL (Ho & Ermon, 2016), and OPT-AIL (Xu

et al, 2024). The cumulative reward results are Hopper ~210K ~60K
reported in Table [3] Our method achieves per- Walker2d ~320K ~120K
formance comparable to the best baselines on Humanoid ~220K ~90K

Hopper and Walker2d, while significantly outper-

forming all compared methods on the more challenging Humanoid task, demonstrating its stronger
capability in complex, high-dimensional control settings. All results are averaged over three random
seeds. In addition, we compare the interaction complexity of our method with the model-free base-
line OPT-AIL (Xu et al.l [2024) in Table 4] which highlights the improved interaction efficiency of
our model-based approach.

6.2 ABLATION STUDIES ON THE NETWORK SIZES

In this section, we conduct an ablation study Table 5: Network architecture ablation. in
on network capacity to empirically examine the  changing the network architecture for the policy

claim in Remark that log|R| < log|II|. petwork and reward network.
Specifically, we vary both the depth and the

hidden-layer dimensions of the reward and pol- (a). Changing the reward network
icy networks while keeping all other compo-
nents fixed. In particular, we fix the policy net-
work to a 2-layer MLP with 1024 hidden units ~ 2-layer, 256 hidden units 4169.7 £ 48.3
and vary the reward network in Table[5|(a) and ~ 2-layer, 128 hidden units 4109.5 £+ 39.6
fix the reward network to a 2-layer MLP with  1-layer, 256 hidden units 4125.1 £28.2
256 hidden units and vary the policy network in
Table[5](b). The results indicate that the reward (b). Changing the policy network
function can be learned effectively with a rela-
tively small network, whereas reducing the ca-
pacity of the policy network leads to a substan-  2-layer, 1024 hidden units 4169.7 + 48.3
tial degradation in performance. These findings ~ 2-layer, 256 hidden units 704.9 £ 112.5
provide empirical support for the claim that, in

typical settings, the complexity of the reward class is significantly smaller than that of the policy
class. The detailed ablation results are summarized in Table

Reward Network Episode Rewards

Policy Network Episode Rewards

6.3 ADDITIONAL EXPERIMENTS

In addition to the experiments on MuJoCo, we conduct empirical analyses in GridWorld environ-
ments to examine the effects of different reward classes R, environment stochasticity, impact of
the model misspecification, and the benefits of online exploration. The corresponding results are
presented in Appendix [F] showing that a smaller reward class can lead to improved performance for
online imitation learning algorithm, thereby supporting our theoretical analysis in Theorem

7 CONCLUSION

We introduced MB-ATIL, a model-based adversarial imitation learning algorithm, and established
sharp statistical guarantees. We proved horizon-free, second-order upper bounds under general func-
tion approximation and complementary information-theoretic lower bounds, showing that MB-ATL
is minimax-optimal in its use of online interaction when the expert demo is limited. We also show
that MB-ATL is optimal within a log|R/| factor in its dependence on expert demonstrations. Ex-
periments have been conducted to validate our theoretical claims and demonstrate that the MB-ATIL
matches or exceeds the sample efficiency of strong baselines across diverse environments. Our anal-
ysis clarifies how online interaction and system stochasticity impact the sample complexity of AIL
and delineates regimes where AIL can outperform behavioral cloning.

10



Published as a conference paper at ICLR 2026

REPRODUCIBILITY STATEMENT

We have made significant efforts to ensure the reproducibility of our results. The experiment de-
tails are documented in Appendix [G] and [ Our source code is provided to facilitate faithful
reproduction of our experiments in the supplementary materials.

ETHICS STATEMENT

We have carefully reviewed the Code of Ethics and find that our work does not raise any significant
ethical concerns. Our research does not involve human subjects, sensitive data, or potentially harm-
ful applications. We believe our methodology and contributions align with principles of fairness,
transparency, and research integrity.

ACKNOWLEDGMENTS

We thank the anonymous reviewers for their helpful comments. This research was supported by
WZ’s startup funding provided by the School of Data Science and Society at UNC Chapel Hill.

REFERENCES

Pieter Abbeel and Andrew Y. Ng. Apprenticeship learning via inverse reinforcement learning. In
Proceedings of the Twenty-First International Conference on Machine Learning, ICML ’04, pp.
1, New York, NY, USA, 2004. Association for Computing Machinery. ISBN 1581138385. doi:
10.1145/1015330.1015430.

Alekh Agarwal, Yujia Jin, and Tong Zhang. Vo ¢ l: Towards optimal regret in model-free rl with
nonlinear function approximation. In The Thirty Sixth Annual Conference on Learning Theory,
pp- 987-1063. PMLR, 2023.

Martin Arjovsky, Soumith Chintala, and Léon Bottou. Wasserstein generative adversarial networks.
In International conference on machine learning, pp. 214-223. PMLR, 2017.

Kazuoki Azuma. Weighted sums of certain dependent random variables. Tohoku Mathematical
Journal, Second Series, 19(3):357-367, 1967.

Nir Baram, Oron Anschel, and Shie Mannor. Model-based adversarial imitation learning. arXiv
preprint arXiv:1612.02179, 2016.

S. N. Bernstein. On a modification of chebyshev’s inequality and of the error formula of laplace.
Annales de la Faculté des Sciences de Toulouse, 3:1-12, 1924.

Jean Bretagnolle and Carmen Huber. Estimation des densités: risque minimax. Zeitschrift fiir
Wahrscheinlichkeitstheorie und Verwandte Gebiete, 47(2):119—-137, 1979.

Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John Schulman, Jie Tang, and
Wojciech Zaremba. Openai gym. arXiv preprint arXiv:1606.01540, 2016.

Minshuo Chen, Yizhou Wang, Tianyi Liu, Zhuoran Yang, Xingguo Li, Zhaoran Wang, and Tuo
Zhao. On computation and generalization of generative adversarial imitation learning. In Inter-
national Conference on Learning Representations, 2020.

Yilei Chen, Vittorio Giammarino, James Queeney, and loannis Ch Paschalidis. Provably ef-
ficient off-policy adversarial imitation learning with convergence guarantees. arXiv preprint
arXiv:2405.16668, 2024.

Zixiang Chen, Chris Junchi Li, Angela Yuan, Quanquan Gu, and Michael I Jordan. A general
framework for sample-efficient function approximation in reinforcement learning. arXiv preprint
arXiv:2209.15634, 2022.

Jie Cheng, Yingbing Chen, and Qifeng Chen. Pluto: Pushing the limit of imitation learning-based
planning for autonomous driving. arXiv preprint arXiv:2404.14327, 2024.

Cheng Chi, Zhenjia Xu, Siyuan Feng, Eric Cousineau, Yilun Du, Benjamin Burchfiel, Russ Tedrake,
and Shuran Song. Diffusion policy: Visuomotor policy learning via action diffusion. The Inter-
national Journal of Robotics Research, 2024.

11



Published as a conference paper at ICLR 2026

Gustavo Claudio Karl Couto and Eric Aislan Antonelo. Generative adversarial imitation learning
for end-to-end autonomous driving on urban environments. In 2021 IEEE Symposium Series on
Computational Intelligence (SSCI), pp. 1-7. IEEE, 2021.

Robert M Fano. Transmission of information: A statistical theory of communications. American
Journal of Physics, 29(11):793-794, 1961.

Vladimir Feinberg, Alvin Wan, Ion Stoica, Michael I Jordan, Joseph E Gonzalez, and Sergey Levine.
Model-based value estimation for efficient model-free reinforcement learning. arXiv preprint
arXiv:1803.00101, 2018.

Pete Florence, Corey Lynch, Andy Zeng, Oscar A Ramirez, Ayzaan Wahid, Laura Downs, Adrian
Wong, Johnny Lee, Igor Mordatch, and Jonathan Tompson. Implicit behavioral cloning. In
Conference on robot learning, pp. 158-168. PMLR, 2022.

Dylan J Foster, Sham M Kakade, Jian Qian, and Alexander Rakhlin. The statistical complexity of
interactive decision making. arXiv preprint arXiv:2112.13487, 2021.

Dylan J Foster, Adam Block, and Dipendra Misra. Is behavior cloning all you need? understanding
horizon in imitation learning. Advances in Neural Information Processing Systems, 37:120602—
120666, 2024.

Divyansh Garg, Shuvam Chakraborty, Chris Cundy, Jiaming Song, and Stefano Ermon. Ig-learn:
Inverse soft-q learning for imitation. Advances in Neural Information Processing Systems, 34:
4028-4039, 2021.

Tuomas Haarnoja, Aurick Zhou, Pieter Abbeel, and Sergey Levine. Soft actor-critic: Off-policy
maximum entropy deep reinforcement learning with a stochastic actor. In International confer-
ence on machine learning, pp. 1861-1870. Pmlr, 2018.

Jonathan Ho and Stefano Ermon. Generative adversarial imitation learning. Advances in neural
information processing systems, 29, 2016.

Michael Janner, Justin Fu, Marvin Zhang, and Sergey Levine. When to trust your model: Model-
based policy optimization. Advances in neural information processing systems, 32, 2019.

Nan Jiang, Akshay Krishnamurthy, Alekh Agarwal, John Langford, and Robert E Schapire. Con-
textual decision processes with low bellman rank are pac-learnable. In International Conference
on Machine Learning, pp. 1704—-1713. PMLR, 2017.

Chi Jin, Qinghua Liu, and Sobhan Miryoosefi. Bellman eluder dimension: New rich classes of rl
problems, and sample-efficient algorithms. Advances in neural information processing systems,

34:13406-13418, 2021.

Victor Kolev, Rafael Rafailov, Kyle Hatch, Jiajun Wu, and Chelsea Finn. Efficient imitation learning
with conservative world models. In 6th Annual Learning for Dynamics & Control Conference,
pp- 1777-1790. PMLR, 2024.

Shangzhe Li, Zhiao Huang, and Hao Su. Reward-free world models for online imitation learning.
In International Conference on Machine Learning (ICML), 2025.

Qinghua Liu, Praneeth Netrapalli, Csaba Szepesvari, and Chi Jin. Optimistic mle: A generic model-
based algorithm for partially observable sequential decision making. Proceedings of the 55th
Annual ACM Symposium on Theory of Computing, 2023.

Zhihan Liu, Yufeng Zhang, Zuyue Fu, Zhuoran Yang, and Zhaoran Wang. Provably efficient gener-
ative adversarial imitation learning for online and offline setting with linear function approxima-
tion. arXiv preprint arXiv:2108.08765, 2021.

Antoine Moulin, Gergely Neu, and Luca Viano. Inverse g-learning done right: Offline imitation
learning in g-realizable mdps. arXiv preprint arXiv:2505.19946, 2025a.

Antoine Moulin, Gergely Neu, and Luca Viano. Optimistically optimistic exploration for provably
efficient infinite-horizon reinforcement and imitation learning. arXiv preprint arXiv:2502.13900,
2025b.

12



Published as a conference paper at ICLR 2026

Nived Rajaraman, Lin Yang, Jiantao Jiao, and Kannan Ramchandran. Toward the fundamental limits
of imitation learning. Advances in Neural Information Processing Systems, 33:2914-2924, 2020.

Daniel Russo and Benjamin Van Roy. Eluder dimension and the sample complexity of optimistic
exploration. In Proceedings of the 27th International Conference on Neural Information Process-
ing Systems - Volume 2, NIPS’ 13, pp. 2256-2264, Red Hook, NY, USA, 2013. Curran Associates
Inc.

Shai Shalev-Shwartz and Yoram Singer. Convex repeated games and fenchel duality. In Advances
in Neural Information Processing Systems, volume 20, 2007.

Lior Shani, Tom Zahavy, and Shie Mannor. Online apprenticeship learning. In Proceedings of the
AAAI conference on artificial intelligence, volume 36, pp. 8240-8248, 2022.

Lucy Xiaoyang Shi, Archit Sharma, Tony Z Zhao, and Chelsea Finn. Waypoint-based imitation
learning for robotic manipulation. In Conference on Robot Learning, pp. 2195-2209. PMLR,
2023.

Yuda Song and Wen Sun. Pc-mlp: Model-based reinforcement learning with policy cover guided
exploration. In International Conference on Machine Learning, pp. 9801-9811. PMLR, 2021.

Wen Sun, Nan Jiang, Akshay Krishnamurthy, Alekh Agarwal, and John Langford. Model-based
rl in contextual decision processes: Pac bounds and exponential improvements over model-free
approaches. In Conference on learning theory, pp. 2898-2933. PMLR, 2019a.

Wen Sun, Anirudh Vemula, Byron Boots, and Drew Bagnell. Provably efficient imitation learning
from observation alone. In International conference on machine learning, pp. 6036-6045. PMLR,
2019b.

Umar Syed and Robert E Schapire. A game-theoretic approach to apprenticeship learning. In J. Platt,
D. Koller, Y. Singer, and S. Roweis (eds.), Advances in Neural Information Processing Systems,
volume 20. Curran Associates, Inc., 2007.

Mohammad Sadegh Talebi and Odalric-Ambrym Maillard. Variance-aware regret bounds for undis-
counted reinforcement learning in mdps. In Firdaus Janoos, Mehryar Mohri, and Karthik Sridha-
ran (eds.), Proceedings of Algorithmic Learning Theory, volume 83 of Proceedings of Machine
Learning Research, pp. 770-805. PMLR, 07-09 Apr 2018.

Masatoshi Uehara and Wen Sun. Pessimistic model-based offline reinforcement learning under
partial coverage. In International Conference on Learning Representations, 2021.

Sara A. van de Geer. Empirical Processes in M-estimation, volume 6 of Cambridge Series in Statis-
tical and Probabilistic Mathematics. Cambridge University Press, 2000.

Luca Viano, Stratis Skoulakis, and Volkan Cevher. Imitation learning in discounted linear mdps
without exploration assumptions. In Forty-first International Conference on Machine Learning,
2024.

Kaiwen Wang, Kevin Zhou, Runzhe Wu, Nathan Kallus, and Wen Sun. The benefits of being
distributional: Small-loss bounds for reinforcement learning. Advances in neural information
processing systems, 36:2275-2312, 2023.

Zhiyong Wang, Dongruo Zhou, John Lui, and Wen Sun. Model-based rl as a minimalist approach
to horizon-free and second-order bounds. arXiv preprint arXiv:2408.08994, 2024.

Tian Xu, Ziniu Li, Yang Yu, and Zhimin Luo. Understanding adversarial imitation learning in small
sample regime: A stage-coupled analysis. ArXiv, abs/2208.01899, 2022.

Tian Xu, Ziniu Li, Yang Yu, and Zhi-Quan Luo. Provably efficient adversarial imitation learning
with unknown transitions. In Uncertainty in Artificial Intelligence, pp. 2367-2378. PMLR, 2023.

Tian Xu, Zhilong Zhang, Ruishuo Chen, Yihao Sun, and Yang Yu. Provably and practically efficient
adversarial imitation learning with general function approximation. In Proceedings of the 38th
Conference on Neural Information Processing Systems (NeurlPS), 2024.

13



Published as a conference paper at ICLR 2026

Chenlu Ye, Rui Yang, Quanquan Gu, and Tong Zhang. Corruption-robust offline reinforcement
learning with general function approximation. In A. Oh, T. Naumann, A. Globerson, K. Saenko,
M. Hardt, and S. Levine (eds.), Advances in Neural Information Processing Systems, volume 36,
pp- 36208-36221. Curran Associates, Inc., 2023.

Zhao-Heng Yin, Weirui Ye, Qifeng Chen, and Yang Gao. Planning for sample efficient imitation
learning. Advances in Neural Information Processing Systems, 35:2577-2589, 2022.

Tianhe Yu, Garrett Thomas, Lantao Yu, Stefano Ermon, James Y Zou, Sergey Levine, Chelsea Finn,
and Tengyu Ma. Mopo: Model-based offline policy optimization. Advances in Neural Information
Processing Systems, 33:14129-14142, 2020.

Andrea Zanette and Emma Brunskill. Tighter problem-dependent regret bounds in reinforcement
learning without domain knowledge using value function bounds. In International Conference on
Machine Learning, pp. 7304-7312. PMLR, 2019.

Wenhao Zhan, Masatoshi Uehara, Wen Sun, and Jason D Lee. Pac reinforcement learning for
predictive state representations. arXiv preprint arXiv:2207.05738, 2022.

Junkai Zhang, Weitong Zhang, Dongruo Zhou, and Quanquan Gu. Uncertainty-aware reward-free
exploration with general function approximation. In International Conference on Machine Learn-
ing, pp. 60414-60445. PMLR, 2024a.

Renhao Zhang, Haotian Fu, Yilin Miao, and George Konidaris. Model-based reinforcement learning
for parameterized action spaces. In International Conference on Machine Learning, pp. 58935—
58954. PMLR, 2024b.

Zihan Zhang, Yuxin Chen, Jason D Lee, and Simon S Du. Settling the sample complexity of online
reinforcement learning. In The Thirty Seventh Annual Conference on Learning Theory, pp. 5213—
5219. PMLR, 2024c.

Heyang Zhao, Jiafan He, Dongruo Zhou, Tong Zhang, and Quanquan Gu. Variance-dependent regret
bounds for linear bandits and reinforcement learning: Adaptivity and computational efficiency. In
The Thirty Sixth Annual Conference on Learning Theory, pp. 4977-5020. PMLR, 2023.

Han Zhong, Wei Xiong, Sirui Zheng, Liwei Wang, Zhaoran Wang, Zhuoran Yang, and Tong Zhang.
Gec: A unified framework for interactive decision making in mdp, pomdp, and beyond. arXiv
preprint arXiv:2211.01962, 2022.

Runlong Zhou, Zhang Zihan, and Simon Shaolei Du. Sharp variance-dependent bounds in reinforce-
ment learning: Best of both worlds in stochastic and deterministic environments. In Infernational
Conference on Machine Learning, pp. 42878—42914. PMLR, 2023.

14



Published as a conference paper at ICLR 2026

CONTENTS OF APPENDICES

A Additional Related Works

B Additional Discussions Tor TI 58

|C Proot of the Upper Bounds|

|C.1 Upper Bound with Finite FunctionClass| . . . . . .. .. ... ... .. ......

|IC.5 Upper Bounds under General Function Approximation| . . . . ... .. ... ...

IC.5.1 Upper Bound for the Reward Error{. . . . . . ... ... ... .. ... ..

|IC.5.2 Upper Bound for the Policy Error] . . . . . ... ... ... ........

ID.3 AIL Gap Lower Bound| . . . . . ..

ID.4  Lower Bound for Reward Accuracy|
ID.5  Lower Bound for Model Accuracy| .

[E Practical Implementation|

[ GridWorld Experiments|

|G Details of the MuJoCo Experiments|

15

16

16

17
17
18
19
19
20
22
22
25
26
27
30

30
30
31
33
34
34
35

37

37

38



Published as a conference paper at ICLR 2026

A ADDITIONAL RELATED WORKS

Variance-aware Second-order Analysis in Reinforcement Learning. Variance-dependent (or
second-order) bounds are instance-dependent guarantees that scale with the variance of the re-
turn. They have been studied in various settings, including tabular MDPs (Zanette & Brunskill,
2019; IZhou et al.| [2023;|Zhang et al., 2024c; [Taleb1 & Maillard, 2018), linear mixture MDPs (Zhao
et al.| 2023)), low-rank MDPs (Wang et al., 2023}, and general function approximation (Wang et al.,
2024). In imitation learning, [Foster et al.| (2024) also established variance-dependent upper and
lower bounds for stochastic experts.

RL with General Function Approximation A large body of theoretical work has investigated re-
inforcement learning and imitation learning under general function approximation. To characterize
the theoretical limits and better understand practical RL/IL algorithms, researchers have proposed
a variety of statistical complexity measures, including Bellman Rank (Jiang et al.| [2017), Witness
Rank (Sun et al., 2019a), Eluder Dimension (Russo & Roy, |2013)), Bellman Eluder Dimension (Jin
et al.,[2021)), Decision Estimation Coefficient (DEC) (Foster et al.,[2021)), Admissible Bellman Char-
acterization (Chen et al.| [2022), Generalized Eluder dimension (Agarwal et al., [2023)), and Gener-
alized Eluder Coefficient (GEC) (Zhong et al.,|[2022), among others. For imitation learning, related
works have considered general function approximation in the context of behavior cloning (Foster,
et al.| 2024) and optimization-based adversarial imitation learning (Xu et al.| 2024)).

Model-based Reinforcement Learning Many works have conducted theoretical analyses of model-
based reinforcement learning. Prior studies have examined model-based frameworks with rich func-
tion approximation in both online RL (Sun et al., 2019a; Foster et al.|[2021;[Song & Sun,[2021;[Zhan
et al., 2022; Wang et al.| [2024) and offline RL (Wang et al., 2024} |Uehara & Sun, [2021)). In partic-
ular, Wang et al.| (2024) derived a nearly horizon-free second-order bound for model-based RL in
both online and offline settings, where the upper bound depends only logarithmically on H. In addi-
tion to theoretical analysis, numerous studies have investigated practical algorithms for model-based
RL (Janner et al.l 2019} |Yu et al., [2020; Feinberg et al., 2018 |Zhang et al.| [2024b).

B ADDITIONAL DISCUSSIONS FOR THEOREM

Extension to Purely Offline Behavioral Cloning Our lower bound is originally established for the
online setting. When extending it to the purely offline seeting, this corresponds to the regret with
K =1 since
SubOpt(7') = Regret(K = 1) = max ES[Vf;.T(s) - Vf.T;*.T(s)],
re o o

since 7! only depends on the offline demonstrations. As a results, the online interactions K by
definition suffers from a trivial lower bound K = Q(1) for purely offline setting. The full version
of the lower bound for online interaction presented in Theorem is therefore (max{1,0? -
log? [P exp(=N)e?}).

As a result, when the offline interaction NV is significantly large (which corresponds to the behavior
cloning setting, precisely N = Q(log %Z‘P‘) = Q(log M)), the lower bound becomes
trivial since

K = Q(max{1,0? - log? |P|exp(—N)e 2}) = Q(1).

We can further highlight that when the reward class is limited, Theorem together with Theo-
rem suggests that it would be possible to obtain a smaller N and complete the estimation on
model P through online interactions, which goes beyond [Foster et al.| (2024).

Expert Policy Variance vs. Maximum Policy Variance |Foster et al.| (2024) derive a variance-
aware lower bound that depends only on the expert policy’s variance. In contrast, our lower bound
generally depends on the maximum variance over all policies in the policy class. In the construction
used for Theorem this implies that the expert variance % must be of the same order as this
maximum variance, i.e., a lower bound on the expert variance is required, as stated in the following
lemma:

Lemma B.1. By the construction of the hard instance for Theorem the variance of the expert
policy 0% = max,cr VaR 5 . is lower bounded by the MDP parameter 7:

2 1.2
op 2 5T
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Proof. Given the definition of the expert policy variance:

(ir(sh,ah))Z] - (E[V{jﬁ*;r(s)]){

O’% =max VaR,r , = max E
reR ! r

by Eq.[D.3|and the definition of the reward in the constructed hard instance in Appendix [D.} let the
parameterization of the reward be 8 and the expert policy be 7(als; u*, 0*), we can have:

E

il 2 _ _
(D= r(snan) ] = (3 + exepdnlp’, 1)) 7°E (4 + 2(0.5) + 132 (8.5)?)
h=1

(B0 9)]) = [ (3 + exepdntt,w) - (37 + 52(0,5)(0%9)) |

By simple algebra, since we have 0 < ¢, < 1/(2dp) and 0 < ¢, < 1/dp, we can derive the lower
bound for 0%

0% = max E l( EH: 7(Sh, ah))2 - (E[Vl’f]i;r(s) ])2

h=1

(3 + erepdp(p®, p*))r?

1,2
P

v v

where the first inequality is given by:

max —(E[‘GTP*;T(S)])Q = —Irrél% (E[Vf;rp*;r(s)])Q

— —min [ (3 + oerdntu ) - (r+ 5 @.5)079) |

> —mgin [ (% + mdlﬂu*,u*)) . (%T + é(é, s)(ﬁ*,s)) ]2

= 0’
and
H 2 _ _
max E (}er(s;“ah)) 1 = max (3 + exepdp(p*, n*)) T°E (i + 34-(0,s) + ﬁ(@, 5)2)
1=
= (3 + exepdr(p™, 1)) 7%,
which concludes the proof. O

Since we show in the proof of Theorem that Var, , < 72 forall m € Il and r € R, the expert
variance J% cannot be significantly smaller than 0? = maXrcrr, rer Vary . In particular, 0% must

be of the same order as o2. This ensures that our construction is consistent with the result in [Foster
et al.[(2024).

C PROOF OF THE UPPER BOUNDS

C.1 UPPER BOUND WITH FINITE FUNCTION CLASS

We first aim to upper bound the average regret of our proposed algorithm under finite function
classes, i.e., when both P and R are finite. Formally, this upper bound can be stated in the following
theorem:

Theorem C.1. For any 6 € (0,1), let 8 = 4log (K|P|/6). Under Assumptions [3.4] and [3.3] if
FTRL (Shalev-Shwartz & Singer, |2007) is employed as the no-regret algorithm, and R and P are
finite function classes, the average adversarial imitation learning regret defined in[3.1] satisfies:

K

1 - L
(1/K)Regret(K) = ? Irnea%( [VI;P*;T(S) - Vl;P*;r(S)]
k=1
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K
A 1 Pl 1 Pl , 1 log(|R|/d)
<O =\|> Vvar log " + —dploght— + —— + — 2
_O<K kzla’“’“dEOgé K irlos; VK K

5(losRI/5) | | L WE
+@< T K;\JaRﬂ,klogum/aH v VaR log(|R|/3) |,

where (5() hides the polynominal logarithmic factors on K, H, N. dg is the eluder dimen-
sion defined based on Hellinger distance as described in Definition 3.1l We denote VaR; =

k

max,cr VaR" on the maximum variance of the cumulative return for policy 7%, VaRp =
k

max,.cr VaR] is the short hand for the maximum variance collected by the expert policy 7%.

C.2 PROOF OF THEOREM

According to the definition of average regret in Eq. [3.2] we can decompose it into two compo-
nents—reward learning and policy learning—and analyze them separately:

K
1 1 F -
—Regret(K) = max - kg_l (Vhp*;; — Vl.P*;;>

K
1 B k E k
_ T T T T
= max § : (VI;P*;F - VVI;P";F - (Vl;P*;T’" - Vl:P*;r’“))
rer K i~ '

T1: reward error

K
1 k
E:(lP*r"_ lP*rk)'

k:l

T2: policy error

This regret decomposition is standard in AIL analysis. Since the learned reward is not required to
exactly match the ground-truth reward function r*, it is natural to define the reward error as the
difference in value gaps between the expert and behavioral distributions. We provide upper bounds
for the reward and policy errors under finite function classes in the following lemmas:

Lemma C.2 (Reward Error Upper Bound). For any § € (0,1), using FTRL (Shalev-Shwartz &
Singer}, 2007) as the no-regret algorithm, given a finite reward function class R, with probability
1 — 9, the average regret for reward optimization is bounded:

k E k
E v _yT VT v
131683( 1; P* 1;P* 7 ( 1;P*;rk 1;P*;r’“)

1 log(|R[/9)

1og<|R/5>>

+ KZmax VaR ., log(|R|/6) + 7

where VaR ., denotes the variance of accumulative rewards over a horizon H.

Lemma C.3 (Policy Error Upper Bound). For any § € (0,1), with a finite model class P, let
B = 4log (K|P|/0). With probability 1—4, the average regret of the policy optimization is bounded:

% Z (VP s = Vi)

K
1
< — V .
NO( 2 1rrnea7%( aRx . - dglog(KH|P|/d)log(KH)
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+ g log(KHIP|/6) log(KH)> ,

where dp = DE1(G,S x A,1/KH) is the Eluder dimension and VaR, , = max,cr VaR.x ,. is

the maximum variance for 7.

In the proof steps of Lemma|C.2] the reward error T1 is decomposed into an optimization error and
a value estimation error. The optimization error, stemming from the no-regret algorithm in Line 5
of Algorithmm and related to €g, in Eq. is bounded by O(1/+/K) when using FTRL (Shalev-
Shwartz & Siﬁger 2007) The value estimation error, which represents the difference between the

empirical value V1 "p+., and the true value function Vl’rp* is bounded using standard Bernstein-
style techniques and union bounds for a finite reward class. For an infinite reward class, as detailed
in Appendix [C.5] we establish the bound by constructing a p-cover using the covering number from
Definition [3.2] which enables the use of union bounds followed by a Bernstein-style analysis. We
present the analysis for the finite reward class in the proof of Lemma[C.2] and the analysis for the
infinite reward function class in Lemmal[C.14]

Regarding the policy error T2, we generally follow the proof steps in|Wang et al.|(2024) but with a
changing r* during iterations instead of a fixed r*. Overall, the bound is constructed by first applying
the standard MLE analysis on the estimation of transition model and a careful analysis on training-
to-testing distribution transfer via Eluder dimension adopted in prior work (Wang et al.,2024). After
this analysis, we can obtain a variance-aware upper bound for the policy error with a logarithmic
dependency on the horizon H. We provide the detailed analysis in the proof of Lemma [C.3] for the
finite model class, and in Lemma for the infinite model class.

Finally, by combining Lemma [C.2] and Lemma[C.3] we complete the proof of Theorem [C.I] which
is the upper bound with finite function classes. For the results under general function approximation
in Theorem 5.1} we provide the detailed analysis in Appendix

C.3 UPPER BOUND FOR THE REWARD ERROR
C.3.1 TECHNICAL LEMMAS

In this subsection, we present several technical lemmas that are instrumental in deriving the bound
on the reward error.

Lemma C.4 (Bernstein Inequality, Bernstem 1924). Let X7, Xo, .. X be i.i.d. random variables,
with mean 1 = E[X;], empirical mean i = = >_;" | X;, and variance 02 = Var(X;). Then, for any
d € (0, 1), with probability at least 1 — 4, the following inequality holds:

. < 2021og(2/9) N 210g(2/6).

i —p| < - n

Lemma C.5 (Azuma-Bernstein Inequality, Azumal|1967). Let (X} )7_; be a martingale difference
sequence with respect to filtration (Fj)7_,, i.e., E[ X} | Fr—1] = 0 almost surely, and suppose the
increments satisfy

| X%| < b almost surely for all &,

and the conditional variances satisfy
2 2

Define the total conditional variance
n
2
VT’L = Z Uk .
k=1

Then, for any § € (0, 1), with probability at least 1 — 9,

- 2 b 2
Xl < 4/2V,1 = -1 ~ .

2 X< 0g<6)+30g(5>
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C.3.2 PROOF OF LEMMA

The reward error can be decomposed into two components: the optimization error of the no-regret
algorithm and the estimation error of the value function. We begin by providing a formal description
on optimization error introduced in Eq.

Definition C.6 (Xu et al.|(2024)). Given a sequence of policies {ﬂk}szl, suppose a no-regret reward
optimization algorithm sequentially outputs reward functions r*, r2
tion error €g, is defined as:

..., The reward optimiza-

1
~_k ~_FE ~ Kk ~ E
r § T T T T
€ = — Imax ([/ Dx. k_[/ Dx. )C—(L P —[/ D ))
opt K reR P 1;P*;r 1;P*;r 1;P*;r 1;P*;r

This error can be bounded by O(1/+/K) when using the Follow-the-Regularized-Leader (FTRL)
algorithm (Shalev-Shwartz & Singer, 2007) as the no-regret learner. We then define the empirical
value estimates under both the learned and expert policies to facilitate bounding the value estimation
error:

Definition C.7 (Xu et al.[(2024)). The empirical value of policy 7* under reward function r € R is
defined as:

H
/\ﬂ_k
‘G;P*;r = Z T’(SZ, al;L)?
h=1
where {(s,af)}L | is a trajectory sampled from policy 7.
For the expert policy 7%, given an expert dataset Dg = {71, 7»,...,7n}, the empirical value is
defined as:
g 1 -
Vipey =5 2 D r(sn(r),an(n)).
T7EDE h=1

With Lemma [C.4] [C.3] and Definition [C.6 we’re now ready to demonstrate the proof for
LemmalC2]

Proof of Lemma We first apply the following decomposition to separate the reward error into a
reward optimization component and a value estimation component, as described in Appendix [C.2}

1 B k B k
s us s s
max E ‘/1;P*;77 - Vl;P*;? - (Vl;P*;rk - ‘G;P*;rk)

1
E T v v v
max K (‘/I;P*;? 1;P*;7 ( 1;P*;rk 1;P*;’r’k))

T3: optimization error

K
B ~ E 1 ~ E B ~ K k k ~_k
T T T T Uy T s s
+ I’_;lea,’%( Vl‘,P*;F - ‘/1;})*;;4' K E ‘/1;7-k;P* - ‘/1;7"‘“;13* + Vl;P*;F - Vl;P*;F+ ‘/1;P*;7"k - Vl;P*;Tk .
k=1

T4: estimation error

Term T3 corresponds directly to the optimization error of the no-regret algorithm, as defined in
Definition[C.6t

1
_ E T s T VT
T3 = max L, P*7 — V1;,P*7 (Ll;P*;’I‘k l;P*;’r‘k)
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Having bounded the optimization error, we now turn to bounding the estimation error:

K
1 B ~_F ~_E E
T4 = gleai%( ? E_ (Vlﬂg-P*;F - ‘GT:P*;F) + (‘/vl‘I:-P*;'r”C - VlTP*;Tk)

s us e T
+ (‘/1;13*;77 - VI;P*;’F) + (‘/I;P*;Tk - Vl;P*;'rk) .

We aim to derive a variance-aware bound by providing an analysis using a Bernstein-style inequal-
ity. Following the definition of variances in Section [3] we first focus on the estimation error in-

curred when approximating V7" P* with its empirical counterpart V7 P* . By applylng Bernstein’s
inequality, we obtain that, for any fixed reward function , the estimation error is bounded with

probability at least 1 — §:

H H
E
Vf;rp*:r Vl (Prir Z Z Sh ah )) E E [Z ’I“(Sh, ah)} ‘
€Dg h=1 h=1
< \/2 Y repy Var [l r(sn(7), an(7))]log(2/90) N 21og(2/9)
- N 3N
2 2log(2/6
- \/NVaRWE;,. log(2/8) + % C.1)
Since here we only consider finite reward class R, by stardard union bound:

3 210g(2R|/5)
< — E.. _
<\ ViR s, log 2R ) + 2

§¢§W&@A%MRW®+M%%?VQ

Therefore, we can bound the first two terms in the estimation error:

E E
s 0
‘Vl;P*;r - ‘/1;1:’*;7"

K
1 E ~_E ~_E E
s s s s
s e 3o (Vi = Vi) + (Vb = Viben)

4log(2[R|/9)

2
< E. _— .
< 2\/N (Irnea% VaR &, ) log(2|R|/d) + SN (C2)

We then focus on the value difference with respect to 7% for any r € R using Azuma-Bernstein’s
inequality, with probability at least 1 — §:

1 XK . i 1 K| H
?ZlvﬂP*;rivﬂ-ﬁ*;r :?Z ZT Shaah [ZT Shy hp :||
k=1 k=1|h=1 h=1
K H
2 21og(2/9)
§\KZV Zr sn,ap)]log(2/9) + K
k=1 h=1
K
2 21og(2/6)
=\ ’;VaRﬂk;r log(2/6) + K
Following the analysis of the terms involving 7%, we apply the union bound:
K K
1 ok ok 2log(2|’R|/5)
? Z ‘Vl;P*;T‘ - ‘/1;P*;7" Z aRﬂ' Ha IOg 2|7?’|/5) T
k=1 k:
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In this case, the terms associated with 7* are bounded by Bernstein-style variance-aware upper
bounds, with probability at least 1 — §:

K
1 Sk F " ok
max E Vl;P*;F - Vl;P*;? + Vl'P*'rk - Vl'P*"r‘k
Ter K P Py Py

=

2

11og(2IR)/5)
< — . _—= = ' 7.
<2, = ;(gg% VaR«.,.) log(2|R|/8) +

Si (C.3)

Then finally by union bound, using two high-probability inequalities: Eq.[C.2] and Eq. [C.3] with
probability at least 1 — §:

1 K

E ~ _E ~ _E E
max — E (V’.T =V *.~) + (V’.T vk — V] pu. k)
FeR K — 1;,P*;r 1;P*;r 1L, P*;r 1;P*;r

<2 %(rrnez% VaR &, ) log(4|R|/d) + %,
1 [ A s
max 7= ; <V1 P ~ Vi P ) + (Vf;rp*;rk - VlT;rP*;r""')
2 & 4log(4|R|/6)
<2 i Z(ITHE%%( VaR «.,.) log(4|R|/d) + —sr

k=1

Combining two high-probability inequalities, with probability 1 — §:

4log(4|R|/9)

- 2
T1 < €y —|—2\/N (max VaR, . )10g(4\73|/6) + SN

reR
50<

+ | 77 D (max VaRys,) log(|RI/3) + W)

4log(4[R|/9)

K
]; max VaR.«,.) log(4|R|/d) + SK

log(|R[/9)

1
+ \/N<rrnea7%< VaR,rE;r> log(|R|/d) + N

> E‘H

K
k=1

when incorporating FTRL as the no-regret algorithm for reward optimization, providing an

O(1/+/K) bound for Eopt-
O

C.4 UPPER BOUND FOR THE POLICY ERROR
C.4.1 TECHNICAL LEMMAS

In this subsection, we present several technical lemmas that are essential for analyzing the policy
error bound. Our analysis is conducted under the following function class:

g= {(s,a) — H? (P*(s,a) || P(s,a)): P € 77} ,
where H?(-||-) denotes the squared Hellinger distance and P is the model function class. We now
state a series of key lemmas used in the subsequent analysis.
Lemma C.8 (New Eluder Pigeon Lemma, [Wang et al.[2024)). Let the event £ be:
k-1 H

& :Vk € [K], ZZH2 (P* (s, ap)[|1P* (sh,, a)) < .
i=1 h=1

Then under event &, there exists a set K € [K] such that:
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* We have |K| < 13log*(4nK H) - DE1(G,S x A, 1/(8nK H)).
* We have
> ZHQ (P*(sk af)||P*(sF,af)) < DE1(G,S x A, 1/KH)(2+ Tplog(KH)) + 1
ke[K]\K h=1

Lemma C.9 (Bounded Hellinger Distance, Wang et al.| (2024)). By standard MLE generalization
bound and the realizability assumption, by running Algorithm|I] it exists:

. P*c Pk,

* With probability 1 — 4, Z Zh JH2(PE(sE al) || P*(st, ab)) < 221og(K|P|/d).
Lemma C.10 (Bounded Sum of Mean Value Differences, Wang et al.|[2024). Given Lemma @]
happens under high probability, we have:

k k
g ™ /
E § ‘Es '~ PE(sF ak) Vvthl;Pk;'r’C (S ) Es ~P"(sh,ah)‘/h+1;Pk;'r’C (S )
ke[K\K h=0

Iy Y (Vo Vit ey ) (5 a)] - DEL(G,S x A1/ K H) log(K[P1/6) log (K H)
ke[K]\K h=0

+ DE(G,S x A, 1/KH)log(K|P|/d)log(KH).
Lemma C.11 (Variance Conversion Lemma, Wang et al.|2024). Letdg = DE,(G,Sx A, 1/KH).
If the following events happen with high probability:
» Vk € [K]: P* € Pand Yi7) 230 HA(PE (s, a) | P* (s}, a})) < 221og(K|P/6).

e ¥m € [0, [logy(B£)]] : Cry £ 2™G + /log(1/6) - Cpg1 + log(1/6). G and Cy, are

defined as:

Gi=\| > Z[VP* Vit png) 5k ab)] - di log(K1P|/5) log(KCH)
ke[K\K h=0

+ dglog(K|P|/d)log(KH),

Cuim X 3 (Vo (i )]

kE[KI\K h=0

we have:

Z Hf [(VP* szzl:l;Pk;rk) (Sia a’,ﬁ)}

ke[K\K h=0

H—-1
s0< > Z[(Vp*v,ffl;w)<s’z,a,’i>}+dE1og<K|P|/6>1og<KH>>.
ke

[K]\K h=0

Lemma C.12 (Generalization Bound of MLE for Infinite Model Classes, Wang et al.|2024). Let
X be the context (feature) space and ) be the label space. Suppose we are given a dataset D =
{(4,y:) }icn) generated from a martingale process, where for each i = 1,2,...,n, the input z;
is drawn from a distribution D;(x1.,_1, y1.5—1), and the output y; is sampled from the conditional
distribution p(- | x;).

Let the true data-generating distribution be denoted as f*(z,y) = p(y | «), and assume the model
class F : X x Y — A(R) is realizable, i.e., f* € F. Let F be potentially infinite. Fix any

§ € (0,1), and define
—1 .
5 _ log (/\/[] ((TLD)D ; a‘; 7” |oo)> :
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where A ((n|Y|)™, F, | - |ls) denotes the bracketing number as defined in Deﬁnition

Let the version space be defined as

{fef S log £, ) >maleogfxz,yz) w}.
feF

i=1
Then, with probability at least 1 — 4, the following statements hold:

(1) The true distribution lies in the version space, i.e., f* € F.

(2) Every function in the version space is close to the true distribution in Hellinger distance:
ZJE%D [H2 (f(x,) || f*(z,-))] <288, VfeF.

Lemma C.13. Forany ¢ € (0, 1), by applying Bellman equation recursively and with Lemma|C.10}
with probability 1 — 4:

H-1
> (Vb = X r*(shaah)
Ee[K\K h=0

H-1
Sl S ST VeV ) (s ab) log(1/6) + log(1/5)

ke[KI\K h=0

Y Z [Vp* ) (sh,ab)] - DEV(G, S x A 1/K H) log(K|P|/6) log(K H)
EE[K]\K h=0

+ DE1(G,S x A, 1/KH)log(K|P|/6)log(KH),

where (V p- [Vhﬂfl, prr]) (s, ak) is the variance of the value function with respect to the true tran-
sition model P*, and DFE4(G,S x A, 1/K H) is the Eluder dimension.

Proof of Lemma[C13}
. H-1
> (Ve = Yo (shah)
ke[K\K h=0
E V‘n'k N ok k
Z Z s'~P*(s h ) h+1;Pk;rk(5) h+1;Pk;rk(8h+1)
ke[K I\NK h=0

+ Z Z ’Es "~PE (s, Vh+1 i Pk rk( ') —E, ~P* (s, ah>Vh+1 Pk (8 /)‘
kE[KI\K h=

H—
<2 2 ZVP* Vi) (o ) 108(1/8) +  og(1/0)

kE[K]\IC =0

ﬂ_k‘
+ Z Z ’Es '~ Pk (sKak) Vthl ;Pkirk (S ) Es NP*(s}“ah)Vvthl;P’“;'r’C (Sl)
ke[K]\K h=0

H-1

Sl D0 D (Ve VI ) (sh, ak) log(1/6) +log(1/6)

kE[KI\K h=0

Y Z [Vp* ) (5. af)| - DEV(G.S x A 1/K H)log(K|P|/6) log(K H)
kE[K]\K h=0
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+ DE1(G,S x A, 1/KH)log(K|P|/6)log(KH).

C.4.2 PROOF OF LEMMA

Proof of Lemma[C.3] Our proof for bounding the pohcy error generally follows the proof steps
in (Wang et al., [2024) but with r* instead of a fixed r*. By Line 6 of Algorithm |I| the policy
error can be bounded by the optimism guarantee, and with K C [K] and Lemma

K
| v L
T2 = E ; (Vl;P*;r" - Vl;P*;r’“)

1 o n? 1KHkkk KHkklek
= ?ZVSP*;T’“ - }ZZT (sh’ah)""ﬁzzr (h,an) — ?ZVFP*W’“

k=1 k=1h=1 k=1h=1 k=1

1 1 ok K Zk 1 VaRx . log(1/6)  2log(1/4)
S 7"(:'—"_? Z <Vl Pkiyrk ™ Z r Sh7ah \/ K + 3K

H-1

1 wk
S = log” (4K H) - DE1(G, S x A, 1/(SnK H)) Z (vhpk;rk _ ';) r’@(gﬁ,(lﬁ))

. \/2 SR VaR ok x log(1/8) . 2log(1/9)
K 3K

By Lemma|[C.9and probability at least 1 — &, set n := 22log(5K|P|/§), we have:

T2 < %1og2(log(K|7’| /0)KH)-DE(G,S x A, 1/(log(K|P|/§)KH))

H-1
ok K VaR,. k ok log(1/0) log 1/6
> (Vi — Y Ghab) + J i oo,

K
ke[K\K h=0

(C4)

‘We now bound the second term on the RHS of Eq. By Lemma|C.13] this term admits a variance-
aware upper bound that depends on the Eluder dimension. Substituting this result, together with

Lemma|C.T1] back into Eq. [C.4]yields:
1
T2 S 4= log”(log(K[P|/6) K H) - DE(G, S x A, 1/(log(K[P|/6) K H))

S, VaRp i log(1/8) 1 Al L
= K +? Z Z(VP*Vthl;Pk;rk‘)(sﬁ?aﬁ)log(l/é)
ke[K]\K h=0
1 log(1/6
2 X Z (Vo Vet ) (shoab)] - i o PY o) oK ) + 120
ke[K|\K h=
< - log(0s(K[P|/5)K H) - DEL(G. § x A1/ (log(K[P|/5) K H))
1
(2 v (Vo Vit e ) (55 a)] + dislog(K1P1/6) log (K H) ) 1og(1/0)
kE[K]\K h=0
1
T 2 Pl (V- Vty o)k ab)] - dis log (K 1P /) los(K )
kE[K\K h=0
n log(1/4) N S VaR .« .« log(1/9)
K K
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< %logQ(log(K|P|/5)KH) -DE(G,S x A, 1/(log(K|P|/0)KH))

+ 3 Z (Vo Vit e ) (b af)] + dis log(K|P1/8) log (K ) Tog(1/9)

1
K
ke[K\K h=0

A Z[(VP* Vit e ) (58 a)] + disog(K1P1/6) log (K H) ) 10g(1/0)
ke[K\K h=

x \/dglog(K|P|/§)log(KH) +

log(1/9) SR, VaR ko log(1/8)
K K

K
1
<0 (K I;VaR,,w -dp - log(K|P|/6)log(K H)

+ %dE -log(K|P|/9) log(KH)>

< (’)( Zmax VaR . - dg - log(K|P|/d)log(KH)

+ %dE -log(K|P|/9) log(KH)>7

where dp = DE1(G,S x A,1/KH). Replacing ¢ with § /(5K H) concludes the proof. O

C.5 UPPER BOUNDS UNDER GENERAL FUNCTION APPROXIMATION

In this section, we extend the our upper bound result to the general function approximation, provid-
ing the proof for Theorem [5.1] The proof steps generally follow the proof steps for Theorem [C.T}
but with covering number analysis for the reward function class R and bracketing number analysis
for the model function class P. The covering number is defined in Definition[3.2)and the bracketing
number is defined in Definition [3.3] We present the lemmas for the upper bounds of reward and
policy error under general function approximation as follows:

Lemma C.14 (Reward Error Upper Bound with Infinite Reward Class). For any ¢ € (0, 1), using
FTRL (Shalev-Shwartz & Singer, |2007) as the no-regret algorithm, given an infinite reward function
class R, with probability 1 — 6, the average regret for reward optimization is bounded:

k E k
T s s
17}165% T E Vl P~ Viipes — (V1;P*;rk - Vl;P*;rk)

50( 1 logWe/8)  log(Nr/d)

Vi e N T Zmax VaR i, log(NR /)

1
+ \/N max VaR, 5., log(NR/cS))

where VaR ., denotes the variance of accumulative rewards over a horizon H under 7 and reward
function 7. Nr = max{Ny,xr(R), N1/nu(R)} is the covering number for reward function class
R.

Lemma C.15 (Policy Error Upper Bound). For any 6 € (0, 1), with an infinite model class P,
let 3 = 7log (K Np/d). With probability 1 — 4, the average regret of the policy optimization is

bounded:
K
7Tk
Z( 1;P*;rk = 1P*r")
k=1
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K
1
< (’)( Z max VaR i . - dp log(KHNp /§)log(KH)

+ %dE log(KHNp/9) IOg(KH)> )

where dg = DE1(G,S x A,1/KH) is the Eluder dimension, VaR = max,cr VaR,x ,. is the
maximum variance for 7% and Np = Njj (KH|S])™!, P, || - |ls) is the bracketing number.

By combining Lemmas and[C.T5] we complete the proof of Theorem[5.I|under general function
approximation.

C.5.1 UPPER BOUND FOR THE REWARD ERROR

Proof of Lemma|C.14] We first revisit the bound on the reward estimation error under a general
function approximation setting. Our goal is to refine the upper bound established in Lemma[C.2] by
expressing it in terms of the covering number N, (R) rather than the cardinality |R|. From the regret
decomposition used in the proof of Lemma|C.2] the reward optimization error remains unchanged,
as it depends solely on €g, and is independent of the reward function class. Therefore, the focus
shifts to revisiting the estimation error:

K
1 E ~_E ~_E E
T4 = max — E (Vl‘I:P*;F - Vf;rp*;?) + (Vfrp*.,,‘k - ‘/vlT.rP*.rk)
7er K — T S

=~k k k .k
‘Iﬂ' ‘771’ ‘fﬂ" ‘771’
+ ( I;P*;’?‘ - 1;P*;'7) 7 ( 1;P*;7‘k 1;P*;7’k)

By applying Bernstein’s inequality, we obtain that, for any fixed reward function 7, the estimation
error is bounded with probability at least 1 — §:

% 5 S rtonmhante) e[S o)

TEDEh 1 h=1

< \/ 23 cp, Var[Sni m(sn(7), an(7))] log(2/9) | 21og(2/9)
B N 3N

]2 21og(2/9)
= \/NVaRﬂE;Tlog(2/5) t SN

Unlike the analysis for finite function classes, we cannot directly apply a union bound over the
cardinality |R| since the reward class R is now infinite. To address this, we construct a p-cover of
the reward space, denoted (R )p. Then, for all 7 € (R)p, we can apply the union bound:

<\ 2 VR log(2I(R) ) + 2Bl /0)

According to the definition of p-cover, for any r € R, there exists 7 € (R), that satisfies
max(s q)esx.A [7(s,a) —r(s,a)| < p. Therefore, it exists:

(C.5)

~_E E
™ T
Vl;P*;?— Vl;P*;?

~_BE
|‘/17:P*;T - Vl P* A|

(7)) = s (r), an(r))| < Hop.

TEDE h=1

H
Z ‘T(Sh(T)»ah(T)) - ?(sh(T),ah(T))” < Hp.

h=1

E E
|‘/17.;P*;T - VlfP*;?' < ET(E

Therefore, the value estimation difference of any reward function r can be upper bounded by that of
its representative 7 within the p-cover of the reward function class:

< |Pipe s~ Vitpes
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2 2log(2[(R),l/9)
< \/NVaRWE;?log(2|(R)p|/5) + 3—N + 2Hp (C6)

For VaR .= 5, we have:

T

H H
2
VaR; e 7 =E;opp ( Z T(sn(7),an(7)) — Exe Z (sn, ah))
h=1 h=1
H H
SETNDE(ZT(S}L(T> —E, = Zr Sh,Qp ) + p?H?
h=1 h=1

= VaR,», + p°H?
We can further bound Eq. [C.6| with VaR & ,.:

~_E E 2 21log(2(|R )
[V~ Vi | < \/N<VaRWE;T+p2H2>log<2|<R>p|>/6>+ BRI | oy

3N
(C.7)
By plugging in 7 and r* and selecting p := 1/N H:

1 K E ~_E ~_E E
glea% ? I; (VlTP*;F - VYIT;FP*;F) + (‘/IT;FP*;T’“ - VYIT;FP";TIC)

2 410g(2|(R),)/9)
< 2 [72 P
< 2\/N (max VaRos,, + p?H )1og<2|< )ol)18) + =BV g

2 41og(2|(R)1/nul/6) | 4

We then focus on the value difference with respect to 7% for any r € R using Azuma-Bernstein’s
inequality, with probability at least 1 — §:

| X
:?Z

1 K
.k k
§ T u
? ’V1;P*;T - Vl;P*;r
k=1 k=1

h=1 h=1

H H
g r(sn, an) Eﬂ-k|:§ rsh,ah}

K H
D Vi[> r(sn,an)]log(1/6) + o 2log(1/0)

2
< | =2
- \ K 3K
k=1 h=1
K
B 21og(1/6)
= E Z aRTrk log 1/6) T

Following the analysis for terms related to 7%, given a p-cover (R),, for all 7 € (R),, by union
bound:

) 210g(2|(R),]/9)
77 2 VaRo 108 (2|(R)| /0) + —— =

Mw

K

1 /\ﬂ_k‘ ﬂ_k

EE : Vl;P*;?_‘/l;P*;? <
k=1

™~
Il

1

By the definition of p-cover, it exists:

M=

~ k& ~ &k
|‘/17:P*;r - VlTP*;?| < Eqx

o) - | <

>
Il
—_

M=

k k
|‘/17:P*;7" - VlTP*;?| < E‘ﬂ'k

o) - | < 1

>
I
—
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Therefore, the average value estimation difference of any reward function 7 can be upper bounded
by that of its representative 7° within the p-cover of the reward function class:

K
1 Sk ok
? E ‘Vvl;P*;r_Vl;P*;r < = § ‘Vvl iPer T +2Hp
k=1
2 ZK 210g(2|(R),|/9)
p
< I k=1VaRﬂ-k;?lOg(2|(R)p|/6) + — 3Kk +2Hp

Similar to the analysis for the terms related to 7 we also have the variance bound:
VaR .« » < VaR . + p°H?

Therefore, we can finally upper bound the rest of the terms in the estimation error:

1 K
~.__k k
s s
? E ‘Vl;P*;T‘ - ‘/I;P*;T
k=1

K
2 21og(2|(R),|/9)
< k. 2H?2 ZONTINT P T
<\ % ;(VaRW o p2H2)10g(2|(R),|/8) + K +2Hp

Thus, the last two terms related to 7% is upper bounded, selecting p := 1/K H, with probability at
least 1 — §:

K
1 S (17“" Vi )+(V“'“ v )
max . Rt . - . ok T . Pk
rer K 1;P*;7r 1;P*;7 1;P*;r 1;,P*;r

K
4log(2|(R),|/9)
< — 2 F12 FLOE4|\/V)pl/O)
<2 % ;({g&% VaR.,. + p?H?)1og(2|(R),|/) + e +4Hp (C.9)

K
2 1 41og(2[(R)1/xml/d) | 4
=2, ;(%a% VaRriiy + 223)108(2|(R)1/ 11 /9) + Ve +4 (€10

Then finally by union bound, using two high-probability inequalities: Eq.[C.8] and Eq. [C.9] with
probability at least 1 — §:

E

K

~ E ~_FE
max —= § (Vf;rp*;?— Vf;TP*;T«) + (pr*mk - VlTP*‘r’“)
reR K P w7 o

2 1 4log(4[(R)1/Nm|/6) 4
< N R —
= 2\/N (g VaResey + 73 ) Bl (R ol 9) + 3N N

1 K
T v T vr
K E (VI;P*;F - 1;P*;F> + (‘/l;P*;r’c - 1;P*;7‘k)

4log(4[(R)1/kmul/d) | 4
3K K

K
Z max VaR k., K2)10g(4|( )1/KH|/5)+

Combmmg two high-probability inequalities, let px := 1/K H and px := 1/N H, with probability

2 1 Alog(4|(R),n|/0) | 4
<2/ = By A —
T4 < 2\/N<rrnea7%<VaRﬁ o+ 573 ) 108(d(R)py1/8) + Ay + 5
K
2 1 Alog(4|(R),ecl/0) | 4
+ 2J e kZI(ITnez%( VaR .« Kg)log(4|(R)pK|/5) + Ve + %
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K
- O(logq(vigpk/a) B0 Il{g(m% VR 1+ 23) 08 ((R),.c1/6)

+
<}
a9

o (s VaR e+ ) 108,10

K
< o<10g< 2o (R)5) |, s ()]0 +J S i, L

reR

+ \/]1/' (maXVaRﬂE - N2) log(Np (R)/5)>

When we incorporate FTRL as the no-regret algorithm for reward optimization, providing an

O(1/v/K) bound for €ope and keeping only the dominating terms, we can finally upper bound the
reward error as:

T1§0<1+1og( 2 (RI/S) Tog(N,,, (R)/6)

K
Zmax VaR .. log(N,, (R)/9)

VK K N
1
+ NI}leaz]%(VaRﬂ.E 2 10g(N,\ (R )/5)) (C.11)

Further upper bounding the estimation error with Nz = max{N,,, (R),N,, (R)} concludes the
proof. O
C.5.2 UPPER BOUND FOR THE POLICY ERROR

Proof of Lemma[C.I5] For the policy error, by following the approach in [Wang et al.| (2024), and
applying Lemma [C.17] together with the proof steps in Appendix [C.4] we obtain a policy error
bound under general function approximation using bracketing number for model class covering.

Specifically, with
KN KH S 1, 7: 5 oo

the bound holds with probability at least probability 1 — 4:

K
Tz<o<1 Zmax VaR,« . - dp log(KHN (KH|S))=Y, P, || - [|)/3) log(K H)

1
+ 2z e log(KHN (KHIS) ™, P, [| - [l)/9) 10g(KH)>7
where dgp = DFE4(G,S x A, 1/KH). O

D PROOF OF THE LOWER BOUNDS

D.1 DETAILS OF THE HARD INSTANCE STRUCTURE AND PROOF SKETCH

In this subsection, we define the transition dynamics, the reward function of the constructed hard
instance (Figure [I)), and the policy class used in the lower bound analysis. Formally speaking, the
transition dynamics and reward function is written by:

P(s’:|s:,a) :%+€P<u’vaP>a P(s’:|s:,a) :%*6P<H,3P>,
P(s' =[s,1]s =[s,1],a) = P(s' =[so, 1]s =[so, 1] a) =1, Va € A =B

r(s =[s, 1] a) = (5 + 54 (0,s)) P(s'ls,a) = 0,7(s,a) = 0 otherwise if not stated.
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It’s easy to verify that the reward class log |R| = ©(dg) and the model class log |P| = O(dp) in
this setting, while log |S| = ©(dg) and log | A| = ©(dp).

~

Policy class. We define a stable stochastic policy class parameterized by (f,0). The policy
outputs an action a € B?*!, sampled from a Rademacher distribution biased by i and 6:

~

n(a | s; 1, 0) = Rademacher ([% 14, + €xdpt] & [% + €x (s, é\)D ; (D.1)

where @ denotes concatenation, i € B and 6 € M. For an action a generated by the policy

(- | s; &, @), we can find that the first component ap is governed by fi, while the second component

ap is determined by both the state s and the parameter 6. For any instance defined by parameters
(u*, 6%), the offline expert demonstrations are generated by the expert policy 7% = 7(a | s; u*, 0%).

The high-level idea behind the proof of Theorem [5.8]is summarized as follows:

Proof Sketch of Theorem[5.8] We first relates the variance o? with parameter 7 in the hard in-
stance and the Fano’s inequality. We would like to highlight that the lower bound is built on two
cases from the hard instances where (ep, €,) = (€,1/(4dg)) when the policy is hard-to-learn and
(ep,ex) = (1/(4dp), €) when the model is hard-to-learn. Then for all algorithm that seeks a uni-
form performance on all hard instances, the final lower bound is obtained by taking the maximum
of these two cases. O

D.2 TECHNICAL LEMMAS

To construct the proof of the lower bounds, we first present a few technical lemmas that will be
used during the proof. We first provide a lemma for the existence and property regarding the reward
parameter space M?% C BIr:

Lemma D.1. Given v € (0, 1), there exists a M?® C B?r such that for any two different vec-
tors x,x’ € M9? and (x,x’) < dgr", and the log-cardinality of the proposed set is bounded as
log Mz | < dgvy? /4.

Proof of Lemma|D.1} To begin with, we assume that x ~ Unif(B%#), i.e. [x]; ~ {—1,1}. Thus
given any x, x’ ~ Unif(B?%), we have

dr
P((x,x") > dry) = P, cunif{-1,1} (Zzz > dR'V)
i=1

1 gn

=P, ~uUnit{-1,1} ( 2 > ’Y)
dr =

< exp(—d;;g'y2/2)7

The last inequality follows from the Azuma-Hoeffding inequality, noting that z; ~ Unif{—1,1}isa
bounded random variable. Consider a set M%? of cardinality |M“%|; there are at most |[M?|? pairs
(x,x). Applying a union bound over all such vector pairs, we obtain

B(3x, % € M%%, x # X, (x,x') > dy) < M exp(~drr?/2),
thus
P(vx,x" € MR x # %' (x,x) < dpy) > 1 — MR |2 exp(—dry?/2),
Once we have that [M?% |2 exp(—dr~?/2) < 1, there exists a set MI® such that for any two different

vector x,x’ € M7 (x,x') < dgy. O

By Lemma for any x,x’ € M?%, we have ||x —x'||; > dg 1[x # x'], since at least one coordi-
nate differs between the two vectors, contributing at least dp to the ¢; distance.By Lemma[D.1] we
can construct a parameter set M?# with [M?%| = [exp(dgy?/4)] — 1 and v = L. The constructed

set indeed satisfies Lemma and thus we obtain the following lower bound on log [M?% |:
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Lemma D.2. Given v = %, for dr > 48, we have the following lower bound on log |MdR |, where

IM?%| = [exp(dry?/4)] — 1:

dr7?
4

log |[M4%| > -3

Proof of Lemma|D.2}
log [M“#| > log(exp(dry”/4) — 1)
drvy? drvy?
= %+10g (1exp < 117 >>
2
> dry” 3,
where the last inequality holds by applying v = 1/2 and di > 48. O

We then provide a useful lemma for M# to assist the proof of Lemma [D.7}
Lemma D.3. Consider x,y,y’ € M9%, given v = %, we have the following lower bound:

1
max x'(y —y') > Sdrly # V]
xEM®*R 2

Proof of Lemma|D.3}] Since we can write the LHS of the inequality as:

max x (y-y)=y y-y)=ly-¥l.
xEMR

Consider two cases: (i): y = y’ and (ii): y # y’. For the first case, it’s easy to verify that
ly —y’|ll1 = 1]y # y’] = 0, which makes LHS = RHS. For the second case, since we have:
/ T,/ / 1 /
Iy =y'lh=dr -y 'y 2dr(l =) 1ly #y'] = 5dr Ly #¥'],

where the inequality follows from (y,y’) < dry and 1[y # y'] = 1, with v = % applied in the
final step of the proof. Combining two cases, we conclude the proof. O

We finally present some inequalities that are instrumental in our lower bound analysis:

Lemma D.4 (KL divergence for Rademacher distribution). Let P, ) be two Rademacher distribu-
tions with probability % + € and % — ¢, for e < 1/4, the KL divergence of P and Q can be upper
bounded as:

KL(P,Q) < 16¢*

Proof of Lemma
KL(P,Q) = Eplog(P/Q)

1 +e€ 1 L_¢
= (= I — —¢)l 2
(5+¢) og(1 )+<2 ) og(;ﬂ)

1+2
= 2¢ log (1+26)
— 4Z€

< 16€2,

INIE

[N~}

where the last inequality leverages the property xlog(1 + z)/(1 — z) < 4z when z < 3. O
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Lemma D.5 (Fano’s inequality, Fano|1961). Consider a finite set of probability measures {P,, : u €
U} on a measurable space 2. Let u be any estimator based on samples drawn from P,. Then, for
any reference distribution Py on €2, the average probability of error satisfies:

1 R log 2+ 1 2, KL(Py, Po)
- P, >1-
g 2 Feli log 1/

Lemma D.6 (Bretagnolle-Huber inequality, Bretagnolle & Huber|1979). Let P and () be two prob-
ability measures on the same measurable space, and let A be any measurable event. Then

P(A) +Q(A%) > gexp(-KL(P | Q)),

where KL(P || Q) denotes the KL divergence between P and Q.

D.3 AIL GApP LOWER BOUND

In this section, we provide a lemma that draws the connection between the performance loss and the
estimation error of the parameter p and 6.

Lemma D.7. Consider the model parameter (p*,0*) and the corresponding expert policy 7% de-
scribed by 7(a | s; u*, 0*), for any 7 € II with parameter (z, 8), the AIL risk is bounded by:

B * -~ * 0l
Iglea%ﬂz[‘/lTP*;r(s) - ‘/17;]3*;7'(8)} > %”H 2 |1 + %671-7']1[0 7é 9]7

where the expectation is taken over the uniform distribution over the state space.

Proof of Lemma|D.7} To begin with, for any reward function parameter 6 € M’ and policy 7 with
parameter (1, 6, the value function V;7p. . (s) can be calculated by

T H arT /O . ren ~ ~
Viipeo(8)=Fa [y g7+ 5385 (6.9)] = 37+ 55 (0, 8)Bacur o lar] = 37+ 5 (6,58, 5),
whee the second last equation is due to the implementation of a stable policy and the last equation
is from the definition of the policy class (D.I). The transition probability from the initial state

to the state is:

P(s' =[5, 1)s =[50 7(6, /)) = Ea [3 + ep(u”.ap)] = § + ecperdn(p”. B),  (D2)
where the expectation is taken over the action a defined in the policy class. Since V' p..,.(s = )
is always zero, applying Bellman’s equation yields:

Viipe(8) = (5 + exepdrin’ 1) - (37 + 52(0,5)(8.9))

= 1y g Tt dalt ) 4 G (L § reperdp(p®, ) (6,5)(0,5). (D.3)

Repeating the calculation presented in for 7% parameterized by p*, 6%, the performance gap
between any policy 7 and the expert policy 7% can be written by:

E TEpEr - exT /D % -~
Viipein(8) = Viipep(s) = TEestnleitiofl o cam(6.s) - (6% - 6,5)
+ Zepr (1 1) (0,5)(0",5) — (", 70)(8.5)(.5))

> Tdnceel “B) | 79 s) - (0% — 8,5) + re2epdp(0,s) - (0" — ,5), (D4)

where the last inequality uses the fact that (u*, i) < (u*, ") = dp. Therefore, taking the adver-

sarial reward by maximizing this gap over all possible 6 Mz, and taking an expectation
over the state space yields

P T
Iglea% ES[VI;P*;T(S) Vvl;P";r(s)}

> mguxIEs%”*’“*_ﬁ> + %;gTssT(B* —6) + T2epdpB ssT (6" — )

> sugets | = Rlly + 5(rer + Tezepdp) 110" # 6]

> Tigees |u* — filly + g7 10" # ), (D-5)
where we use the property Egss " =1, Lemma andin the second inequality. O
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D.4 LOWER BOUND FOR REWARD ACCURACY

In order to lower bound the second term in Lemma related to the reward parameter 8, we
introduce the following lemma:

Lemma D.8 (Lower Bound for Reward Accuracy). Given the defined MDP structure, reward func-
tion, and policy class, for dr > 48, any (offline or online) imitation learning algorithm must suffer
from the reward estimation error by:

Eogyrin [P,,[é;ﬁ e]] >1- (1 + (@1?48)) log2 — 16N €2,

where the expectation is taken over the uniform distribution in @ € MY and Py measures the
probabilities when the reward model is 6.

For the proof of Lemma [D.8] we start from leveraging the Fano’s inequality as in Lemma [D.5] We
are then ready for the proof.

Proof of Lemma|D.8] We start from the Fano’s mequahty with u « 6 thus log [U| = log [M“7| <
dr7? /4. The reference distribution is defined by Py = IM\ >y Py. Since the agent can only observe

the reward at step h = H, we denote = {afl},, over n € [N] offline demonstrations. Then for
any v € U, the KL divergence KL(P,, Py) is bounded by:

P
KL(Py,Po) = Eyp, [log u(7) 1

92— log MR | Zv u v(x)

< log [M%% | log 2 + E,p. |log L)

< log [M*"*[log 2 + Ex~p, {o B, (2)

= log M |log 2 + KL(P, P,). (D.6)
Then consider u < 8y, let v < 0; € M9~ as a vector that only differs in one coordinate, according

to the definition of the policy class, over the action sequence {al};.x collected over the offline
demonstration with it’s length as N, for e, < 1/(4dg) and dg > 1, we have:

KL(P({af }1:n100), P({af; }1:v61)) = N - Es[KL(P(ar|60), P(ar|61))]
= NdpKL(Rademacher(3 + ¢,), Rademacher(% — €,))
1+ 2¢,
— 2€e,

= 2Ndge, log

< 16Ndge2, (D.7)

where €, < 1, and the last inequality is because of Lemma- Plugging (D.7) and (D.6) into the
statement of Lemma [D.3]yields:

Egnain |Pol® # 6]] =1~ log™" M| (log2 + gy 3 KL(Pu, Po) )
>1—log™ M| (log2 + log™ " [M“% | log 2 + KL(Pg,,Po,))
>1— (1+1log™* |M%|)log2 — 16Ne2

16
>1-(1 log2 — 16 N€2, D.8
e (5 1 e v o3
where the last inequality leverages Lemma with v = % according to the construction of M?%
for dr > 48. O

D.5 LOWER BOUND FOR MODEL ACCURACY

In order to lower bound the first term in Lemma related to the model parameter p € B?”, we
introduce the following lemma:

Lemma D.9 (Lower Bound for Model Accuracy). Given the defined MDP structure, reward func-
tion, and policy class, any (offline or online) imitation learning algorithm must suffer from the model
estimation error by

dp K K p
ZP (Z]l[ﬁi # 1i] > 2) > Ipexp (—16 — N(16€2 + 15)),

i=1 k=1
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The proof of the estimation error for p follows from an analysis based on the Bretagnolle—Huber
inequality, as detailed in Lemma[D.6|

Proof of Lemma|D.9, We start from the Bretagnolle—Huber inequality with u <— p thus || = 24,
The agent can infer the model p from two streams: first, the expert demonstration {a}} con-
tains the model information as ap; second, from both the expert demonstration and online ex-

ploration, the agent can observe {, } Therefore, we denote the P(x) as the joint dis-
tribution of {a}p,}nem U {a}p,}ke[K]. Consider u « g and v < p; € B as

vectors that differ only one dimension. According to the chain rule of the KL divergence, let

—P(k\k,{al}k, ) and P, () \ |, {a'}n, p), we have that
KL(Py,Py) = N - KL(Pu({ap}n,[s, 1] }) {ap}mn}
+ K -KL(Py({ap }x,[5, 1] }), {ap}mk
=N - (KL (75, ({ap}n) 77, ({ap}n)) + KL (Pa(to), Pu(pi1)))
+ K - (KL (7*({ap}r), 7" ({ap}x)) + KL (Pi(po), Pe(p1)))
=N - (KL (m;, ({a'}n), 71, ({a'}n)) + KL (Po (o), Pa(p1))) + K - KL (Pi(pto), Prl(p1))

where the last equation drops the term KL (7*({a'};), 7" ({a'},)) since the online policy is not
affected by the offline demonstration, in terms of the model-related part. According to the definition
of the expert policy and model, by Lemma[D.4] for e, < 1/(4dg), ep < 1/(dp) and dg,dp > 1,
we have:

KL (wfc)({a}a}n)mfl({a}:}n)) < 163

KL (P((5.1],[,0], . {a" b o), P(5,1], [5,0], . {a' s 1)) < 1663

Therefore, we can bound the KL divergence:
KL(Py,Py) < K - 16¢% + N - (16d%€e2 + 16¢%). (D.9)
For i € [dp], we define:

k=1

K
Pui =P (Zm £l > f) .

With Lemma and Eq. letting €% = 1/K, we can obtain:

1 1
Duyi+ Dvi 2 5 exp <16 - N <16d§{<—j72r + I?)) .

By averaging over the parameter space U, it implies:

1
Zpu i > L exp (16 -N (16@6,% + ;)) .

Therefore, we can obtain:

dp 16
;P(Zﬂpﬂ;«épl ) 24exp(—16—N(16d2R63r—|—K>),

which concludes the proof.

D.6 PROOF OF THEOREM

Proof of Theorem[5.8] Let the probability of learning an incorrect reward be P(0* # 5) =1/2,
from Eq. for dr > 48, it yields:

1 (1 16
N>——(=—(1+-—-—)log2) ~Q1/e
= 16e2 (2 <+dR48> °g> (1/ex)
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The suboptimality gap is lower bounded:
7TE 7Tk * 0
max B[ViTp.,,(8) = Viipr(s)] = 3ex7P(67 # 6),

which suggest that Q(72/€2) is the lower bound for N.
By Lemma Lemma and summing the suboptimality over the iteration, letting ep = 1/v K
the regret of the imitation learning algorithm can be lower bounded as:

E

k
Regret(K) = 12%3}[%{ ZkK:IES [VYITP*;T(S) - VITP*;T‘(S>]

> Terd —
2 g\ﬁz rllp" — Bl
K dp
> Z ZTeﬂ'dR ]l l‘l’z 7é “z]
2\/>k 1i=1

v

dp
£E:Te,rdRIP’ (Z]l Wi # pil > K)

dpdpres/E 1
> # exp <16 ~-N <16d§ei + K6)>

Let (ep,e,) be a problem instance parameterized by two perturbations. For ¢ > 0 and
max,cr Eg [Vﬂsz*;r(S) — ViTp...(s)] < ¢, for two hard instances parameterized by e: (1/(4dp),€)
and (e, 1/(4dR)), the lower bound should be able to apply to both instances. For instance
(e,1/(4dR)), the lower bound for N and K is as follows:

N2Q(2d%), K2 Qrd%exp(~N)/é2).
For instance (1/(4dp), €) the lower bound for N and K is as follows:
N ZQ(r?/), K 2z Q(r°¢dRdpexp(—N/dp)).
Combining two lower bounds above, the lower bound must hold for both hard instances:

N z Q (max {r?/*,7%d} }) , K 2 Q (max {7°d} exp(—N)/€*, 7> dy,dp exp(—N/dp) }) .

Consider the variance of the cumulative rewards:

H 2
VaR, , =E l( Z r(sp, ah)>

~ (B ()

H ar 5 )2
E {P(I, )7 E (LIl o + 5 (0.5))
= (3 + exerdnlft, w) 7B (1 + 30,5) + 732(0,5)?)
where we use a% = 1 in the last line. Let ep < 1/(2dp) and €, < 1/dg, we have:
VaR, . < 7°E (% + ﬁ(é, s) + 4d2 (0,s) ) <7

Therefore, the lower bound for N and K can be reformulated using the variance of the accumulated
rewards:

N 2 Q (max {VaRm«/e ,VaR .. Td })

K 2 Q (max {VaR, ,d} exp(—N)/€®, VaR, > dRd}p exp(—N/dp) }) .

Substituting VaR, . with o2, together with dr = O(log |R|) and dp = O(log |P|), completes the
proof. O
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Algorithm 2 Model-based AIL (Practical)

Input: Number of iterations K, discount factor ~, expert dataset Dg, policy 7y, model ensemble
{P, }i=0:p—1 with ensemble size D and reward model 7.
1: fork=1,2,..., K do

2:  Collect trajectories using current policy 7y and populate behavioral buffer B™.
3:  Sample behavioral and expert batches B™, B ~ B™, BE.
4:  Update r,, using Eq.[E.T]
5:  Update model ensemble { P, };—o.p—1 using B™ U B¥ using Eq.
6:  Collect D model rollouts {7;}4=0:p—1 using { P, };=0.p—1 and .
7:  Estimate the value of each rollout V (74) = Y_, 77y (s¢).
8:  Select the rollout with 7* = argmax V' (74) and store it into the model buffer B,
9:  Train the RL algorithm on the model buffer B using the reward model ry to update the
policy my.
10: end for

E PRACTICAL IMPLEMENTATION

In this section, we present a practical implementation of MB-AIL, an optimization-based approach
with neural network parameterizations for the policy 7y, reward 7, and transition model ensemble
{P¢, }i=0:p—1. For reward learning, the reward model is optimized using the following training
objective:

H}pin ﬁR(w) = ]E(s,a)wlfa”r Tw(S, a) - E(S,IL)NBE Tw(S, a) +a ¢(T)7 (E.1)

where B™ and B¥ denote the replay buffers for the policy and the expert, respectively. The term
¢(r) is a regularization function, for which we adopt the gradient penalty (Arjovsky et al.,|2017).
Then for each model P, in the ensemble {Pgi}i’;gl, we update it using the maximum likelihood
objective conducted on data sampled jointly from the expert and behavioral replay buffer:

néinﬁp(fi) = —E(s,0,5)~BEuB~ log Pe,(s']s,a). (E.2)

The practical implementation of the algorithm is summarized in Algorithm[2] In Line 9, we employ
Soft Actor-Critic (SAC) Haarnoja et al.| (2018) as the RL algorithm.

F GRIDWORLD EXPERIMENTS

Environment Setup We conduct a toy experiment on a 9 x 9 GridWorld environment, illustrated in
Figure [3] Rewards of value 1 are available only in the top-right corner of the grid. The state space
corresponds to the 9 x 9 grid, and the action space is A = {up, down, left, right}. The environment
dynamics are stochastic: when an action is taken (e.g., up), the agent transitions to the intended
neighboring cell with probability p; each of the other three neighboring cells is selected with prob-
ability %(1 — p). Each episode lasts 20 steps, and performance is measured by the accumulated
reward. We use a single expert trajectory with a total reward of 8.0 across all experiments. We
initialize the agent in the area {(0, 0), (0,1),(1,0), (1,1)}.

We evaluate behavioral cloning (offline) and online imitation learning in this environment in order
to analyze the benefits of online exploration in the context of imitation learning. Both BC and online
IL agents do not observe rewards directly but have access to the expert trajectory. For BC, the agent
mimics expert actions in states encountered in the trajectory, and acts randomly elsewhere. For
online IL, we maintain both a Q-table and a reward table, initialized with zeros. The Q-learning
agent explores using e-greedy with actions chosen as ¢ = arg max Q(s,a). Whenever the agent
encounters a state-action pair from the expert trajectory, it assigns r(s,a) = 1 in its reward table;
otherwise, the reward is set to 0. The Q-table is updated from visited experiences using this reward
table.

Experiment Settings We evaluate two settings in the GridWorld experiment.  The first
examines the effect of reward space size. Specifically, we partition the reward ta-
ble into n X n regions, assigning the same reward value within each region.  Thus,
the reward space size scales as |R| = ([N/n])?, where N = 9. We fix
p = 0.65 and test n = 1,2,3,4 to study the impact of varying reward space sizes.
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Different Sizes of the Reward Space Different Levels of Environment Stochasticity

-- BC --- Expert
-~ Expert 10 —4— online IL
—4— online IL —4- BC

8 |

Episode Rewards
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>

IS

~

A V
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Figure 2: Results for GridWorld Experiments. We present results analyzing the impact of varying
reward space sizes and different levels of environment stochasticity on adversarial imitation learning
and behavioral cloning, reported over 5 random seeds.

Grid World - Agent: (0, 0), Reward: 0.0

The second setting investigates the effect of ’ RIRIRIRR
environment stochasticity on imitation learn- , R|R|R[R
ing performance. We fix n = 4 and control
stochasticity by adjusting the transition proba-
bility p: a larger p corresponds to a more de- : R =
terministic environment. We experiment with . o
p = 0.45,0.55,0.65, 0.75 to analyze this effect.

6 R R R

Main Results We present the empirical results
of the two experiment settings in Figure[2] For
each configuration, we evaluate 10 episodes for '
each of the 5 random seeds and report the mean o
and standard deviation. In the reward space ex- S U ——
periment, when the reward space is large, on- e on

line IL performs similarly to BC. However, as e

the reward space becomes smaller (larger 1), gioyre 3. GridWorld Ilustration. An illustra-

online IL achieves significantly better perfor- ;o0 of the 9 % 9 GridWorld with the agent initial-
mance, approaching the optimal value, which is ized at (0,0) is shown

consistent with our theoretical upper bound in
Theorem In the stochasticity experiment,
both online IL and BC improve as the environment becomes more deterministic. Across all stochas-
ticity levels, online IL consistently outperforms BC.

Results on the Model Misspecification In order to evaluate the behavior of online IL. when Assump-
tion [3.3]is mildly violated, we conduct an experiments to evaluate the impact of model misspeci-
fication. Specifically, we randomly sample m states in GridWorld as misspecified states. During
Bellman updates, whenever a transition leads to one of these misspecified states, we manually over-
write the next state as (0, 0), thereby introducing controlled transition model misspecification. The
results show that the algorithm maintains strong performance when the proportion of misspecified
states is small, but its performance degrades as the degree of misspecification increases. The detailed
results are shown in Figure ]

G DETAILS OF THE MUJOCO EXPERIMENTS

Hyperparameter Setting We summarize the hyperparameter settings used in our experiments be-
low:

¢ Model ensemble size is 7 for all tasks.

* Model optimization: learning rate 3 X 104, weight decay 5 x 1075, batch size 256.

* Policy parameterization: stochastic Gaussian policy.

 Discriminator: ensemble size 7, trained with batch size 4096 and learning rate 8 x 10—,

* SAC training: learning rate 3 x 10~%, batch size 256, entropy coefficient @ = 0.2 for all
tasks.
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Different Levels of Model Misspecification

-=-- Expert
109 —4— online IL
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Episode Rewards

0 1 2 3
Number of Misspecified States

Figure 4: Results on the Model Misspecification We show the performance of online imitation

learning when some of the states in the GridWorld will lead to misspecification. Results show that

the algorithm maintains strong performance when the proportion of misspecified states is small, but

its performance degrades as the degree of misspecification increases. The results are reported using

5 random seeds.

e Network architecture: hidden size 400 for the model network, and 512 for both the dis-
criminator and policy networks.

Environment Details The specifications of the environments are summarized in Table 6]

Environment \ Observation Dimension  Action Dimension

Hopper 11 3
Walker2d 17 6
Humanoid 45 17

Table 6: Environment Details. Observation and action dimensions for each environment. The
Humanoid task features a higher-dimensional state and action space, making it significantly more
challenging for imitation learning compared to the lower-dimensional Hopper and Walker2d tasks.

Baseline Methods For the OPT-AIL baseline (Xu et al.} 2024)), we adopt the official implementation
provided in their repository. For the GAIL baseline (Ho & Ermon, 2016)), we use the open-source
implementation available at this repository. For the BC baseline, we train a two-layer MLP with a
hidden dimension of 256 on the expert dataset for direct behavioral cloning.

USE OF LARGE LANGUAGE MODELS

We used LLMs solely as a writing assistant for minor grammar and phrasing corrections during
manuscript preparation. LLMs were not involved in research ideation, experiment design, data
analysis, or result interpretation.
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