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ABSTRACT

Supervised fine-tuning (SFT) relies critically on selecting training data that most
benefits model’s downstream performance. Gradient-based data selection meth-
ods such as TracIn and Influence Functions leverage influence to identify useful
samples, but their computational cost scales poorly, making them impractical for
multi-billion-parameter large language models (LLMs). A common alternative is
to use off-the-shelf smaller models as proxies, but they remain suboptimal since
their learning dynamics are unclear, their sizes cannot be flexibly adjusted, and
they cannot be further aligned with the target model in terms of gradient-based in-
fluence estimation. To address these challenges, we introduce IPROX, a two-stage
framework that derives influence-preserving proxies directly from the target model.
It first applies a low-rank compression stage to preserve influence information of
the target model, and then an aligning stage to align both model gradients and
logits, thereby constructing proxies that flexibly control computational cost while
retaining the target model’s influence. Experimental results across diverse LLM
families and evaluation tasks show that IPROX consistently outperforms off-the-
shelf proxies and baseline methods. On Qwen3-4B, a 1.5B proxy constructed with
IPROX achieves stronger performance than the larger 1.7B off-the-shelf proxy.
Notably, on Llama3.2, IPROX achieves better performance than baselines while
reducing computational cost by more than half relative to the full 3B model. These
results show that IPROX provides effective influence-preserving proxies, making
gradient-based data selection more scalable for LLMs.

1 INTRODUCTION

Supervised fine-tuning (SFT) has become the standard approach for adapting Large Language Models
(LLMs) to various downstream tasks. However, the effectiveness of SFT hinges critically on the
training data. Prior studies (Wang et al., 2023b; 2024a) show that naively combining datasets can
even degrade downstream performance. The key challenge, therefore, is not the sheer amount of data
available but the identification of a curated subset that most effectively enhances model performance.

A prominent line of work addressing this challenge is gradient-based data selection, where each
sample’s importance is estimated through its influence on the model performance. For example,
Tracln (Pruthi et al., 2020; Xia et al., 2024; Han et al., 2023) estimates the impact of a training sample
by accumulating gradient inner products with a validation sample across multiple model checkpoints,
while Influence Functions (Koh & Liang, 2017; Kwon et al., 2024; Zhang et al., 2024; Wang et al.,
2025) approximate the effect of infinitesimally upweighting or downweighting a training sample by
scaling its gradient with the inverse Hessian to account for the local curvature of the loss landscape.
Despite their success, both methods impose substantial computational overhead, requiring either
the storage of numerous checkpoints with repeated backpropagation or the computation of costly
inverse-Hessian vector products. This overhead scales poorly with model size, making these methods
impractical for multi-billion-parameter LLMs (Grosse et al., 2023).

While there are some efforts focusing on simplifying the influence computation itself (Kwon et al.,
2024; Yu et al., 2024; Xia et al., 2024; Lin et al., 2025¢), we pivot to an alternative, orthogonal
question: can the expensive influence calculation for a target model be effectively offloaded to a
smaller, cost-effective proxy model? The idea of using smaller models to predict the behavior of
larger ones is already prevalent, most notably through scaling laws that estimate a target model’s
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performance from its smaller counterparts (Kaplan et al., 2020; Shum et al., 2025; Zeng et al.; Lin
et al., 2025b). Motivated by this, we explore whether this proxy paradigm can also be extended to
data selection by leveraging gradient-based influence scores from smaller models as approximations
for larger ones, thereby mitigating the prohibitive cost of full-scale computation.

A direct strategy is to use off-the-shelf proxy models (Xia et al., 2024; Yang et al., 2024b), such
as applying Llama3-8B to select data for Llama3-70B. These proxies provide strong baselines and
useful guidance, but remain suboptimal for three main reasons. First, while their task performance is
usually reported, much less is known about their learning dynamics on the data. As a result, choosing
an off-the-shelf proxy for gradient-based influence estimation typically relies on prior knowledge
(e.g., assuming the larger model always behaves similarly to its smaller counterparts), without a
clear understanding of how much benefit is gained by increasing size. Second, the available off-the-
shelf models within each family are restricted to a handful of fixed sizes, which limits flexibility in
adjusting proxy capacity to different computational budgets. Third—and most importantly, there is
no systematic way to better align these proxies with the target model for influence estimation.

To address these challenges, we propose IPROX, a principled two-

stage framework that constructs a proxy directly from the target model,
starting with compression and followed by alignment. The key idea is
straightforward: instead of relying on a smaller model with assumed
preferences, we derive a smaller model directly from the target so
that it inherits the gradient characteristics of the original. This design
provides flexibility in controlling computational cost and, more im-
portantly, establishes a principled path to preserve the influence of
the target model. Concretely, we first employ Influence-Preserving o PETE—y
Singular Value Decomposition (IPSVD), where each weight matrix Frow Size

When Smaller Beats Bigger’@)

64.18

2
&
°

Avg. Performance
P
2

= |Prox
Off-the-shelf

of the target model is compressed to retain components most relevant
for gradient-based influence. Building on this, we then introduce an
aligning stage that refines the proxy by matching its gradients to those
of the target model within the low-rank space while anchoring its
output logits to remain consistent. Together, these stages yield a proxy
that is both efficient and tailored for gradient-based data selection.

Experimental results demonstrate that IPROX achieves consistently

Figure 1: For Qwen3-4B,
a 1.5B IPROX outperforms
the Qwen3-1.7B off-the-
shelf proxy, demonstrating
that a smaller influence-pre-
serving proxy can achieve
better data selection perfor-

. . mance.
better performance than off-the-shelf proxies across diverse tasks and

model families, and its advantages hold under different gradient-based influence estimators. A
representative example is shown in Fig. 1, where for the Qwen3-4B target model, our 1.5B proxy
constructed by IPROX surpasses a larger 1.7B off-the-shelf proxy in average performance, high-
lighting that a smaller IPROX can outperform larger off-the-shelf ones. In addition to stronger
performance, IPROX is efficient. In our experiments on Llama3.2, it reduces the computational
overhead by more than half relative to the full 3B model, offering a practical and scalable path for
efficient gradient-based data selection in LLM fine-tuning.

2 RELATED WORKS

Efficient Data Selection for LLMs.  With the growing size of LLMs, gradient-based data selection
has become increasingly impractical, motivating more efficient adaptations. Some works reduce
the cost of influence estimation by simplifying second-order derivatives (Kwon et al., 2024; Grosse
et al., 2023; Zhang et al., 2024), while others compute influences on a small subset and extrapolate
to the full dataset (Xia et al., 2024; Yu et al., 2024; Gu et al., 2024; Lin et al., 2025c). Recently,
an alternative line of work has explored using smaller off-the-shelf proxy models to guide data
selection for larger ones, though these approaches primarily rely on loss signals rather than exploiting
gradient information (Yang et al., 2024b; Shum et al., 2025). In the broader context of efficient LLM
adaptation, recent studies also leverage fine-tuning dynamics (Zeng et al.) and automated scaling
laws (Lin et al., 2025b) to optimize computational allocation.

LLM Compression via Decomposition Methods. Decomposition-based compression exploits
the low intrinsic rank of weight matrices. Early work showed that singular value decomposition
(SVD) can effectively approximate transformer layers (Ganesh et al., 2021). Subsequent studies
refined this idea: ASVD incorporates neuron activation patterns (Yuan et al., 2025), CALDERA
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Figure 2: Overview of IPROX. In the first stage (left), IPSVD leverages hidden states and gradients to
build second-moment matrices that reweight the model weights for proxy initialization. In the second
stage (right), the proxy is further aligned with the target LLM through internal gradient alignment in
the low-rank space and external logits anchoring for stability.

combines low-rank factorization with quantization (Saha et al., 2024), and MoDeGPT applies
Nystrom approximation to entire transformer blocks (Lin et al., 2025a). SVD-based strategies have
also been extended to Mixture-of-Experts models (Ai et al., 2025; Yang et al., 2024a; Li et al., 2025).
Additionally, ShortGPT introduces an importance-scoring mechanism to identify and retain the most
critical layers (Men et al., 2024).

3 PRELIMINARIES AND PROBLEM DEFINITION

We consider a candidate training dataset Dy, and a target validation dataset D,,;, which may either
follow the same distribution or a different one. The objective of model-aware data selection is to
identify a subset D* C Dy, with a fixed budget & such that fine-tuning a model fy on D* maximizes
its downstream performance on D,;:

D* = argmax E..p, [U(fop):?)],

Dngmins "Dl:k}

ey

where U is a task utility (e.g., accuracy), 6(D) are the model parameters fine-tuned on D, and
2z € Dy, is a validation sample. Directly solving the combinatorial optimization in Eq. 1 is
intractable. A widely used strategy is to instead score each training sample 2 € Dy based on its
gradient-based influence on Dy, and select the top-k samples. This is typically achieved by defining
a pairwise influence score I(z, z’), which quantifies the utility of training on a sample z for the
model’s performance on a target sample 2’

A prominent example of this idea is TracIn (Pruthi et al., 2020), which approximates I(z, z’) by
accumulating gradient similarities between training and target samples over multiple checkpoints:

T
Iten(2,2') = > _ (Vo L(2:01), VoL(2';61)), 2

t=1
where L(-; -) is the loss function, 6, is the model’s parameters at checkpoint ¢ and 7, is the averaged
learning rate in iteration ¢. By probing the geometry of the loss landscape throughout training,
this method provides a faithful measure of a sample’s utility. Another seminal method, Influence
Functions (Koh & Liang, 2017), estimates the influence of a training sample by modeling how the

final model parameters would change if that sample were infinitesimally upweighted. This parameter
change is approximated as the inverse Hessian of the loss multiplied by the sample’s gradient.

However, the computational cost of these gradient-based methods is prohibitive for large-scale models,
motivating the use of smaller proxies to approximate influence scores. The central challenge, and the
focus of this work, is to design a proxy model fy that not only approximates the influence scores of
the target model fy but also strikes a balance between efficiency and selection quality. Ideally, the
proxy should be small enough to offer notable computational savings while remaining sufficiently
aligned with the target model to guide effective data selection.

4 PROXY CONSTRUCTION VIA INFLUENCE-PRESERVING COMPRESSION

We introduce IPROX, summarized in Fig. 2, which consists of two stages. The first stage compresses
the model with an influence-preserving SVD (§4.1) that uses second-moment reweighting to retain
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influence-relevant components. The second stage aligns the proxy with the target LLM (§4.2) by
matching gradients in the low-rank space and anchoring the logits distribution for stability.

4.1 STAGE 1: INFLUENCE-PRESERVING SVD

Limitation of Standard SVD. We begin by describing how the ~ *°
proxy model is initialized. A natural approach is to compress the ol T
model via low-rank approximation of its weight matrices. For any )
weight matrix W € R™*™ in the target model fy, where n, m are
output and input dimensions, we can approximate it as W ~ AB,
where A € R™ " and B € R"*™. The rank r < min(n,m) | .
directly controls the size of the resulting proxy model, with lower — °2]— Lo eanion )
ranks corresponding to higher model sparsity. The standard method | | — tos renvon tosvo)
for such decomposition is Singular Value Decomposition (SVD), *0 Compression Sparsity
which yields the optimal rank-r approximation under the Frobenius  Figure 3: Loss and influence
reconstruction error objective (Eckart & Young, 1936; Golub & (Tracln) retention of SVD and
Van Loan, 2013). However, this objective is misaligned with our our IPSVD under different
goal of data selection, since minimizing reconstruction error provides compression sparsity.

no guarantee that the proxy model will preserve the gradient-based influence of the target model.

Retention

As illustrated in Fig. 3, when a 4-layer MLP is compressed on a synthetic classification task using
standard SVD, loss retention (measured as the ratio between the original and compressed losses)
remains relatively stable when the sparsity is low, while influence retention (measured by Spearman
correlation with the oracle influence) deteriorates much more rapidly. These observations highlight
the need for a compression method that explicitly preserves influence. To this end, our IPSVD is
designed to retain influence-relevant components. As previewed in Fig. 3, IPSVD attains markedly
higher influence retention than standard SVD while maintaining comparable loss retention across
sparsity levels. We now present the technical details.

IPSVD with Reweighting. Our goal is to construct a compressed proxy whose influence scores
approximate those of the target model. For clarity, we focus on a simplified variant of the Tracln
computed from a single checkpoint and denote it as I, omitting the subscript. Without loss of
generality, we present the analysis with Tracln, and the results also apply to other gradient-based
methods such as Influence Functions (see Appendix E). Specifically, for a weight matrix W, at layer
¢, its gradient is given by the outer product Vyy, L(2;6) = 0,(2)he—1(2) ", where hy_1(2) is the
input to layer ¢ and d,(z) is the upstream gradient from the loss. Then the influence of W is:

Iw,(2,2") = (Vw, L(2;0), Vi, L(2";0)) r = (00(2), 00(2")) r(he—1(2), he—1 (2)) P

where (-, -) z is Frobenius inner product. From this definition, we observe that any sufficiently small

perturbation Wy +— W, = W, + E; affects the influence only through the resulting changes d,(-). A
first-order Taylor expansion of the loss with respect to W, in the direction of the perturbation E, yields
the scalar (Vyy, L(z;0), E¢)r = 6¢(2) " E¢hy—1(2), which captures the effect of the perturbation
on the sample loss. We therefore define the layer-local directional effect of a perturbation F, on a
sample z as:

eg(z) £ (5@(Z)TEghg_1(Z). (3)
The following proposition provides a theoretical justification for using the expected squared effect,
[E.[es(2)?], as a tractable surrogate for preserving the influence score.

Proposition 4.1. Consider a perturbation to layer {: W, — W, = W, + Ey,. Under
assumptions of local smoothness, geometric coherence, and a bounded covariate shift condition
between the distributions of z and z' (see Appendix D for details), there exists a data-dependent
constant C, > 0 such that the expected change in the influence contribution is bounded by:

Iz, (7,2} = Iw,(2,2")| < Cu/E:[ee(z)?]. “4)

The proof is deferred to Appendix D. Intuitively, the smoothness assumption ensures that perturbations
in layer weights translate into proportionally bounded changes in the gradients. The error term ey (z)
represents the local gradient deviation caused by Ey, and its squared expectation thus serves as

Ez,z’
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a surrogate for bounding the discrepancy in pairwise influence Iy, across samples. Minimizing
[, [es(2)?] therefore directly controls the distortion of the influences.

Building on this result, our goal is to find the optimal low-rank approximation W, that minimizes the
expected squared effect, E.[ey(z)?]. This objective can be expressed as a weighted Frobenius norm
between the original and compressed weights, which under the K-FAC approximation (Martens &
Grosse, 2015; Grosse & Martens, 2016) takes the following form:
— 2

minE, [e/(2)?] # min HC’;QQ(We - Wz)Ci/gQH ) )

We We ’ TE
where C, ¢ £ E[hg,lhz—_l] and Cj £ E[(Sg&;—] are the second moment matrices of the inputs
and upstream gradients, respectively. In effect, these matrices form a reweighting scheme. They
rescale E, to more heavily penalize errors in directions where inputs are typically large (identified by
Ch,¢) and where the loss is most sensitive (identified by C's ;). This ensures that our approximation
prioritizes preserving the weights most critical to the influences.

This reweighting can be expressed by the data-dependent matrix S, = C;/f WZC’}L_/ @2. We then

compute the SVD of this matrix, S, = U gZ@WT, and truncate it to the top r, singular values to obtain

the components Uy, ., 3¢ .-, and Vp ,.. The optimal low-rank approximation W, is then constructed by
transforming these truncated components back to the original weight space:

We = Cy P (U Ses Vi) oy
For implementation, this is directly decomposed into the low-rank matrices Wg = A,By, where
Ay = C’(;Zl/ QUA,«Z%? and By = E;/TQVZT,C,: ;/ ®. To ensure numerical stability, we add a small
damping term A/ to each second moment matrix. In this low-rank approximation, the weight matrix
W, € R™e*™e ig approximated with two smaller matrices, A, € R™¢*"¢ and B, € R"¢*"™ reducing

the parameters at layer ¢ to 7,(my 4 ng). The rank r, provides flexible control over the proxy size,
enabling a balance between efficiency and approximation quality under a given computational budget.

Efficient and Scalable Implementation. Computing the square roots and inverses of the large
second moment matrices C}, ¢ and Cj ¢ is prohibitively expensive for large models. To avoid forming
these matrices, we approximate the second-moment statistics using a smallprobe set of N samples. A
single forward and backward pass collects the inputs and gradients at each layer ¢, which are then
used to form two matrices:

H, = [hgfl(zl), . .,hgfl(ZN)] S RWXN and Ay = [5@(21), - ,5@(2]\7)] S R"”XN.

Instead of building the full second moment matrices (e.g., Cp ¢ ~ %HKH ZT ), we compute the
"skinny" SVDs of these tall-and-thin probe matrices directly: Hy = Up XV, and A, =
UneXne VAT’ ;- This decomposition provides the key to bypassing the expensive computation. The
SVD of the large, re-weighted matrix S, can be almost entirely constructed from the SVD of a
much smaller core matrix, which is built using the components of our skinny SVDs. This reduces
the problem to finding the SVD of a matrix whose dimensions are at most N x N, a dramatically
smaller task. The complexity is then reduced from O(nj + mj) for full eigen-decompositions to
O(N? +nyN? + myN?), where N < ng, my. For a complete derivation, please see Appendix F.

4.2 STAGE 2: APPROXIMATE GRADIENT ALIGNMENT IN THE WEIGHT SPACE

The initial proxy model fy- adheres to the theoretical bound established in Proposition 4.1. However,
as approximation errors compound across layers, its alignment in terms of influence preserving with
the original model fy should still be refined. To this end, we employ an aligning stage wherein the
proxy is trained to directly mimic the gradient responses signals of the target model.

Aligning Internal Gradient via Low-Rank Projection. Our goal is to align the gradients of
the initialized proxy with those of the target model. A direct comparison of their gradients, Vg, L
and VgL, is ill-posed due to the dimensional mismatch between the models. In practice, this can
be addressed by projecting the proxy’s gradient into the original model’s high-dimensional weight

space. For instance, for any layer ¢ and a given batch B = {z;} B‘l, one can reconstruct the proxy

|
i=
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gradient Vyy, L(B; ') and minimize its distance to the target gradient Vyy, L(53; 0). However, this
approach has a critical drawback. Once we align the gradients of W, and W, in the full parameter
space, any subsequent influence calculation would also require reconstructing the proxy’s gradient in
this high-dimensional form. Performing this reconstruction for each sample introduces substantial
computational and memory overhead, which undermines the efficiency benefits of a low-rank proxy.

To ensure the proxy remains efficient for downstream tasks, we adopt a more practical strategy: we
project the original model’s gradient down into the low-rank proxy space and perform the alignment
there. Since the proxy layer is defined by low-rank matrices A, and By (where W, ~ A;By),
its true gradients are with respect to these matrices, V4,L and Vg, L. Using the chain rule, we
can project the full gradient Vyy, L onto A, and By, where V4,L = oL oW, _ Vw, LBér and

OW, DA,
Vg, L= a%g g‘gf = AZ Vw, L. This yields a loss based on the following alignment objectives:
1
LGA(B; 6/) = m Z (d(VA,'L, Sg(vaL)Bz—) + d<vBeL= AZSg(VW[L))) ) (6)
teL

where d(+, -) is a distance function and £ denotes all decomposed layers in the proxy model. Here
sg(Vw, L) indicates stop gradient. This objective aligns the gradients entirely within the parameter
space of the proxy, eliminating any need for high-dimensional reconstruction during influence
calculation and thus preserving its efficiency.

Anchoring External Output Behavior. To stabilize gradient alignment and prevent the proxy from
collapsing, we anchor its output distribution to that of the teacher model, inspired by the idea of
knowledge distillation. This provides a stable basis for alignment, where we employ the standard
forward Kullback-Leibler (KL) divergence loss:

1
2 ] Z KL (softmax ( fo(2)/7) || softmax( for (2) /7)) , ™
z€EB
where 7 is the distillation temperature and fy, fp- are output logits. Our final objective for the
initialized proxy combines the gradient alignment and output anchoring losses:
n%i,n Loa(B;0') + ki Lkr(B;6'), (8)

where A\kp, controls the strength of the anchoring term.

LKL(B; 9/) = T

Discussion. IPROX shows that low-rank proxies can preserve gradient-based influences, but there
are trade-offs to consider. The embedding layer and LM head are essential for model performance and
are less suitable for compression (Namburi et al., 2023; Dettmers et al., 2022), which places a natural
limit on parameter reduction. Moreover, prior work finds that model quality drops sharply once
the rank falls below about 10% of the original size (Wang et al., 2024b; Hsu et al., 2022), meaning
proxies cannot be reduced arbitrarily without sacrificing performance or their ability to preserve
influence. Even with our aligning stage, fully recovering gradient behavior under such aggressive
compression remains difficult. These limitations do not diminish the usefulness of our method but
highlight the inherent trade-offs between efficiency and proxy quality.

5 EXPERIMENTS

In this section, we provide a comprehensive evaluation of IPROX. We first describe the experimental
setup (§5.1), then present results comparing IPROX with off-the-shelf proxies and baselines (§5.2).
We follow with analysis (§5.3), covering different influence estimators, efficiency, factors behind
its effectiveness, and ablations. Additional results under varying data budgets are presented in the
Appendix C.

5.1 EXPERIMENTAL SETUP

Datasets and Models. We use the DOLLY Table 1: Statistics of the evaluation datasets for

. fine-tuning.
dataset (Conover et al., 2023) as our candi- e-tuning
date training data Dy, following (Wang et al., — = o e

. . . atase as es val ots etric

2023b). It provides a diverse collection of - — = :
. . . . .. TyDiQA  Multilingual QA 1,713 9 1 Exact Match
mstructlon—response pairs des1gned fOI‘ allgmng MMLU  Multiple choice 18,721 285 5 Accuracy
large language models with human preferences. _BBH _ Reasoning 920 81 3 Accuracy
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Table 2: IPROX compared with off-the-shelf proxies across four target model families. For each
target model, we report results using the full model (shown in gray, provided only as a reference),
an off-the-shelf proxy from the same family, and IPROX with different sparsity levels p. Bold and
underline indicate the best and second-best proxy results, respectively.

Target Model | Proxy Model | #Params | MMLU BBH  TyDiQA | Avg.
Llama3.2-1B 1B 55.89 47.31 38.84 47.35

Llama3.2-3B IPrROX, p = 0.3 2.5B 56.77 49.16 40.98 48.97
) IPrROX, p = 0.5 1.8B 56.35 47.69 39.77 47.94
IPROX, p = 0.7 1.3B 56.28 47.31 39.04 47.54

Gemma3-1B 1B 59.61 47.31 25.43 44.12

Gemma3-4B IPrROX, p = 0.3 3B 59.36 49.63 32.19 47.06
IPrROX, p = 0.5 2.3B 59.47 48.70 3142 46.53

IPROX, p = 0.7 1.6B 59.32 48.52 29.12 45.65

Qwen3-1.7B 1.7B 69.65 74.44 47.35 63.81

Qwen3-4B IPROX, p = 0.3 | 3.1B 70.15 75.18 50.63 65.32
IPROX, p = 0.5 2.2B 70.08 74.72 48.45 64.42

IPROX, p = 0.7 1.5B 69.94 74.62 47.98 64.18

Qwen2-1.5B 1.5B 70.18 59.72 47.29 59.06

Qwen2-7B IPROX, p = 0.3 | 5.8B 70.36 60.93 53.56 61.62
IPrROX, p = 0.5 4.4B 70.27 60.74 51.36 60.79

IPrROX, p = 0.7 3.3B 70.41 60.28 50.61 60.43

We evaluate models ranging from 3B to 7B parameters across four different model families: Llama3.2-
3B (Dubey et al., 2024), Gemma3-4B (Team et al., 2025), Qwen3-4B (Yang et al., 2025), and
Qwen2-7B (Team, 2024).

Baselines and Evaluation. To our knowledge, this direction is underexplored, so we mainly com-
pare with off-the-shelf proxies within the same model family. In addition, we propose two baselines
based on related work: Layer Extraction, which selects layers from the original model using heuris-
tics (Men et al., 2024), and Influence Scorer, which trains a smaller model to predict influence
scores for the dataset (Yu et al., 2024). Following (Xia et al., 2024), we use MMLU (Hendrycks et al.,
2020), BBH (Suzgun et al., 2022), and TyDiQA (Clark et al., 2020) to evaluate the final performance.
Table 1 shows some statistics about the tasks. Appendix B.1 contains more details.

Data Selection Settings. We implement TracIn-based influence estimation following Xia et al.
(2024), adopting the SGD influence variant and omitting the gradient projection component for
simplicity. For influence function estimation, we implement it based on the K-FAC method (Grosse
& Martens, 2016). The target models are first warmed up on a randomly selected 5% subset of Dyain
for subsequent data selection. Data are then scored according to the computed influence values, and
the top 5% are selected. Each model is full fine-tuned on the selected data for 4 epochs. As discussed
in Section 4.2, we freeze the embedding and LM head during warm-up to prevent performance
degradation and exclude them from influence calculation. Appendix B.2 contains more details.

Implementation Details. IPROX is built from the warmed-up target model. We implement it using
1% of the data source, of which 10% is allocated as probe set, and 90% as aligning data. We vary
the sparsity level p, the proportion of parameters removed by compression, to examine the trade-off
between efficiency and performance. Appendix B.3 contains more details.

5.2 MAIN RESULTS

We first compare IPROX with off-the-shelf proxies, with the results summarized in Table 2. We vary
p so that proxy sizes range from off-the-shelf scale to near the target model. The key findings are:

IPROX is effective across different models. IPROX consistently outperforms the off-the-shelf
proxies across all sparsity levels on BBH and TyDiQA, while also achieving competitive results on
MMLU, demonstrating the effectiveness of our approach. Notably, on Qwen3, IPROX even surpasses
the larger 1.7B off-the-shelf proxy with a proxy of only 1.5B parameters.

Larger proxies yield better performance. Across all four model families, we observe a clear trend:
increasing proxy size leads to improved performance. This highlights that our approach enables a
controllable trade-off between computational cost and downstream performance.
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Task type matters. We find that the benefits of IPROX vary across tasks. The performance gains
are more pronounced on TyDiQA than on MMLU. We argue that this difference may stem from the
nature of the tasks, since TyDiQA and Dolly are both closer to open-domain QA settings, whereas
MMLU emphasizes complex reasoning tasks where data selected from Dolly provides only limited
improvements. This observation aligns with Eq. 4, which indicates that greater distributional shift
between training and validation sets results in a looser error bound.

Proxies can even outperform target models. In some cases, IPROX surpasses the performance
obtained with data selected by the target model itself, such as Qwen3-4B with p = 0.3 on BBH
and Qwen2-7B with p = 0.3 on TyDiQA. This phenomenon, where smaller models identify more
generalizable training data, has also been reported in prior work across pre-training (Xie et al., 2023;
Engstrom, 2024), fine-tuning (Xia et al., 2024), and in-context learning (Wang et al., 2023a). Our
experiments reinforce this observation, showing that sometimes proxies can select data for the target
model more effectively than the target model itself.

Table 3: Comparison of IPROX with two baselines: Layer Extraction and Influence Scorer. For
IPROX and Layer Extraction, we report the results based on p = 0.3. A denotes the performance
gain of IPROX over the strongest baseline. Bold indicates the best results.

\ Llama3.2-3B \ Gemma3-4B
Task | Layer Extraction Influence Scorer IPROX A | Layer Extraction Influence Scorer IPROX A
MMLU 56.44 56.42 56.77 0.33 59.30 59.49 59.36  -0.13
BBH 46.85 46.57 49.16 231 48.79 47.87 49.63 0.84
TyDiQA 35.18 34.11 4098 5.80 26.91 26.91 3219 528
Avg. 46.16 45.70 4897 281 45.00 44.76 47.06 199

Next, we compare IPROX with two baselines. As shown in Table 3, IPROX achieves overall stronger
performance than both baselines, with an average improvement of 2.81% on Llama3.2-3B and 1.99%
on Gemma3-4B. We observe that while the two baselines obtain comparable or slightly higher results
on MMLU, these improvements are less conclusive, since both methods perform notably worse
than the off-the-shelf proxy on BBH and TyDiQA. We also acknowledge that both baselines are
computationally cheaper, but they do not preserve gradient information and therefore struggle to
identify useful data. Additional results on other model families are provided in Appendix C.

5.3 ANALYSIS

Table 4: Evaluation results of IPROX on Influence Function. Bold and underline indicate the best
and second-best results within each target group, respectively.

Llama3.2-3B Gemma3-4B
Task | IPROX | IPROX
\ Llama3.2-1B p=0.3 p=05 p=0.7| Gemma3-1B p=03 p=0.5 p=0.7
MMLU 56.10 56.09 55.96 56.52 59.18 59.37 59.57 59.34
BBH 46.20 48.24 47.96 47.31 45.09 48.98 48.52 48.15
TyDiQA 38.13 44.35 41.57 39.05 30.01 34.18 33.94 28.44
Avg. 46.81 49.56 48.50 47.63 44.76 47.51 47.34 45.31
Results on Influence Function. To validate the effectiveness stage 1 Stage2  mmm Influence Calculation

of IPROX across different gradient-based influence, we also
evaluate IPROX under the Influence Function. The results are ~ ** 233
reported in Table 4. We find that IPROX outperforms off-the- 2o
shelf proxies on BBH and TyDiQA while remaining competitive
on MMLU. Averaged across tasks, IPROX achieves clear gains 3
over the smaller proxies on both Llama3.2-3B and Gemma3-4B, Tael
leading to a conclusion consistent with Table 2. These results ©

suggest that the improvements brought by IPROX are consistent
across different gradient-based influences. o3

0.5
Sparsity

Efficiency Analysis. We further analyze the efficiency of Figure 4: TFLOPs breakdown on
IPROX by reporting both theoretical FLOPs and actual GPU Llama3.2-3B across different spar-
hours. Figure 4 shows the FLOPs breakdown on Llama3.2-3B  sity levels.

across different sparsity levels. As sparsity increases, the total FLOPs drop substantially, leading to
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over 140 TFLOPs savings at p=0.7 compared to the full 3B model. Moreover, Stage 1 and Stage 2
account for only a small portion of the total FLOPs, and their cost further decreases as sparsity grows.

Table 5 reports the estimated wall-clock com-
putation measured on a single GH200 GPU,
with IPROX ranging across all sparsity levels
from 0.3 to 0.7. Compared to ~90 minutes
required for influence calculation with the 3B
model and ~40 minutes with the 1B off-the-
shelf proxy, our method performs influence cal-
culation in only ~38—44 minutes. Proxy con-
struction (Stage 1 and Stage 2) adds less than

Table 5: Computation breakdown on Llama3.2-3B
measured in single GH200 GPU hours. Infl. Calc.
denotes the time for influence calculation.

Model Stage1  Stage 2 Infl. Calc.
Llama3.2-3B - - ~90 mins
Llama3.2-1B - - ~40 mins
IPrROX ~2 mins ~3-5 mins ~38-44 mins

10 minutes of extra cost, bringing the total runtime to about 43—-51 minutes. Thus, the efficiency
of IPROX mainly comes from the reduced cost of influence calculation, with proxy construction
contributing only a small computational overhead. Together, these results highlight that IPROX
achieves notable efficiency improvements while maintaining strong performance, making it a practical

alternative to direct influence calculation with target models.

Behind IPROX Effectiveness. To understand
why IPROX is effective in data selection, we
first examine the similarity between the selected
data and the target task using subspace affinity
(SA) (Soltanolkotabi et al., 2014). As shown in
Table 6, proxies with lower sparsity (e.g., p =
0.3) achieve higher SA than the off-the-shelf 1B

Table 6: Similarity and diversity of selected subsets
with the target model Llama3.2-3B. SA measures
subspace alignment with the target task (higher
is better), and 1-NND measures average nearest-
neighbor distance within the selected dataset for
diversity (higher is better). Bold and underline
indicate the best and second-best proxy results.

proxy, most notably on TyDiQA, suggesting that

; R : Proxy Model MMLU BBH TyDiQA

they capture gradient directions more consistent SAT INNDT SAT LNND® SAT LNND?

with the target task. _ “NNDT '
Llama3.2-1B 29.01 1391 2094 1329 1861 13.13

Beyond similarity, diversity also plays akey role  IPrRoX,p =0.3 33.39 1404 2178 15.67 2459 1526

: . . IPROX, p = 0.5 33.14 1431 2132 1545 2059 16.17

in boosting downstream performance (Zhang —1po '~ 07 5579 1607 2132 1563 1972 1582

et al., 2024). Therefore, we measure the average
nearest-neighbor distance (1-NND) within selected subsets as a measurement for diversity and find
that proxies with higher sparsity (e.g., p = 0.7) yield larger 1-NND values than the 1B proxy.
This suggests that even when compressed, IPROX preserve a sufficient degree of diversity in their
selections. We argue that [IPROX steers selection toward task-relevant directions while its sparsity
allows variation in less dominant components, which helps maintain diversity in the selected data.

Ablation Studies. Table 7 presents an ablation study on
different components. We observe that removing KL an-
choring consistently reduces performance across all three
benchmarks, while removing the entire aligning stage

Table 7: Ablation study on Llama3.2-3B.
Removing KL anchoring or the entire
aligning stage leads to consistent drops
in performance across all tasks.

leads to even larger drops, particularly on TyDiQA. The

C . . Model
degradation is more pronounced at higher sparsity levels, o

| MMLU | BBH | TyDiQA

suggesting that alignment becomes increasingly important ~ PROX, p = 0.3 3677 | 49.16 | 40.98

. . w/o KL anchoring 56.52 48.88 40.85

as the proxy is more aggressively compressed. Overall, wlo alignment | 5641 | 4851 | 39.33
the results show that KL anchoring and gradient alignment

12 gra 18] IPROX, p = 0.5 5635 | 47.69 | 39.77

are complementary. KL anchoring stabilizes training by wlo KL anchoring | 56.19 | 47.59 | 39.04

constraining outputs, while gradient alignment preserves wio alignment | 56.08 | 47.03 | 36.43

influence-relevant directions, and together they maintain  1prox_ » = 0.7 5624 | 4731 | 39.79

the quality of selected data. w/o KL anchoring | 56.04 | 46.85 | 37.66

w/o alignment 55.99 46.48 3532

6 CONCLUSION

We introduced IPROX, a principled framework for constructing influence-preserving proxies for
efficient data selection in LLM fine-tuning. By compressing the target model with an influence-
preserving low-rank approximation and refining it through model gradient and output alignment,
IPROX preserves the influence information of the target model while reducing computational cost.
Experiments across multiple model families and tasks show consistent gains over off-the-shelf proxies
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and baselines, together with clear efficiency benefits. These results suggest that influence-preserving
proxies offer a scalable approach to gradient-based data selection in LLM fine-tuning.

10
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ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. Our study focuses on methodological advances in
efficient data selection for LLM fine-tuning. All experiments are conducted on publicly available
datasets with open-sourced models. We do not involve human subjects, private or sensitive informa-
tion, nor do we release new datasets. The proposed method is designed to reduce computational costs
for gradient-based data selection and does not introduce foreseeable risks of harm, privacy violation,
or discrimination. We have carefully documented implementation details to promote transparency
and avoid risks of misuse. Overall, we view our work as having a positive impact by encouraging
efficiency and responsible use of computational resources.

REPRODUCIBILITY STATEMENT

We make substantial efforts to ensure reproducibility. Theoretical results are presented with complete
assumptions and proofs (see Appendix D and Appendix E). Details of the proposed method, including
the influence-preserving compression and alignment stages, are fully described in Section 4 and
Appendix F, with algorithmic formulations provided. Comprehensive experimental setups, datasets,
and evaluation metrics are specified in Section 5 and Appendix B.1. All datasets and models
employed in this paper are publicly available. The source code will be released via an anonymized
link: https://anonymous.4open.science/r/IProX-20FB
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A THE USE OF LARGE LANGUAGE MODELS

LLMs were used in this work in two distinct capacities. First, as part of our experimental design, we
employed a diverse set of publicly available pre-trained LLMs from multiple families and sizes (e.g.,
LLaMA, Gemma, and Qwen series) to serve as target models and proxies for evaluation. In this role,
the models were kept fine-tuned only within well-documented settings, and our contributions focus
on the methodology of constructing efficient influence-preserving proxies, rather than developing or
training new LLMs from scratch. All datasets involved are public, and no proprietary or unreleased
models were used. LLMs were also employed to assist with phrasing and improving the presentation
of the paper.

16



Under review as a conference paper at ICLR 2026

B FURTHER DETAILS ON EXPERIMENT SETUP

B.1 BASELINE AND EVALUATION DETAILS
Here, we provide additional implementation details of the baseline and detailed evaluation settings.

* Layer Extraction: We extract layers from the warmed-up target models. Following Men
et al. (2024), each block (i.e., attention + MLP) is scored with an influence defined as:

h] hit

Iig =1-E mer—r,
[[il[[[ i

where h; and h;; denote the hidden states before and after the i-th block, respectively. This
score captures how much the representation changes across the block, with larger values
indicating greater influence. For a fair comparison, we set the sparsity to p = 0.3 and select
the top 70% of blocks ranked by their influence scores 1 g. The influence is computed using
a 1% random sample from Dy,in, and the final results are reported in Table 3.

¢ Influence Scorer: Prior work (Gu et al., 2024; Yu et al., 2024) formulates this task as a
regression problem, where a smaller model is trained to predict influence scores from a
limited set of annotated data. Concretely, the target model is first used to compute influence
on a hold-out set, and these values are then used to supervise the smaller model. Once
trained, the smaller model is applied to generate influence scores for the entire dataset.
This approach raises two concerns. First, it still requires influence computation with the
original model to produce annotations. Second, the generalizability of the smaller model is
uncertain, as data preferences may shift during training, necessitating repeated re-annotation
and retraining for accuracy. In our implementation, we adopt the off-the-shelf model from
Table 2 as the backbone, attach a regression head, and freeze all other layers during training.
For a fair comparison, we use 1% of Dy.in as the hold-out set and perform training only
once. The default learning rate is set to le—5, and we optimize using Adam with a weight
decay of le—2 for 5 epochs.

We follow Xia et al. (2024) to evaluate the performance of the models on the target tasks. For
MMLU, we evaluate 5-shot accuracy on the test set averaged across 57 subtasks. For TyDiQA, we
report 1-shot macro-averaged exact match across 9 languages under the gold-passage setting, where a
passage containing the reference answer is provided. For BBH, we measure the average 3-shot exact
match across all tasks. All models are trained for 4 epochs with a default learning rate of 1e—5, and
we report the final performance.

B.2 DATA SELECTION SETTING DETAILS

For Tracln influence, the implementation follows Xia et al. (2024) with two key modifications. As the
experiments are conducted with full fine-tuning rather than parameter-efficient fine-tuning (PEFT),
the most time-consuming gradient projection step is omitted. The averaged gradient on the validation
set is computed and its cosine similarity with the gradient of each training sample is used as the final
influence score, rather than Adam moments. In addition, due to computational budget constraints, we
warm-up for only one epoch with a default learning rate of 1e — 5 and a weight decay of le — 2.

For Influence Functions, K-FAC (Grosse & Martens, 2016) is used to compute the inverse Hes-
sian—vector product for each layer, and the resulting vectors are concatenated to form the final
representation. For computational efficiency, Hessian statistics are estimated using 1024 samples
rather than the entire dataset.

B.3 IMPLEMENTATION DETAILS

We initialize IPROX using 1% of randomly sampled data from Dj,,, allocating 10% to the first stage
and 90% to the second stage.

In the first stage, the number of collected second-moment matrices N ranges from 512 to 2048,
depending on the model size. Rather than averaging over entire sequences to collect hs and Js,
we sample tokens within each sequence, with the sampling budget precomputed to ensure uniform
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coverage over the entire probe set. This design offers two advantages: (i) random or stratified token
sampling better captures local geometry across different positions, difficulty levels, and attention
patterns; and (ii) it mitigates length bias. Since sequence lengths vary widely, per-sequence averaging
tends to compress the internal diversity of long sequences while disproportionately amplifying
or diminishing short sequences. For numerical stability, we add a damping term of 10~3 when
computing the SVD. To improve hardware efficiency, the rank of each layer is further aligned to a
multiple of 128, which facilitates optimal tensor core utilization during GPU computation.

For the second stage, we perform a grid search over the following hyperparameters: learning rates of
le—5, be—>b, and le—4, and Ak, values of 0, 0.1, 0.01, and 0.001. We use a weight decay of 0.01,
align only the decomposed layers while keeping all others (including biases) fixed, and set the batch
size to 4. We use 1 — cos(+, -) as the distance metric in Eq 6.

All experiments are conducted on compute nodes with ARM architecture and equipped with NVIDIA
GH200.
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C ADDITIONAL EXPERIMENT RESULTS

Table 8: Additional evaluation results of IPROX on Influence Function. Bold and underline indicate
the best and second-best results within each target group.

| Qwen3-4B | Qwen2-7B
Task | Layer Extraction Influence Scorer IPROX A | Layer Extraction Influence Scorer IPROX A |
MMLU 69.86 69.60 70.15  0.29 70.31 70.28 7041 0.10
BBH 74.25 74.90 7518 0.28 59.63 59.17 60.93 1.30
TyDiQA 46.78 46.52 50.63 3.85 44.15 45.72 53.56 7.84
Avg. 63.63 63.67 65.32 147 58.03 58.39 61.63  3.08

Additional Results Compared with Baseline Methods We extend the comparison of IPROX
with baselines to two target models, Qwen3-4B and Qwen2-7B, under the Tracln influence. The
results are summarized in Table 8. We observe that the trends in Table 8 are consistent with those
reported in Table 3, confirming that IPROX consistently outperforms the baselines across different
target models and tasks. In particular, the gains on TyDiQA are especially notable, with IPROX
improving by 43.85 on Qwen3-4B and +7.84 on Qwen2-7B compared to the strongest baseline.
These improvements highlight that the influence-preserving design of IPROX is more effective at
capturing task-relevant gradients than heuristic or predictive alternatives. Moreover, the consistency
of the results across both medium-size and large-size models suggests that the advantages of [IPROX
generalize beyond a single model family, further reinforcing its effectiveness and scalability for
gradient-based data selection.

Table 9: Evaluation results of [IPROX on different data budgets. Bold and underline indicate the best
and second-best results within each target group.

| 1% Data | 20% Data
Task | IPROX | IPROX
‘ Llama3.2-1B  p=0.3 p=0.5 p=0.7 ‘ Llama3.2-1B p=0.3 p=0.5 p=0.7

MMLU 56.13 56.52 56.22 56.23 55.15 56.36 55.18 55.66
BBH 46.67 48.33 47.31 47.41 45.83 47.47 46.20 46.11
TyDiQA 32.39 36.79 35.27 3332 36.55 38.20 3749 36.63
Avg. 45.06 47.21 46.27 45.65 45.84 47.34 46.29 46.13

Effect of Data Budgets. Table 9 reports the evaluation results of IPROX under two different data
budgets, 1% and 20%. In both cases, IPROX consistently outperforms the off-the-shelf 1B proxy,
demonstrating its effectiveness regardless of the amount of data used for selection. However, we
also find that the 20% budget leads to noticeable degradation, particularly on TyDiQA. This decline
can be attributed to the inclusion of redundant or noisy samples at higher budgets, which dilutes the
benefits of high-quality data and increases the risk of overfitting. Similar observations have been
reported in prior work (Liu et al., 2024), further underscoring the importance of data selection.

Table 10: Ablation of IPSVD vs. standard SVD on Llama3.2-3B. “w/o IPSVD” replaces IPSVD with
standard SVD; numbers in parentheses denote the drop relative to IPSVD.

Target Model | Proxy Model | MMLU BBH TyDiQA | Avg.
IPrROX, p = 0.3 56.77 49.16 40.98 48.97
w/o IPSVD 56.42 (-0.35) 46.94 (-2.22) 36.53 (-4.45) | 46.63 (-2.34)
Llama3.2-3B IPrROX, p = 0.5 56.35 47.69 39.77 47.94
’ w/o IPSVD 56.11 (-0.24) 46.30 (-1.39) 34.50(-5.27) | 45.64 (-2.30)
IPrROX, p = 0.7 56.28 47.31 39.04 47.54

w/o IPSVD 5597 (-0.31) 46.11 (-1.20)  32.73 (-6.31) | 44.94 (-2.60)

Ablation of IPSVD. To isolate the contribution of the second-moment reweighting in IPSVD,
we conduct an ablation study where we replace IPSVD with standard SVD while keeping all other
components unchanged. As shown in Table 10, replacing IPSVD with standard SVD leads to
consistent performance degradation across all sparsity levels and benchmarks. The average score
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drops by approximately 2 to 3 points, with the most severe decline observed on TyDiQA (up to 6
points). These results empirically confirm that standard SVD, which minimizes output reconstruction
error, is insufficient for preserving gradient-based influence, thereby validating the necessity of the
reweighting strategy employed in IPSVD.

Probe Set Quality. We investigate the impact of the probe set configuration on the performance of
IProX, specifically focusing on the trade-offs regarding probe set size and the importance of data
diversity. All experiments in this section are conducted on Llama3.2-3B with a sparsity ratio of
p=0.7.

Table 11: Impact of Probe Set Size on Llama3.2-3B (p = 0.7). Increasing probe size yields
diminishing returns while significantly increasing computational overhead.

Target Model Probe Size MMLU BBH TyDiQA Avg.

Llama3.2-3B 0.5 56.12  46.85 37.71 46.89
Default 56.28  47.31 39.04 47.54
3X 56.26 4741 39.89 47.85
HX 56.41  47.50 38.76 47.55

We first analyze the sensitivity of proxy performance to the size of the probe set V. As shown in
Table 11, there is a clear trade-off between marginal performance gains and computational efficiency.
While increasing the probe size from 0.5 % to 3 the default value yields performance improvements,
these gains saturate around 3. Notably, further increasing the size to 5x results in diminishing
returns.

From an efficiency perspective, the proposed IPSVD algorithm relies on /N being sufficiently small
to enable efficient “skinny SVDs” (see Appendix F). As N grows, this computational advantage
diminishes linearly. Empirically, increasing N to 3% triples the Stage 1 computational cost to
approximately 6 minutes, which is comparable to the duration of our entire proxy construction
process (Stage 1 + Stage 2). This added overhead compromises the overall efficiency of [ProX
without providing proportional performance benefits, justifying our choice of a moderate probe size.

Table 12: Impact of Probe Set Diversity. Reducing diversity (via redundancy injection) while keeping
size fixed leads to performance degradation.

Target Model Diversity Setting MMLU BBH TyDiQA Avg.

Llama3.2-3B Default (Random) 56.28 47.31 39.04 47.54
10% redundancy 56.28  47.22 38.76 47.42
20% redundancy 56.15  46.76 38.40 47.10
30% redundancy 56.12  45.65 37.67 46.48

To validate the necessity of diversity within the probe set, we simulated low-diversity scenarios by
replacing 10%—-30% of the probe set samples with SMOTE-based interpolation, while strictly keeping
the total size NV fixed. The results in Table 12 demonstrate that performance degrades consistently as
diversity decreases. This confirms that I[ProX benefits significantly from the high diversity naturally
provided by our random data and uniform token sampling strategy.

Diverse Candidate Training Data. To further validate the robustness of IProX across distinct task
formats and domain shifts, we extend our evaluation to two additional training datasets: CoT (Wei
et al., 2022) and Biolnstruct (Tran et al., 2024). For a fair comparison, we keep the total size of the
candidate training data fixed by randomly sampling the same number of samples.

Table 13 summarizes the performance of Llama3.2-3B proxies constructed via [ProX compared to
baselines. IProX consistently outperforms the off-the-shelf 1B proxy and remains competitive with
the full 3B model on both new datasets. We also observe distinct behaviors arising from domain
shifts. Training on Biolnstruct leads to noticeable degradation on general benchmarks (MMLU,
TyDiQA), likely due to the distribution shift towards specialized biomedical content. However,
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Table 13: Performance on diverse candidate training data. [ProX achieves competitive performance
with the full model and outperforms the 1B proxy, with optimal results at p = 0.3.

Candidate Training Data Proxy Model @ MMLU BBH TyDiQA Avg.

Llama3.2-3B 56.53  48.61 47.90 51.01
Llama3.2-1B 56.17 4731 42.67 48.72
CoT IProX,p=0.3 5696  48.80 48.72 51.49
IProX,p=0.5 5648  48.06 46.73 50.42
IProX, p=0.7 56.26  47.60 43.18 49.01

Llama3.2-3B 56.61  47.22 38.96 47.60
Llama3.2-1B 5593  47.04 33.94 45.64
Biolnstruct IProX,p=0.3  56.25 48.15 39.17 47.86
IProX,p=0.5  56.21  47.41 38.36 47.27
IProX, p=0.7 56.09 47.13 36.48 46.56

the performance drop on BBH is mild, consistent with the partial overlap between Biolnstruct and
the biomedical subsets within BBH. Conversely, training on CoT tends to improve performance
across all benchmarks. Most notably, we observe significant gains on TyDiQA, suggesting that the
reasoning-focused supervision in CoT data transfers effectively to other complex tasks.

Table 14: Performance under Extreme Compression (p = 0.9). Even at 90% sparsity, [ProX
consistently outperforms the Layer Extraction baseline. Gains shown in parentheses.

Target Model Method MMLU BBH TyDiQA Avg.
IProX 56.17 +020) 46.57 (+0.64) 37.26 +525) 46.67 (+2.03)

Llama3.2-3B Layer Extraction 55.97 45.93 32.01 44.64
IProX 70.25 +021)  60.00 +0.56) 48.67 +6.02)  59.64 (+2.26)

Qwen2-7B Layer Extraction 70.04 59.44 42.65 57.38

Performance under Extreme Compression We investigate the behavior of IProX under extreme
compression scenarios (p = 0.9). While SVD-based approximations naturally face limitations in this
regime due to the significant reduction in rank, we aim to determine if [ProX retains utility compared
to heuristic baselines.

Table 14 compares [ProX against Layer Extraction on both Llama3.2-3B and Qwen2-7B at 90%
sparsity. Although performance naturally degrades compared to lower sparsity settings, [ProX
consistently outperforms the Layer Extraction baseline across all metrics. The degradation is relatively
mild, and the performance gap highlights that even in extreme regimes, our method preserves influence
information more effectively than simple heuristic alternatives.

Table 15: Sensitivity of KL Coefficient (yx1). A moderate coefficient (v, = 0.1) strikes the best
balance between influence alignment and output stability. Experiments performed on Llama3.2-3B
with p = 0.7.

Target Model Configuration MMLU BBH TyDiQA Avg.
Llama3.2-3B  IProX, 4xL = 0.5 56.02  46.85 37.83 46.90
IProX, vk = 0.1 56.28 47.31 39.04 47.54

IProX, ki = 0.01 56.12  47.04 36.61 46.59
IProX, vk = 0.001 56.05  46.48 36.54 46.36

The Sensitivity of KL Coefficient We analyze the sensitivity of IProX to the KL divergence
coefficient (k) used in the alignment objective. The KL term provides essential anchoring for
stability, preventing the proxy from drifting too far from the target model’s output distribution.
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Table 15 presents the results on Llama3.2-3B with a sparsity ratio of p = 0.7. We observe that
performance degrades if vk is set too high (0.5), as the distillation loss begins to overpower the
influence alignment objective. Conversely, values that are too low (< 0.01) provide insufficient
regularization, leading to suboptimal retention of the target model’s capabilities. Based on these
findings, we adopt a moderate value of yg;, = 0.1 for our main experiments.
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D PROOF OF PROPOSITION 4.1

Here, we provide a complete proof for Proposition 4.1. We fix a layer ¢ and a perturbation E} to its

weight matrix Wy, such that the perturbed weight is Wg = Wy + Ey. The influence contribution of
layer ¢ and the layer-local directional effect are defined as:

Iw,(2,2") = (60(2), 00(2")) p (e (2), he(2')) and eo(2) = 04(2) T Eghe(2),

where hy_1(z) and §;(z) denotes the input and the upstream gradient at the layer £. We begin by
stating the technical assumptions required for our result, which are similar to simplifying assumptions
often adopted in theoretical studies of deep neural networks (Virmaux & Scaman, 2018; Frei et al.,
2023).

(A1) (Backward Smoothness). For almost every sample z, the map u — & (z; u) is differentiable
in a neighborhood of the unperturbed pre-activation u,(z) = Wyh(z). There exists a measur-
able function K (z) > 0 such that the Jacobian D,,d,(z; u) satisfies || D, 8¢ (2;u)|lop < K (2)
uniformly for u along the line segment {u,(z) + 7E¢h(z) : 7 € [0,1]}.

(A2) (Finite Second Moments). The expectations E||hg( W2, Ell6e(2)]|?, Ellhe(z")]|* and
[E||6¢(2")]|? are all finite for an independent copy 2’.

(A3) (Coherence of Local Directions). There exists a constant 77 € (0, 1] such that for almost
every z, [{0¢(2), Eche(2))| > n||0¢(2)||||Eche(2)||. This implies the cosine of the angle
between §(z) and Eyh(z) is bounded away from zero.

(A4) (Bounded Covariate Shift). The distributions of z and z’ are such that there exists a constant
Kk > 0 satisfying E,/[e,(2')?] < KE,[es(2)?].

With these assumptions in place, we can state the following proposition.

Proposition D.1. Under Assumptions (Al)-(A4), for any perturbation E,, there exists a finite,
data-dependent constant C;, > 0 such that:

Iﬁ,\g(z,z) Iw, (2,2 | < CuvE,|er(z 9)

]Ez,z’

Proof. Let Wy(1) = Wy + 7E; for 7 € [0,1]. Define ¢(7;2,2") £ Iw,(r)(2,2). The input
h(z) does not depend on W, so the dependence on 7 enters only through d,(z; u(7, z)), where
ug(7, z) = We(7)h(z). We can represent the change in influence as:

1
g (22) = Twe) = [ d(mz)ar

Differentiating ¢ with respect to 7 gives:

/(72 ) = rbulesulr, ), 0 sur ) ) (el )

F

d
+ <(5e(2’; we(T, 2)), Edz(z’; we(T, z’))> (he(2), he(2')) -
F
By the chain rule and assumption (A1), we have:
d
E(SE(Z;W@-’ 2)) = Dyb¢(z;ue(T, 2))[Eeh(2)],
and its norm is bounded as:

Hd(;z(z;w,z»‘ < K(2)|| Eehe(2)].

dr

Using the triangle inequality, Cauchy-Schwarz, and |(he(z), he(2"))| < ||he(2)||||he(2")]], we obtain
a pointwise bound on |¢'(T; z, 2’)|:

|6'(73 2, )| < K (2)| Echa(2)[[1106(2"; e, 2) || e (2) | 7 () |
+ K& Eehe(2)[16e(z; we(, 2)) e (2) |1 e ()]
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Taking the expectation over (z, z’), applying Fubini’s theorem and Jensen’s inequality to the 7-
integral, and using assumption (A1) to replace the 7-dependent norms with their suprema (denoted
|[6¢(2)]| for simplicity), we obtain

E.o | I, = Iw,| < E:[K(2)[|Eche(2)llIhe(2)[]] - Ear [[156(2") || e ()]
+ B [K (2| Eehe(2) || he(2)]I] - B [l10e(2) [ Re(2)1]-
By the independence of z and z’ and another application of Cauchy—Schwarz, we introduce the finite

constants
M = E:[l0e(2) k()] Muar := Exr [Jl0e(2) [ e ()],
which are bounded by Assumption (A2). Hence,

I, = Iws| < Mot B[ K(2)|he() [ Eehe(2)l]| + M Bt [ K ) Ihe(2) [ Eehe(2)]]
(10)

Ez,z’

Next, we use the coherence assumption (A3) to relate ||Eqh¢(z)| to the scalar error e;(z) =
(6(2), Eehe(2)):
1 Jee(2)]

n [16e(2)]”
Substituting this into equation 10 and applying Cauchy—Schwarz once more yields

IVV\/, 7IWZ| < C\/Ez[eg(z)Q] =+ C/\/EZ/ [64(2’/)2],

where the finite constants C' and C” are given by

o2 Mva1 )2 [ Pe(z )IIQ] o & Mu E,[K(Z’)QIIM(Z’)IIQ}
||5z i no\ 16¢(2") 12

Now, we invoke the bounded covariate shift from Assumption (A4), which implies \/E./[e¢(2")?] <
Vk\/E.[ec(2)?]. This allows us to bound the entire expression in terms of the expectation over z:

Iy, ~ I, | < CVEJeu2)] + C'Vi/Exler (7]
= (C+C'VR) VELa (7.

By defining C,, & C + C'\/k, which is a finite, data-dependent constant, we arrive at the desired

result:
I{}V\[(z,z) Iw,(2,7")| < CuvE:led(z

|Eche(2)|| < for a.e. z.

Ez,z/

]Ez,z’

]Ez,z’
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E INFLUENCE-PRESERVING LOW-RANK APPROXIMATION FOR INFLUENCE
FUNCTIONS

We now extend the analysis from the simplified Tracln score to Influence Functions (IF). IFs refine
the influence measure by incorporating the inverse Hessian of the loss, which accounts for the local
curvature of the optimization landscape. The influence of a training sample z on a validation smaple
2’ is defined as:

Ii(z,2") £ =V L(z';0) " H(0) ' VoL (z0).

To analyze the contribution of a single weight matrix W at layer ¢, we consider its vectorized form
wy = vec(Wy). The gradient of the loss with respect to these vectorized parameters is the outer
product of the upstream gradients J,(z) and the inputs h(z). Using the identity vec(ab') = b ® a,
this gradient is:

Vu, L(2;,0) = vec(8e(2)he(2) ") = he(2) ® de(2).

Following previous works (Martens & Grosse, 2015; Grosse et al., 2023), we make key simplifying
assumptions about the Hessian’s structure. We assume the full Hessian matrix is block-diagonal, with
each block corresponding to the parameters of a single layer, and that within each layer /, the inputs
he(z) are independent of the upstream gradients d,(z).

These assumptions allow us to define a tractable surrogate Hessian H, for layer ¢ as the expected
outer product of its vectorized gradients:

He 2 B (Vi L(2)(Vu, L(2)) ']

= E. [(he(2) ® 60(2)) (he(2) @ 8e(2)) ']

=E, [he(2)he(2)" @ 60(2)00(2) ]

=E.[he(2)he(2) ] @ B, [60(2)00(2) ] & Chp @ Cs s
Here, C}, ¢ and Cs ¢ are the second moment matrices of the activations and upstream gradients for
layer ¢, respectively. Leveraging the property that (A ® B)~! = A=! ® B!, the inverse is given by
7—2;1 =Cy % ® Cgll. The contribution of layer ¢ to the influence is then defined as:

Liew, (2,2') & =(Va, L(Z) T Hy  (Va, L(2))
— (he(z) @ (")) (Ciik © G5 ) (halz) @ 8u(2))

= = (=) Cirthe(2)) - (3e(2) T C00(2))

— —(he(), he(2))r (Bel2).50(2))

where hy = C,:}/zh[ and 0, = C(;Zl/zdg are reweighting matrices.

An Objective for Preserving Influence Functions To preserve the influences under low-rank
approximation, we penalize the compression error using a norm aligned with the reweighting induced
by C}, ¢ and Cs ,. We assume that C}, ¢ and Cj ¢ are symmetric positive definite. The objective is to

find an error matrix E, = W, — W, that minimizes the following term:

_ - o
_omin |G P W -W) G (11)
Wy s.t. rank(W,)<r

We now demonstrate that minimizing this objective effectively controls the expected change in the
influence score. Our theoretical guarantees rely on the following assumptions.

(B1) (Finite moments). E.[||6¢(2)]| ||he(2)||] and .. [||6¢(2") | || he(2")]|] are finite.

(B2) (Backward smoothness). Let 5\@ denote the upstream gradient under Wg. There exists
a measurable function K (-) > 0 such that ||Ad,(2)| < K(2)||E¢||r, where Ady(z) =
00(2) — 0p(2), and EL[K (2)||he(2)]]], Eor[K(2")|he(Z")]|] are finite.
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(B3) (Quadratic remainder). There exists p > 0 such that for all Wg with
1 2
G5 We = W) G < o
the Taylor remainder R(z, z) in the perturbatlon of Iir,w, satisfies

E.o[[R(z.2)] < crem || Cso P ECry?

Proposition E.1. Let W, be perturbed to Wg = Wy — Ey. Under (B1)—(B3), there exists a
finite, data-dependent constant C\; > 0 such that

Ez,z’ IIF,W@ (Zv Z/) - IIF,Wg (Z,Z,)| < C ||C’_1/2E’ZC(_1/2

I @

Proof. Recall that the layer-/ influence is given by
Tiew, (2,2") = —(he(2"), he(2)) p (9e(2"), 80(2)) -
Let Ady(z) & Cé_j /2 (gg(z) — 0¢(2)) denote the change in the reweighted upstream gradient. The

total change in influence consists of a first-order Taylor expansion term, A7 I(Fl) (z,2'), and a remainder
term R(z, z"). The first-order term is:

ALY (2,2") = —(Adg(2"), 06(2)) p(he(2'), he(2))  — (Be(2'), Ade(2)) p(he(2), he(2)) F-

By taking the expectation over z, 2/, applying the triangle and Cauchy—Schwarz inequalities, and
using the independence of z and 2, we can bound the expected first-order change:

E. . [|ALY|] < Mo B [[|AS ()| |he(2)]] + Muat Eo[| A5e(2) ]| 1he(2)]],

where My, = E.[||6¢(2)]| [|he(2)||] and My = Ez/[H&gz’)H Hﬁ!(z’)H] are finite by Assumption
(B1). Our main task is to bound the expectation E.[||Ad,(2)| [|h¢(z)]|] in terms of the objective

function. Let £, £ Cs. 1/QEgC’h_é/Q. We first establish a pointwise bound on ||Ady(z)|| using
Assumption (B2).

N 1/2 1/2 1/2
148¢(=)]| = 1C5, > Aoe(2)| < 105, 211 A8¢(=) | < K(2)IIC5 121 Bell e
Next, we relate || E¢|| = to | E¢|| #. From the definition of E, we have By = 01/2E5C1/2

1Bl r = 1G5, EeCyE e < I1C55 2l Bell I Ch77 N2

Recall that C}, » and Cs ¢ are all symmetric and positive definite, combining these inequalities yields
a pointwise bound on ||Ade(z)|| in terms of || Eyl| r:

183 < KNCs¢ 12 (1652 N2 Eell 1€/ l2)

= K(2) (IG5, 211G 2 =0 C 2Nz ) 1 Bell

= K(z)\/cond(C’(;,g)\//\max(Ch,E) HEZHF’

where cond(+) and Apax(+) denote the condition number and maximum eigenvalue, respectively. Let

us define the data-dependent scaling constant S £ \/ cond(Cs ¢) Amax (Ch.¢). We now use this result
to bound the expectation term:

B[ A8 () he()l] < B [K(2)S|Eell e [he(2)]]
= S EL[K () [he(2)]] - | Eell -

By Assumption (B2), the expectations k¢, 2 . [K(2)||he(2)]|] and kv 2 B [K (2| he(2')]|] are
finite. The bound on the expected first-order change becomes:

E. . [|ALD]] < S (Mirkva + Myatrie) || Ee|lp-
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The total expected change is bounded by the sum of the first-order term and the remainder from
Assumption (B3):

IEz,z’

1
L, (:2) = Iew, (2, 2)| < Ex o [|ALR)[] + E- o | RI).
Using Assumption (B3), for perturbations satisfying HEgHF < p,wehaveE, ..[|R|] < crem||Eg||% <

CrempHE[H r. Combining the terms gives the final result:

Ez,z’ AIIF,WK‘ S (S(Mtr"{val + Mvalﬁtr) + cremp) ||E€||F

This proves the proposition with the constant C,, = S(M; fyal + Ma1tr) + Cremp, Which is finite
and depends on data properties but not on the specific perturbation Ej. O
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F EFFICIENT IMPLEMENTATION VIA PROBE-BASED APPROXIMATION AND
CORE SVD

The theoretical solution presented in the main text requires computing, inverting, and taking the
square root of the second moment matrices Cp, o € R™*™ and Cs, € R™¢*"™¢. For modern neural
networks, the dimensions ny and my, can be in the thousands for typical transformer layers, and can
even reach the millions in domains like high-resolution computer vision or for layers tied to large
vocabularies. This makes the direct formation and manipulation of these matrices computationally
infeasible due to both memory and time constraints. To overcome this, we employ a memory-efficient
approximation scheme that avoids forming these large matrices entirely.

The core strategy is to approximate the true second moment matrices using statistics gathered
from a small, representative batch of /N data samples, which we refer to as a probe dataset. We
perform a single forward and backward pass through the model for these IV samples to collect the
corresponding inputs and upstream gradients for each layer . These are stacked column-wise to form
two tall-and-thin probe matrices:

Hy=[he—1(21),. .. he—1(zn)] € R™N and - Ag = [5¢(21), ..., 6e(2n)] € RN,

With these probe matrices, we can approximate the full second moment matrices as Cj, o ~ %H H ZT
and Csp ~ %AKAZ. Instead of computing these prohibitively large second moment matrices, the
key insight is to directly compute the "skinny" Singular Value Decompositions of the much smaller
probe matrices:

H, = UH,ZEH,ZVIIK and Ay = UA,ZEA,KVAT,b

where Ug ¢ € RPexN 3% He € RNVXN Ve € RN*N "and similarly for the decomposition of
Ay. This decomposition is the key to bypassing the expensive computations, as we can express
the regularized square roots of the approximate second moment matrices without ever forming
the full matrices. For example, for Cj, , we have (Cj o + M)Y2 ~ (L H,H, + A\)Y/? =
(%UneS3 Ufry + MDY? = Up (%53, + M)Y2U}; ,. We then define the small, diagonal
matrices that hold the regularized singular values:

1/2
~ N22M+M> : (13)

1 1z 1
Dy £ (Z?{’g + )\I) and Dpg £ (

The required reweighting transformations are thus efficiently represented as C’,ll/ 52 A\~ UgeDmy U; ’
and C’;)/Z/\ ~ UneDay UX, ¢- Substituting these efficient representations into the definition of the

data-aware matrix Sy = C’;QQ Wgc}l/ 122 reveals the final computational trick:

Sy ~ (UA,eDA,eULz)Wz(UH,zDH,eUITI,z)
=Uay (DA,Z(UZ,eWeUH,z)DH,z) U;z'

Y
—Vlcore, £

This shows that the SVD of the very large matrix S is directly related to the SVD of the small core
matrix Mcore, ¢, Which has dimensions at most N x N. We compute the SVD of this core matrix,
Meore,e = PngQZ, and truncate it to the desired rank r, by selecting the top r, columns of P, and
Q¢ (denoted Py ., Q) and the top-left r, x ry block of 3, (denoted X ;-). The optimal low-rank
approximation Wg‘ = A} Bj is constructed by transforming the truncated SVD of the core matrix
back into the original weight space. This yields numerically stable, closed-form expressions for the
low-rank matrices A} and B} without ever forming the full We* matrix:

A =UaeD3YP,3)2 and  Bf =%,/°Q) DR\ UL, (14)

All computationally intensive steps are now performed on matrices whose dimensions are related to
the small probe set size [V, not the target model dimensions n, and m,. This entire procedure is highly
efficient, assuming N < min(ng, my) and r, < N. For each layer, the complexity is composed of
a single forward and backward pass for N samples, two skinny SVDs of the probe matrices with
complexity O(n,N?) and O(m,N?), the formation of the core matrix which costs O(men,N), an
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SVD of the small core matrix with complexity O(N?3), and the final factor construction which costs
O(m¢Nry) for A} and O(ngNr,) for B}. The dominant costs are the core matrix formation and the
skinny SVDs, which is a dramatic reduction from the O (min(my, n,)®) complexity required for the
SVD of the full second moment matrices.
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