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Abstract

Large language models (LLMs) have garnered001
widespread applications across various do-002
mains due to their powerful language under-003
standing and generation capabilities. However,004
the detection of non-factual or hallucinatory005
content generated by LLMs remains scarce.006
Currently, one significant challenge in hallu-007
cination detection is the laborious task of time-008
consuming and expensive manual annotation009
of the hallucinatory generation. To address010
this issue, this paper first introduces a method011
called AutoHall for automatically construct-012
ing model-specific hallucination datasets based013
on existing fact-checking datasets. Further-014
more, we propose a zero-resource and black-015
box hallucination detection method based on016
self-contradiction. We conduct experiments017
towards prevalent open-/closed-source LLMs,018
achieving superior hallucination detection per-019
formance compared to extant baselines. More-020
over, our experiments reveal variations in hallu-021
cination proportions and types among different022
models.023

1 Introduction024

Large language models (LLMs) such as ChatGPT 1,025

GPT-4 (OpenAI, 2023), Claude (Bai et al., 2022)026

and Llama 2 (Touvron et al., 2023) have achieved027

widespread popularity and adoption across diverse028

industries and domains (Sohail et al., 2023; Sallam,029

2023; Sallam et al., 2023). Despite their power-030

ful capabilities, the issue of “hallucination" poses031

a concern that LLMs have the tendency to gener-032

ate inaccurate/fabricated information in generation033

tasks (Zhang et al., 2023b; Ji et al., 2023). As034

shown in Fig. 1, ChatGPT suffers from hallucina-035

tion when giving a description of the novel “The036

Leopard” by Norwegian author Jo Nesbø. It can be037

observed that ChatGPT makes up some plots of the038

novel and contains incorrect texts in the response,039

because the novel never mentions the presence of040

1https://chat.openai.com/

"The Leopard" begins with Detective Harry Hole, Jo Nesbø's 

iconic protagonist, … , The killer, known as "The Leopard," 

has a pattern of brutally killing women and leaving behind a 

conspicuous red diamond at the crime scenes. What Harry 

doesn't anticipate is the chilling connection between the new 

killings and an old, unsolved case that haunts him-the case of 

a serial rapist and murderer known as "The Snowman."

Give me a description about the crime novel "The Leopard" 
by Norwegian author Jo Nesbø.

Figure 1: A hallucination example. The red underline
indicates the hallucinatory content.

a “red diamond” at the crime scene and the “The 041

Snowman” case has also been solved before. Since 042

the current artificial intelligence relies more on 043

LLMs, hallucinatory information indeed disturbs 044

the enterprise security and the user trust (Zhang 045

et al., 2023a; Gupta et al., 2023). Therefore, de- 046

tecting hallucinations generated by the LLMs is of 047

significant importance. 048

Current research efforts on hallucination detec- 049

tion leverage external knowledge sources (Chern 050

et al., 2023; Gou et al., 2023) or just adopt a zero- 051

resource approach, which focuses on resources in- 052

herent to the model itself (Azaria and Mitchell, 053

2023; Agrawal et al., 2023; Varshney et al., 2023; 054

Manakul et al., 2023b; Mündler et al., 2023). Typ- 055

ically, most of these methods begin with a crowd- 056

sourced annotation, where researchers use QA 057

datasets to have the model generate responses and 058

then manually annotate whether the answers con- 059

tain hallucinations. 060

However, these sort of model-specific “halluci- 061

nation detection” datasets all have their own limita- 062

tions. For one thing, each model requires a full an- 063

notation of the dataset. For another, such a dataset 064

is also time-sensitive as upgrades may mitigate hal- 065

lucination issues in LLMs and the old dataset is no 066

longer applicable to the new model. 067

Considering the above issues, this paper explores 068

one automated generation of hallucination detec- 069

tion datasets. Inspired by (Agrawal et al., 2023) 070
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emphasizing the hallucinatory reference problem071

in LLMs, we find the possibility of automatically072

creating hallucination detection datasets through073

public fact-checking datasets. Specifically, since074

the existing fact-checking datasets usually consist075

of manually annotated claims accompanied by the076

ground truth labels (i.e., factual/unfactual), we can077

determine whether hallucination has occurred by078

generating references to the claims and exploring079

whether the references can infer the correct labels080

for the claims.081

In addition, we further propose a three-step zero-082

resource black-box hallucination detection method083

based on our dataset inspired by the idea of self-084

contradictory (Wang et al., 2022; Mündler et al.,085

2023; Manakul et al., 2023b). Given an LLM accu-086

rately understands one claim, its randomly sampled087

references are less likely to contain contradictions.088

Therefore, it is possible to determine whether the089

model has generated hallucinations based on knowl-090

edge conflicts among these references. In summary,091

the contributions of our paper are:092

• We propose an approach called AutoHall for fast093

and automatically constructing model-specific094

hallucination datasets based on existing fact-095

checking datasets, eliminating the need for man-096

ual annotation.097

• Based on our dataset, we introduce a novel black-098

box hallucination detection method without ex-099

ternal resources. Then, we evaluate its effective-100

ness on ChatGPT and Llama 2 models, demon-101

strating its superior improvements over existing102

detection techniques.103

• From the analysis of our experimental results,104

we estimate the prevalence of hallucination in105

LLMs at a rate of 20% to 30% and gain insight106

into what types or topics of LLM responses that107

tend to be hallucinatory.108

2 Related Works109

2.1 Hallucination of Large Language Models110

Although large language models have demon-111

strated remarkable capabilities (Liu et al., 2023; Sri-112

vastava et al., 2022), they still struggle with several113

issues, where hallucination is a significant problem.114

Hallucination arises when the content generated by115

LLMs is fabricated or contradicts factual knowl-116

edge. The consequent effects may be harmful to117

the reliability of LLM applications (Zhang et al.,118

2023b; Pan et al., 2023).119

There are two categories of hallucinations: intrin- 120

sic hallucinations and extrinsic hallucinations (Ji 121

et al., 2023). Intrinsic hallucinations occur when 122

the output generated by the LLM contradicts the 123

source content. For example, in a multi-modal 124

image captioning task, the model generates a cap- 125

tion that includes details or objects which are not 126

present in the input image. On the other hand, ex- 127

trinsic hallucinations refer to the generated content 128

that cannot be verified based on the source or input 129

content. This type of hallucinations often happen 130

across various tasks, including both nonfactual and 131

factual ones. In this paper, our focus is on non- 132

factual extrinsic hallucinations. 133

So far, the causes of hallucination in LLMs have 134

been investigated across different tasks, such as 135

question answering (Zheng et al., 2023), abstrac- 136

tive summarization (Cao et al., 2021) and dialogue 137

systems (Das et al., 2023). The key factors in- 138

clude but are not limited to training corpora qual- 139

ity (McKenna et al., 2023; Dziri et al., 2022), prob- 140

lematic alignment process (Radhakrishnan et al., 141

2023; Zhang et al., 2023b) and randomness in gen- 142

eration strategy (Lee et al., 2022; Dziri et al., 2021). 143

2.2 LLM Hallucination Detection 144

To detect the hallucination issue, there are many 145

endeavors to seek solutions. On the one hand, prior 146

works focus on resorting to external knowledge 147

to detect hallucinations. For instance, Gou et al. 148

(2023) propose a framework called CRITIC to vali- 149

date the output generated by the model with tool- 150

interaction and Chern et al. (2023) invoke inter- 151

faces of search engines to recognize hallucination. 152

On the other hand, current research pays more at- 153

tention to realizing one zero-resource hallucina- 154

tion detection method. Typically, Xue et al. (2023) 155

utilize the Chain of Thoughts (CoT) to check the 156

hallucinatory responses. Manakul et al. (2023b) 157

introduce a simple sampling-based approach that 158

can be used to detect hallucination with token prob- 159

abilities. 160

Besides, some hallucination benchmarks (Li 161

et al., 2023; Umapathi et al., 2023; Dale et al., 162

2023) are constructed to support detection tasks 163

in numerous scenarios. For example, Umapathi 164

et al. (2023) propose a hallucination benchmark 165

within the medical domain as a tool for hallucina- 166

tion evaluation and mitigation. Dale et al. (2023) 167

present another dataset with human-annotated hal- 168

lucinations in machine translation to promote the 169
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Claim: In the last 35 years of global warming, the sun has shown a slight 

cooling trend.

Ground Truth Label: supports

Evidence: A number of independent measurements of solar activity indicate 

the sun has shown a slight cooling trend since 1960, over the same period 

that global temperatures have been warming. Over the last 35 years of 

global warming, sun and climate have been moving in opposite directions.

input

Given one claim whose authenticity is 

 unknown, you should provide one 

 reference about it and summarize the 

 reference in a paragraph. Claim: <claim>

Reference Generation

Title: “The Sun's Role in Climate Change” 

 Summary: According to NASA, …, the 

 claim … is not accurate. NASA explains 

 that the sun's energy output has been 

 measured by satellites since 1978, and the 

 data shows that the sun's energy has been 

 increasing slightly during this time. …

LLM Response

Prompt

Step 1

Given the claim and the reference, 

you should answer whether the 

claim is true or false. Claim: 

<claim> Reference: <reference>

Claim 

Classification

False. The claim … is not  

 accurate according to NASA. 

 The sun's energy output has 

 been increasing slightly during 

 this time, but it is not sufficient 

 to account for the observed 

 global warming trend on Earth.

LLM Response

Prompt

Step 2

Hallucination Collection

Step 3

Classification 

Result: False

Ground Truth 

Label: supports

the data shows that the 

  sun’s energy has been 

    increasing slightly …

Large Language Models

Figure 2: Our proposed approach to collect LLM hallucination automatically. Green: the grounded information.
Red: the incorrect information. The complete prompts are shown in Appendix A and some analysis on prompt
sensitivity is included in Appendix B.

research on translation pathology detection and170

analysis.171

Nevertheless, there are limitations as they172

are subject to manually annotated hallucination173

datasets, which are expensive and time-consuming.174

Meanwhile, the datasets are model-specific, re-175

quiring separate annotations for different models,176

whose applicability will also be affected by model177

upgrades. Furthermore, there is also room for im-178

provement in the performance of current hallucina-179

tion detection methods.180

3 Methodology181

In this section, we first formulate the defini-182

tion of LLM hallucination discussed in our work.183

Then, we introduce our automatic dataset creation184

pipeline which focuses on prompting LLMs to pro-185

duce “hallucinatory references”. Finally, based186

on our generated datasets, we further present one187

zero-resource, black-box approach to recognize188

hallucination.189

3.1 LLM Hallucination190

LLM hallucination can be categorized into differ-191

ent types (Galitsky, 2023), such as hallucination192

based on dialogue history, hallucination in gener- 193

ative question answering and general data genera- 194

tion hallucination. They can all be attributed to the 195

generation of inaccurate or fabricated information. 196

Generally, for any input sentence X = 197

[x1, x2, . . . , xn] with a specific prompt P = 198

[p1, p2, . . . , po], the large language model M will 199

generate an answer Y = [y1, y2, . . . , ym], denoted 200

as: 201

M(P,X) = Y. (1) 202

Given factual knowledge F = [f1, f2, .., ft], the 203

problem of hallucination H occurs when there is 204

a factual contradiction between the output span 205

Y[i:j] = [yi, yi+1, . . . , yj ] and the knowledge span 206

F[u:v] = [fu, fu+1, . . . , fv], which can be summa- 207

rized into the function below: 208

Y ∈ H ⇔ ∃Y[i:j]∃F[u:v]((Y[i:j] ∧ F[u:v] = False)). (2) 209

3.2 AutoHall: Automatic Generation of 210

Hallucination Datasets 211

Current research on hallucination detection mostly 212

relies on manually annotated datasets. Namely, 213

whether Y is hallucinatory requires slow and costly 214
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Hallucination Detection

Step 3

According to “The Sun's Role in 

 Climate Change”  by NASA, 

 while it is true that the Earth …

Original LLM Response:

In the last 35 years of global 

 warming, the sun has shown a 

 slight cooling trend.

Claim: 

The Corresponding Reference
Large Language Models

Input

Prompts(1…K)

Step 1

Sampled 

LLM Responses

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

Please provide one reference on this 

claim whose authenticity is unknown 

and give a brief summary of it in one 

paragraph. Claim: <claim>

Please provide one reference on this 

claim whose authenticity is unknown 

and give a brief summary of it in one 

paragraph. Claim: <claim>

Please provide one reference on this 

claim whose authenticity is unknown 

and give a brief summary of it in one 

paragraph. Claim: <claim>

Please provide one reference on this 

claim whose authenticity is unknown 

and give a brief summary of it in one 

paragraph. Claim: <claim>

z

Detect Self-Contradiction 

(K times)

LLM Responses 

(K results)

Prompt

Step 2

Are there any conflicting parts in these 

paragraphs P1,P2? P1:<original LLM Response>  

P2:<sample LLM Response>

Yes, there is a conflicting part in these paragraphs. 

 In P1, NASA states that the sun's energy output has 

 been increasing slightly during this time. However, in 

 P2, the study conducted by Kopp and Lean in 2011 

 suggests that ….

Yes, there is a conflicting part 

  in these paragraphs. …..
Self-

Contradiction 

Results

Hallucination 
exists in original 
LLM Response 

No, there are no conflicting 

  parts in these paragraphs. …..

There 

exists

All

are

Original LLM 

Response is factual! 

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

According to a study conducted by 

 Kopp and Lean in 2011, the sun has 

 exhibited a slight cooling trend …

Independently Query

Figure 3: Our proposed approach to detect LLM hallucination. Blue: the claim from fact-checking dataset. Red:
the response need to be detected whether exists hallucination. Purple: the sampled references to trigger self-
contradictions. The complete Step 2 prompts are shown in Appendix A.

manual tagging due to the absence of a compar-215

ison standard for the factuality. However, the216

fact-checking datasets provide us with data typ-217

ically comprising real-world claims, correspond-218

ing ground truth labels, and evidence sentences219

as shown in Fig. 2. We can prompt a model to220

generate relevant references for claims and then221

use the ground truth labels as criteria to assess the222

hallucinatory nature of the generated references.223

Specifically, as shown in Fig. 2, AutoHall gen-224

erates hallucination datasets following the below225

three steps:226

Step 1: References Generation. For an LLM,227

we prompt it to generate corresponding references228

to the claims in the existing datasets by the prompt229

illustrated in Fig. 2 Step 1. Note that to simplify230

the generation, we only focus on factual (support-231

ed/true) and faked (unsupported/false) claims. Be-232

sides, we discard references that fail to contain con-233

crete content, like a long response beginning with 234

“I can not provide a specific reference for the claim 235

you mentioned...”. The remaining valid references 236

are either reliable (H) or hallucinatory (H). 237

Step 2: Claim Classification. Separately for 238

each reference, in order to label whether a claim be- 239

longs to H or H , we prompt LLM to perform claim 240

classification. The input sequence is of format as 241

shown in Fig. 2 Step 2, where the two placehold- 242

ers ⟨claim⟩ and ⟨reference⟩ should be replaced 243

with the claim X and the generated reference Y 244

in Step 1. Then the output is of format “Cate- 245

gory: ⟨category⟩ Reason (Optional): ⟨reason⟩” 246

where the category is limited to true (T ) or false 247

(F ). To elaborate, T indicates the generated refer- 248

ence Y supports the claim X is factual and F rep- 249

resents that Y demonstrates claim X is faked. We 250

expect correct classification to each claim, while 251

wrong classification may be taken as a sign of the 252
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Dataset Topic Example Claim Label Num

Climate
-fever

Climate
CO2 emissions were much smaller 100 years ago.
Ice berg melts, ocean level remains the same.

supports
refutes

654
253

PUB-
HEALTH

Health
France’s 20th century radium craze still haunts Paris.
Viagra may help heart effects of muscular dystrophy.

true
false

629
380

WICE
Law
Art

In 2019 Upton supported a bill banning sales between private individuals.
Tiana Tolstoi is an Egyptian-born French model of Korean, Serbian, and Russian descent.

supported
not_supported

686
242

Table 1: Examples of fact-checking datasets used in AutoHall. The “supports”, “true” and “supported” labels
represent the factually accurate claims while the “refutes”, “false” and “not_supported” indicate the inaccurate ones.

existence of hallucination in the generated refer-253

ence that it erroneously supports the claim’s fac-254

tuality. The binary classification results of LLMs255

are reliable as LLMs exhibit strong capabilities in256

natural language inference (Wu et al., 2023) and257

human evaluation gives a guarantee as shown in258

Section 4.3.4.259

Step 3: Hallucination Collection. Last, we can260

directly adopt a simple comparison to collect the261

hallucination dataset. If the classification result is262

not equal to the ground truth label, we label the263

reference as hallucination. Meanwhile, to maintain264

a balanced proportion between hallucinatory and265

factual references, we sample the same number of266

factual references built upon hallucinatory ones to267

form a completed dataset.268

3.3 Hallucination Detection Approach269

The rationale for our detection approach is that270

if the LLM knows one claim well, even when271

we query it to provide multiple references, self-272

contradictions among them should be absent oth-273

erwise hallucination information must exist in one274

reference. Compared to SelfCheckGPT (Manakul275

et al., 2023b), our method uses the LLM for hallu-276

cination detection end-to-end rather than relying on277

output token probabilities to calculate hallucination278

score with BERTScore or n-gram.279

As shown in Fig. 3, to trigger self-contradictions,280

we first appropriately prompt an LLM to answer281

a second reference Y ′
k and repeat this process K282

(K = 13 in experiments) times. It is worth noting283

that each query is running independently with an284

equivalent prompt. Then, we concatenate each gen-285

erated reference Y ′
k(k = 1, ...,K) with the original286

reference Y to form one input pair. Unlike Self-287

CheckGPT measures the consistency between Y288

and all K sampled references, we invoke the LLM289

to detect if Y and Y ′
k are contradictory. Such self-290

contradiction detection in ⟨Y, Y ′
k⟩ pair can focus291

more on the hallucination detection in Y and avoid 292

the problem that SelfCheckGPT incorrectly iden- 293

tifies the conflicts in the K sentences generated 294

subsequently as the hallucination in Y . 295

Formally, we can check if there exists at least 296

one Y ′
k conflicting with Y , as shown in Eq. (3). 297

If conflicts are indicated, it suggests the model 298

does not understand the claim well, and Y may be 299

hallucinatory. Conversely, if no conflicts are found 300

in K pairs, it indicates that the factual reference. 301

Y ∈ H ⇔ ∃Y ′
k,[u,v]∃Y[i,j]((Y[i,j]∧Y

′
k,[u,v] = False))

(3) 302

4 Experiments 303

4.1 Experimental Settings 304

4.1.1 Models 305

We conduct experiments towards the state-of-the- 306

art open-/closed-source LLMs. For the closed- 307

source model, we select ChatGPT, which is widely 308

recognized as one of the leading closed-source 309

LLMs, with the assistance of paid gpt-3.5-turbo 310

API. We also choose Llama 2-Chat (the instruction- 311

tuned version) for the open-source LLM experi- 312

ments, as it is one of the most prominent open- 313

source models available. Based on our computing 314

resources, we primarily run its 7B&13B parame- 315

ters versions on a server with dual Nvidia A100 316

80GB GPUs. 317

4.1.2 Datasets and Metrics 318

For hallucination collection, we employ three fact- 319

checking datasets: Climate-fever (Diggelmann 320

et al., 2020), PUBHEALTH (Kotonya and Toni, 321

2020) and WICE (Kamoi et al., 2023). All of them 322

provide real-world claims, ground truth labels and 323

evidence retrieved from websites as shown in Ta- 324

ble 1. The topics of claims range from different 325

domains, such as technology, culture, health and so 326
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Datasets

Models ChatGPT Llama2-7b-chat Llama2-13b-chat

TEMP 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

Methods Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Climate
-fever

Zero-SelfCk 55.24 25.68 50.55 22.70 57.76 31.44 44.82 16.52 47.25 13.93 51.42 29.16 52.04 11.82 52.25 12.43 53.26 25.21

Few-SelfCk 54.97 28.19 49.16 20.86 54.05 27.96 54.31 31.16 52.43 29.09 55.42 40.90 28.36 37.85 39.50 48.35 51.35 61.67

SelfCk-1gm 53.59 34.88 48.52 37.85 52.97 56.28 51.78 24.29 50.15 29.46 54.84 41.56 60.28 62.12 52.97 60.84 51.90 65.89

Ours 64.59 69.32 64.79 64.89 64.32 70.66 53.16 61.28 58.53 65.09 60.85 67.76 57.14 66.81 54.23 62.14 53.80 66.80

PUB-
HEALTH

Zero-SelfCk 51.62 20.61 51.95 21.51 56.19 31.85 47.65 24.82 49.32 20.56 51.32 25.08 51.04 6.93 50.72 8.10 59.40 39.25

Few-SelfCk 51.16 13.93 51.21 20.63 51.66 20.39 52.31 42.13 55.65 47.59 50.88 40.84 15.62 23.58 23.42 31.53 46.03 51.98

SelfCk-1gm 53.48 19.35 54.87 32.23 59.52 54.54 55.29 36.16 52.42 35.86 55.61 44.58 56.91 44.06 51.58 50.62 55.44 53.19

Ours 61.16 60.14 63.41 65.75 60.71 67.19 54.62 66.66 54.29 67.10 53.08 66.66 58.33 56.28 60.38 67.58 54.70 67.49

WICE

Zero-SelfCk 51.80 20.46 55.11 28.75 52.78 25.70 56.65 43.27 54.11 36.46 55.36 41.60 51.85 19.93 51.67 22.22 57.34 38.34

Few-SelfCk 51.60 20.39 54.33 23.68 52.19 23.07 57.05 52.98 54.73 48.35 60.34 58.01 34.11 49.70 39.53 54.77 52.65 66.37

SelfCk-1gm 51.60 12.31 52.55 20.46 53.98 38.40 49.79 12.67 50.52 17.60 49.19 19.29 50.41 32.20 51.15 45.43 49.18 59.34

Ours 63.20 60.00 63.58 65.67 65.33 67.89 53.83 64.82 63.99 70.38 67.43 72.31 56.19 63.32 57.53 62.33 51.63 67.12

Table 2: Accuracy and F1 score of our hallucination detection method and all the compared baselines. TEMP is
short for temperature and Acc is short for the metric of accuracy.

on, which facilitates our analysis of what types or327

topics of content LLMs tend to be hallucinatory.328

To investigate the hallucination properties of329

large language models at different temperatures,330

we set their temperature values as 0.1, 0.5 and 0.9,331

to construct the hallucination dataset for each LLM.332

To ensure stability in claim classification, we set333

the temperature value to 0.1 for the query.334

For hallucination detection, we adopt the stan-335

dard classification evaluation metrics: Accuracy336

and F1. To be clear, we treat hallucination as a337

positive class. Importantly, we randomly sample338

an equal number of factually accurate samples with339

the hallucinatory ones to balance AutoHall dataset.340

4.1.3 Baselines341

We compare our detection approach with the base-342

lines that do not use an external database:343

CoT-based Self-Check in both zero-shot and few-344

shot settings, denoted by Zero-SelfCk and Few-345

SelfCk, which have demonstrated effectiveness346

across diverse tasks like reasoning, question an-347

swer and dialogue response (Madaan et al., 2023;348

Xue et al., 2023). For the zero-shot setting, we349

guide the LLM to incorporate chain-of-thought via350

the prompt “Let’s think step by step" (Kojima351

et al., 2022). For the few-shot setting, we choose352

three-shot CoT prompts including recognizing both353

hallucinatory and factual references as in-context354

examples.355

SelfCheckGPT (Manakul et al., 2023b) designs356

three methods (i.e., via BERTScore, MQAG (Man- 357

akul et al., 2023a) and n-gram) to assess informa- 358

tion consistency for hallucination capture. Consid- 359

ering n-gram with n = 1 setting works best, we 360

select it as the baseline, denoted by SelfCk-1gm. 361

4.2 Main Results 362

4.2.1 Hallucination Dataset Generation 363

Based on the three fact-checking datasets, our Au- 364

toHall is separately created powered by ChatGPT, 365

Llama2-7b-chat and Llama2-13b-chat. We show 366

the scale of generated datasets at different tempera- 367

tures in Table 3. It can be observed that although 368

different temperatures and LLMs may cause slight 369

fluctuations in the proportion of hallucination, the 370

rate still remains at 20-30%. We provide concise 371

case studies to analyze when LLMs are prone to 372

generating hallucinations in Section 4.3.6. 373

4.2.2 Hallucination Detection 374

Table 2 shows the hallucination detection perfor- 375

mance of our method and the baselines based 376

on our AutoHall datasets. The ChatGPT-based 377

method consistently outperforms all other base- 378

lines across all scenarios, with an F1 increase of 379

20-30%. As expected, detecting self-contradictions 380

in pairs can indeed assist with hallucination detec- 381

tion accuracy, resulting in an 8.91% increase on 382

average than SelfCk-1gm. For Llama2-7b-chat & 383

Llama2-13b-chat, though in some cases the base- 384

line performs slightly better than our method in 385
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Datasets #N Models
Temperature

0.1 0.5 0.9
#H H% #H H% #H H%

Climate
-fever 907

ChatGPT 181 19.96 169 18.63 185 20.40
Llama2-7b 174 19.18 164 18.08 175 19.29
Llama2-13b 175 19.29 177 19.51 184 20.29

PUB-
HEALTH 1009

ChatGPT 215 21.31 205 20.32 210 20.81
Llama2-7b 216 21.41 221 21.90 227 22.50
Llama2-13b 192 19.03 207 20.52 202 20.02

WICE 928
ChatGPT 250 26.94 254 27.37 251 27.05
Llama2-7b 248 26.72 243 26.19 261 28.12
Llama2-13b 242 26.08 239 25.75 245 26.40

Table 3: Distribution of our generated AutoHall
datasets. #N is the total number of claims in the dataset.
#H is the number of hallucinatory references and H% is
the hallucination proportion calculated by #H/#N.

terms of accuracy, its F1 score is far lower than386

ours. Overall, our method has the highest F1 score387

and accuracy among the baselines.388

In horizontal analysis, it can be observed that389

when temperature increases, the F1 score also usu-390

ally increases. It is expected that when the temper-391

ature rises, the sampled references become more392

diversified, which in turn increases the potential393

for conflicts, thereby benefiting hallucination de-394

tection.395

We also find that the performance of our method396

powered by ChatGPT is better than that of Llama397

2-Chat. We speculate that the larger model capac-398

ity of ChatGPT enables it to store more hallucina-399

tory knowledge that is interconnected to each other.400

Therefore, the sampled relevant references may be401

more consistent and the hallucination detection in402

ChatGPT might be more challenging.403

4.3 More Analysis404

4.3.1 Ablation Study on K405

We perform an ablation study on the number of406

comparison pairs K varying from 1 to 13. As illus-407

trated by Fig. 4 a), the larger the K, the more im-408

provement on the hallucination detection F1 score.409

This tendency aligns with our intuition that more410

comparisons will lead to more conflicts. Fig. 4411

b) shows that hallucination detection accuracy in-412

creases first, and then decreases when value K413

increases. The reason is that when using more414

sampled LLM responses to do self-contradictions,415

although the true positive rate becomes higher, the416

false positive rate also experiences an increase.417

Thus, more factual references are incorrectly la-418

beled as hallucination leading to a decrease in ac-419

curacy. Since maximizing hallucination detection420

F1 score is our main target, we select K = 13 for421

1 3 5 7 9 11 13
K

0.35
0.41
0.47
0.53
0.59
0.65

F1
 sc

or
e
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K

0.50
0.53
0.56
0.59
0.62
0.65

A
cc

ur
ac
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b) Impact on Accuracy

ChatGPT+Climate-fever
ChatGPT+PUBHEALTH
Llama2-7b+Climate-fever

Llama2-7b+PUBHEALTH
Llama2-13b+Climate-fever
Llama2-13b+PUBHEALTH

Figure 4: The performance of hallucination detection
method under different value K.

the above comparisons subject to limited computa- 422

tional resources. 423

4.3.2 Analysis on Prompt Sensitivity 424

Prior research (Lu et al., 2021) highlights the sub- 425

stantial impact of prompt construction on the per- 426

formance of LLMs in specific tasks. We examine 427

six different prompt variants (see Appendix B), 428

ranging from simple to complex, to assess the po- 429

tential impact of different prompts on the classifi- 430

cation performance of LLMs. 431

As shown in Tab. 4, there is no significant corre- 432

lation between the prompt complexity and LLMs’ 433

classification performance. Even the simple prompt 434

(P0) generates comparable results with the complex 435

prompt (P5). Therefore, we use simple prompt (P0) 436

in our main experiment. 437

Prompts P0 P1 P2 P3 P4 P5

Acc (%) 94.0 93.6 92.8 93.9 92.6 93.1

Table 4: Accuracy across six prompt formats. Experi-
ments run on classification of claims from Climate-fever
dataset with ChatGPT.

4.3.3 Proportion of Reference Conflicts 438

To further understand our detection idea, we list 439

and visualize the number of conflicts in both hallu- 440

cinatory and factual samples via Table 5 and Fig. 5. 441

From Table 5, it can be inferred that when an LLM 442

generates a hallucinatory reference for a claim, it re- 443

sults in more sampled contradictory response pairs 444

compared to when the LLM has a good understand- 445

ing of the claim. Similarly, Fig. 5 indicates that 446

among K (K = 13) comparison pairs, the number 447

of conflicts reaches six or more almost only when 448

LLM tends to generate hallucination. 449

4.3.4 Human Evaluation 450

To compare the result of LLM claim classification 451

and show its effectiveness, human evaluation is 452
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Dataset Climate-fever PUBHEALTH WICE
TEMP 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

ChatGPT 1.63 1.80 2.61 1.00 0.98 1.92 0.91 1.27 1.79
2.32 2.60 3.52 1.80 1.64 2.72 2.20 2.18 2.75

Llama 2
-Chat

5.50 5.6 5.83 10.86 10.86 6.41 11.08 8.06 10.14
5.53 6.3 6.06 11.71 11.80 6.41 11.11 8.37 10.34

Table 5: Average number of conflicts Numc in halluci-
natory references(H) and factual references(H)
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Figure 5: Histogram for Numc in hallucinatory
references(H) and factual references(H). The model is
ChatGPT with TEMP=0.1 and the dataset is WICE.

needed for further guarantee. We further conduct453

an additional experiment by randomly selecting454

100 (claim, reference) pairs (dataset: Climate-fever,455

model: ChatGPT, temperature: 0.9) and manually456

assessing whether the classification results are cor-457

rect. The results show that the LLM classification458

accuracy reaches 92% supporting the statement that459

LLMs are excellent classifiers about the simple bi-460

nary classification tasks (Stoliar and Savastiyanov,461

2023; Chang et al., 2023).462

4.3.5 Topic Distribution in LLM463

Hallucination464

Take those recognized hallucinatory references gen-465

erated by LLMs for example, we examine the in-466

fluence of topics on hallucination in AutoHall as467

shown in Fig. 6. The finding is the top five top-468

ics in ChatGPT responses are history, technology,469

culture, geography and business, and yet in Llama470

2-Chat are politics, technology, sports, geography471

and history.472

4.3.6 Case Study473

We present examples of LLM hallucinations in dif-474

ferent scenarios (See Appendix C) to explore when475

LLMs are most likely to generate hallucinations.476

1) Processing claim related to numbers477

Examples in Tab. 6 demonstrate that some of478

generated references pertain to claims with incor-479

rect numbers. Additionally, LLMs indeed tend to480

generate hallucinatory content related to the associ-481
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27.7%

ChatGPT
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Figure 6: The top 10 topics LLMs tend to hallucinate.

ated numbers when providing reference materials. 482

2) Lacking of knowledge 483

Lack of knowledge is one of the key reasons why 484

LLMs hallucinate. Although OpenAI does not di- 485

rectly disclose the training data sources and details 486

of ChatGPT, we find a high probability of invalid 487

references when we originally choose Politifact2 488

to generate the hallucination dataset, as shown in 489

Tab. 7. We speculate that this might be lacking in 490

enough political knowledge in training data. Thus, 491

as shown in Tab. 8, ChatGPT generates some hallu- 492

cinatory references discussing political affairs since 493

they have no enough knowledge of them. 494

3) Existing incorrect context in the input 495

When a given context contains incorrect infor- 496

mation or is based on incorrect assumptions, LLMs 497

may not recognize these errors and produce hallu- 498

cinations in its response. Examples in Tab. 9 show 499

the case where LLM make up some information 500

because of the misdirection of incorrect context in 501

the input or prompt. 502

5 Conclusion 503

In this work, we design AutoHall, an automated 504

approach for generating hallucination datasets for 505

LLMs, which addresses the escalating challenge 506

of costly manual annotation. Our approach lever- 507

ages publicly available fact-checking datasets to 508

collect hallucinatory references, making it appli- 509

cable to any LLM. Our dataset analysis reveals 510

the proportion of hallucination generated by LLMs 511

and diverse hallucinatory topics among different 512

models. Additionally, we introduce a zero-resource 513

hallucination detection method based on AutoHall, 514

and experimental results demonstrate its superior 515

performance compared to all the baselines. 516

2https://www.kaggle.com/datasets/rmisra/PolitiFact-fact-
check-dataset
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Limitations517

The current version of AutoHall has still a possibil-518

ity of leading to false positive which indeed affect519

the detection accuracy to some extent. However,520

by doing self-contradiction detection in pairs, we521

can find almost only when hallucinations exist can522

the number of conflicts exceed half from Fig. 5.523

Thus, our approach in general achieves higher F1524

score than SelfCheckGPT as is shown in our exper-525

iments.526

Besides, AutoHall heavily rely on the classifi-527

cation performance of LLMs to achieve the auto-528

matic hallucination dataset collection. As we state529

in Section 4.3.4, human evaluation is needed for530

validation. According to human annotators, the531

LLM classification accuracy reaches 92%. To fur-532

ther strengthen the ability of AutoHall and improve533

consistency with human evaluation, we will verify534

on more LLMs of different structures and model535

sizes. The corresponding experimental results may536

guide us to improve our approach and we leave537

them for future work.538

Ethics Statement539

Our work focuses on the ethical concern of au-540

tomatically collecting hallucination in LLMs and541

detecting them as well. Considering accuracy, we542

do not intend for our approach to replace man-543

ual annotation of the hallucinatory responses from544

LLMs, but rather for supplement. Last, we hope545

our work inspires researchers to pay more attention546

on hallucination dataset collection.547
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A Example Prompts776

Here, we provide some example prompts used in777

our automated hallucination dataset generation and778

detection process as below.779

Example prompts for AutoHall.

Responses Generation:
Given one claim whose authenticity is un-
known, you should provide one reference
about it and summarize the reference in a
paragraph. Claim: ⟨claim⟩
Claim Classification:
Given the claim and the reference, you
should answer whether the claim is true
or false. Claim: ⟨claim⟩ Reference:
⟨reference⟩

780

Example prompts for sampling references
in our hallucination detection

1) Given one claim whose truthfulness is
uncertain, you should provide one reference
about it. This reference should be summa-
rized as one paragraph. Claim: ⟨claim⟩
2) Please provide one reference on this
claim whose authenticity is unknown and
give a brief summary of it in one paragraph.
Claim: ⟨claim⟩
3) Please provide a reference for a claim
whose truthfulness is uncertain and sum-
marize the content of the reference in one
paragraph. Claim: ⟨claim⟩
4) Given one claim whose authenticity is
uncertain, you should provide one reference
about it and write a summary paragraph.
Claim: ⟨claim⟩
5) There is a claim whose authenticity is un-
known, please provide one corresponding
reference and condense the reference in a
paragraph. Claim: ⟨claim⟩
6) There is a claim whose authenticity is
unknown, please provide one reference that
is relevant to this claim and summarize it in
one paragraph. Claim: ⟨claim⟩
7) You are expected to provide a reference
for a claim whose truthfulness is uncertain.
This reference should be related to the claim
in question and summarized as one para-
graph. Claim: ⟨claim⟩

781

B Analysis on Prompt Sensitivity 782

Regarding the following six prompts, we evaluate 783

the performance of ChatGPT on classification of 784

claims from Climate-fever dataset. Detailed Re- 785

sults can be found in Section 4.3.2. 786
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claim ground truth label & evidence generated reference

As of July 17, 2020,
Nueces County in
Texas had seen 85
positive COVID-19
tests among children
aged under 1 year.

False. The figure of 85 referred to the
number of positive tests among all chil-
dren aged under 2 years, not just those
aged under 1 year. A misunderstanding
led the Nueces County Public Health Di-
rector to inadvertently misrepresent the
true figure, and the Nueces County Judge,
and later CNN, repeated that error.

According to an article published by Caller Times
on July 17, 2020, Nueces County in Texas reported
a total of 85 positive COVID-19 cases among chil-
dren aged under 1 year. This data indicates that
even infants in the county have been affected by the
virus, emphasizing the importance of taking preven-
tive measures to protect vulnerable populations, in-
cluding young children.

World Superbike
star Nicky Hayden
passed away on 19
May 2017.

False. On May 17, 2017, Hayden was hit
by a driver while riding his bicycle in Italy.
He suffered a traumatic brain injury and
died five days later in a local hospital. So,
former MotoGP champion Nicky Hayden
passed away on 22 May 2017.

The Guardian, a reputable news source, reported on
May 22, 2017, that World Superbike star Nicky Hay-
den had indeed passed away on May 19, 2017. The
article states that Hayden, a former MotoGP cham-
pion, died at the age of 35 following a cycling acci-
dent in Italy. ...

Table 6: Hallucinatory references generated by ChatGPT based on PUBHEALTH. Text highlighted in red indicates
hallucinatory content.

Prompt 0 (P0):787

Given the claim and the reference, you should788

answer whether the claim is true or false. Claim:789

⟨claim⟩ Reference: ⟨reference⟩790

Prompt 1 (P1):791

Assume you are an excellent classifier. Given792

the claim and the reference, you should answer793

whether the claim is true or false. Please note794

that your classification result must follow such795

format: “Answer: True if the given claim is fac-796

tual, False otherwise." Claim: ⟨claim⟩ Reference:797

⟨reference⟩798

Prompt 2 (P2):799

Assume you are an excellent classifier. Given800

the claim and the reference, you should answer801

whether the claim is true or false. The reference802

is some information relevant to the claim, which803

can be used to judge the authenticity of the claim.804

Please note that your classification result must fol-805

low such format: “Answer: True if the given claim806

is factual, False otherwise." Claim: ⟨claim⟩ Refer-807

ence: ⟨reference⟩808

Prompt 3 (P3):809

Assume you are an excellent classifier. Your task810

is to identify whether there are any factual errors811

within the claim based on the provided reference812

and classify the claim to the label “True" if it is813

factual, "False" otherwise. Given the claim and the814

reference, you should answer whether the claim815

is factual or not (Boolean - True or False). Please816

note that your classification results must follow817

such format: “Answer: True if the given claim is818

factual, False otherwise." Claim: ⟨claim⟩ Refer-819

ence: ⟨reference⟩820

Prompt 4 (P4):821

Assume you are an excellent classifier. Your task 822

is to identify whether there are any factual errors 823

within the claim based on the provided reference 824

and classify the claim to the label “True" if it is 825

factual, “False" otherwise. Given the claim and the 826

reference, you should answer whether the claim is 827

factual or not (Boolean - True or False). Please note 828

that your classification results must follow such for- 829

mat: "Answer: True if the given claim is factual, 830

False otherwise. Reasons: Why is the given claim 831

true or false? You must provide some evidences 832

from the given reference." Claim: ⟨claim⟩ Refer- 833

ence: ⟨reference⟩ 834

Prompt 5 (P5): 835

Assume you are an excellent classifier. Your task 836

is to identify whether there are any factual errors 837

within the claim based on the provided reference 838

and classify the claim to the label “True" if it is 839

factual, "False" otherwise. When you are judging 840

the authenticity of the given claim, you must find 841

some evidences from the provided helpful refer- 842

ence to support your conclusion. Given the claim 843

and the reference, you should answer whether the 844

claim is factual or not (Boolean - True or False). 845

Please note that your classification results must 846

follow such format: "Answer: True if the given 847

claim is factual, False otherwise. Reasons: Why 848

is the given claim true or false? You must provide 849

some evidences from the given reference." Claim: 850

⟨claim⟩ Reference: ⟨reference⟩ 851

C Case Study 852

In Tab. 6, 7, 8 and 9, we present some examples of 853

LLM hallucinations in different scenarios. Detailed 854

Analysis can be found in Section 4.3.6. 855
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claim LLM responses

Says a Fox New chyron said
the Snickers candy bar is
changing its texture because
of "cancel culture."

Unfortunately, as of my knowledge cutoff in September 2021, I couldn’t
find any credible reference or evidence to support this specific claim. It’s
important to note that claims without verifiable sources should be approached
with skepticism.

Says Chuck Schumer said
“it’s racist to only allow citi-
zens to vote.”

I’m sorry, but I can’t assist with that. As of my last update in October 2021, I
am not aware of any instance where Chuck Schumer made the statement “it’s
racist to only allow citizens to vote.” It’s always a good practice to fact-check
and verify the accuracy of quotes or statements by referring to reliable news
sources or directly contacting the individual or their office for clarification.

Table 7: Invalid references generated by ChatGPT based on Politicfact.

claim ground truth label & evidence generated reference

In New Orleans,
nearly 100 percent
of our kids are in
charter schools.

True. statement_originator:
Bobby Jindal, statement_date:
7/15/2015, statement_source:
news, factcheck_analysis_link:
https://www.politifact.com/
factchecks/2015/jul/16/bobby-
jindal/bobby-jindal-says-nearly-
100-percent-new-orleans-s/

Bobby Jindal: ’Nearly 100 percent’ of New Orleans
kids in charter schools" (Published on July 15, 2015)
- NOLA.com; Summary: The article on NOLA.com
discusses a statement made by Bobby Jindal, the for-
mer governor of Louisiana, regarding the percentage
of children attending charter schools in New Orleans.
According to the article, Jindal claimed that "nearly
100 percent" of kids in New Orleans were enrolled in
charter schools. The article goes on to provide con-
text and analysis, stating that while the percentage
of students in charter schools had indeed increased
significantly since Hurricane Katrina, the claim of
"nearly 100 percent" was an exaggeration. The arti-
cle highlights that the actual percentage at the time
was around 93 percent, which still represented a sub-
stantial majority but fell short of Jindal’s claim.

Table 8: Hallucinatory references generated by ChatGPT based on Politifact. Text highlighted in red indicates
hallucinatory content.

claim ground truth label & evidence generated reference

Over the past 250
years, humans
have added just
one part of CO2
in 10,000 to the
atmosphere.

False. Global annual mean CO
2 concentration has increased by
more than 45% since the start of
the Industrial Revolution, from
280 ppm during the 10,000 years
up to the mid-18th century to 415
ppm as of May 2019.

According to a comprehensive study published in the
journal “Earth System Science Data,” over the past
250 years, human activities have contributed to a sig-
nificant increase in carbon dioxide (CO2) concentra-
tions in the atmosphere. The study analyzed historical
data on CO2 emissions and estimated that humans
have added approximately one part of CO2 in 10,000
to the atmosphere during this period. It considers fac-
tors like fossil fuel consumption, land-use changes,
and industrial processes as important contributors to
this increase. The research underscores the impact
of human activities on greenhouse gas concentrations
and highlights the significance of addressing carbon
emissions to mitigate climate change.

Table 9: Hallucinatory references generated by LLMs based on Climate-fever. Text highlighted in red indicates
hallucinatory content.
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