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Abstract

Retrieval-augmented  generation (RAG)
enhances large language models (LLMs) for
domain-specific question-answering (QA)
tasks by leveraging external knowledge sources.
However, traditional RAG systems primarily
focus on relevance-based retrieval and often
struggle with redundancy, especially when
reasoning requires connecting information
from multiple sources. This paper introduces
Vendi-RAG, a framework based on an iterative
process that jointly optimizes retrieval diversity
and answer quality. This joint optimization
leads to significantly higher accuracy for
multi-hop QA tasks. Vendi-RAG leverages the
Vendi Score (VS), a flexible similarity-based
diversity metric, to promote semantic diversity
in document retrieval. It then uses an LLM
judge that evaluates candidate answers, gener-
ated after a reasoning step, and outputs a score
that the retriever uses to balance relevance
and diversity among the retrieved documents
during each iteration. Experiments on three
challenging datasets—HotpotQA, MuSiQue,
and 2WikiMultiHopQA—demonstrate Vendi-
RAG’s effectiveness in multi-hop reasoning
tasks. The framework achieves significant
accuracy improvements over traditional
single-step or multi-step RAG approaches,
with accuracy increases reaching +4.2% on
HotpotQA, +4.1% on 2WikiMultiHopQA, and
+1.3% on MuSiQue compared to Adaptive-
RAG, the current best baseline. The benefits
of Vendi-RAG are even more pronounced as
the number of retrieved documents increases.
Finally, we evaluated Vendi-RAG across
different LLM backbones, including GPT-3.5,
GPT-4, and GPT-40-mini, and observed con-
sistent improvements, demonstrating that the
framework’s advantages are model-agnostic.

1 Introduction

Retrieval-augmented generation (RAG) has
emerged as a transformative framework for
enhancing the performance of large language

models (LLMs) in domain-specific tasks such as
question-answering (QA). By retrieving relevant
information from external sources beyond the
training set, RAG enables LLMs to answer
specialized queries more effectively (Achiam
et al., 2023; Team et al., 2023; Jiang et al., 2024).
This approach has been particularly successful in
single-hop QA, where a question can be answered
using information from a single document (Raiaan
et al., 2024; Kwiatkowski et al., 2019). For
instance, answering a question such as "Who wrote
the novel Frankenstein?" only requires retrieving
relevant information from a single document
containing this fact.

However, multi-hop QA introduces significantly
greater complexity. Finding the correct answer to
queries in multi-hop QA requires reasoning across
multiple sources (Press et al., 2022; Tang and Yang,
2024). For instance, answering "Which city is the
capital of the African country where Mount Kili-
manjaro is located?" necessitates first identifying
that Mount Kilimanjaro is in Tanzania, and then
determining that Dodoma is the capital of Tanzania.
This process involves not only retrieving informa-
tion from multiple documents but also synthesizing
these different sources effectively to form an accu-
rate answer, which greatly increases the complexity
of both retrieval and reasoning and leads to redun-
dancy.

To address these challenges, iterative RAG
pipelines have been developed. These pipelines re-
fine the retrieval process through repeated modifica-
tions and re-querying of retrieved documents, aim-
ing to resolve ambiguities and improve relevance.
Notable examples include Adaptive-RAG (Lewis
et al., 2020), which controls the number of itera-
tions of the pipeline including the retrieval process
and modifying the queries based on a classifica-
tion model’s assessment of the input query, Self-
RAG(Asai et al., 2023), which incorporates itera-
tive self-reasoning, and IROC (Trivedi et al., 2022),
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Figure 1: The process begins with an initial retrieval step, where a diverse set of documents is retrieved using the Vendi Score,
ensuring broad semantic coverage. Next, leveraging a reasoning step to construct a coherent path to the final answer, the LLM
generates an answer, which then undergoes quality assessment by an LLM judge. Based on the answer quality, the retriever is
adjusted to balance diversity and relevance: high-quality answers limit the emphasis on diversity, while low-quality answers
prompt the retriever to prioritize diversity more heavily. This adjustment is controlled by an adaptive parameter, s, which is
updated over iterations. The process continues until the answer quality reaches an optimal threshold, denoted by Thr. Finally, the
highest-quality responses and documents are selected, ensuring both diversity and accuracy.

which progressively refines retrieval to optimize
the final answer (Wei et al., 2022; Wang and Zhou,
2024).

Despite their success, iterative RAG methods
typically rely solely on relevance-based retrieval,
which focuses on the similarity between the query
and dataset entries. This approach presents a funda-
mental limitation: it does not actively manage the
diversity and quality of the retrieved information to
properly address the query. More complex queries
require diverse retrieval. We therefore propose a
novel retrieval method called Vendi retrieval to ad-
dress the limitation of existing retrieval pipelines.
Vendi retrieval leverages the Vendi Score (VS) to
enhance the diversity of retrieved documents while
accounting for retrieval quality through a simple
weighting mechanism.

Building on Vendi retrieval, we propose an it-
erative RAG pipeline called Vendi-RAG that bal-
ances diversity and quality. More specifically, the
pipeline is as follows: an initial set of candidate
documents is retrieved. Based on these retrieved
documents, the system generates chain-of-thought
(CoT) reasoning steps. Using these reasoning steps
and retrieved documents, the LLLM then generates
candidate answers. An LLM-based evaluator then
assesses these candidates for relevance, coherence,
and completeness. The highest-scoring answer is
selected as the final response. If the answer does
not meet the quality threshold, the Vendi retrieval
process dynamically adjusts the balance between
diversity and relevance in document selection, en-

suring broader semantic exploration or increased
specificity as needed. This iterative refinement
continues until a high-quality response is achieved.
Figure 1 provides a detailed overview of the Vendi-
RAG framework.

We evaluated the Vendi retrieval process and
Vendi-RAG on three challenging multi-hop QA
datasets, HotpotQA (Yang et al., 2018), MuSiQue
(Trivedi et al., 2022), and 2WikiMultiHopQA (Ho
et al., 2020). To assess the Vendi retrieval method
we measured the diversity of retrieved documents
on the three datasets using two different diver-
sity metrics, the VS and the max pairwise dis-
tance (MPD). We found that the Vendi retrieval
process yields more diverse documents compared
to the baselines according to both metrics. Sec-
ond, we evaluated Vendi-RAG in terms of sev-
eral performance metrics, looking at both accu-
racy and diversity. The results showed that Vendi-
RAG substantially improves response accuracy,
outperforming existing RAG approaches. Us-
ing GPT-3.5 as the LLM backbone, Vendi-RAG
demonstrated significant accuracy gains across all
datasets, with accuracy increases reaching +4.2%
on HotpotQA, +4.1% on 2WikiMultiHopQA, and
+1.3% on MuSiQue compared to Adaptive-RAG,
the best baseline. Notably, the accuracy improve-
ment remained consistent across different LLM
backbones—GPT-40, GPT-40-mini, and GPT-3.5—
indicating that Vendi-RAG’s advantages are model-
agnostic.  Additionally, our experiments with
varying numbers of retrieved documents—beyond



the standard two-document setting—showed that
Vendi-RAG maintained its superior performance,
especially as the number of retrieved documents
increased. This underscores the critical role of
the Vendi retrieval process in handling complex re-
trieval scenarios. For instance, when retrieving ten
documents from HotpotQA, Vendi-RAG outper-
formed Adaptive-RAG by 7.8% in accuracy using
GPT-40-mini as the backbone LLM.

This work introduces a diversity-guided retrieval
approach that optimizes both diversity and quality
to address the challenges of multi-step reasoning in
multi-hop QA. Our experimental results highlight
the effectiveness of Vendi-RAG in enhancing re-
trieval diversity and response accuracy, underscor-
ing its potential as a robust solution for complex
multi-hop QA tasks.

2 Related Work

There are three main approaches to QA: non-
retrieval-based methods (Petroni et al., 2019),
single-step RAG (Lewis et al., 2020), and multi-
step RAG (Asai et al., 2023). Non-retrieval-based
QA methods pass queries directly to an LLLM and
use its generated output as the answer, without
consulting external sources. While efficient, these
methods struggle with queries requiring external or
up-to-date information and suffer from hallucina-
tions on out-of-distribution queries (Shuster et al.,
2021). Single-step RAG methods integrate external
knowledge retrieved from a knowledge base (e.g.,
Wikipedia). These methods improve factual accu-
racy but are limited by retrieval noise and perform
poorly in complex reasoning tasks (Trivedi et al.,
2022). Multi-step RAG methods are designed for
complex multi-hop queries (Jeong et al., 2024; Asai
etal., 2023; Tang and Yang, 2024). They iteratively
retrieve documents and refine answers until they
converge on a final response. This iterative refine-
ment approach enables reasoning across multiple
sources but introduces computational overhead and
is prone to error accumulation (Jeong et al., 2024).

Advances in multi-hop QA. Recent improve-
ments in multi-hop QA focus on question decom-
position (Radhakrishnan et al., 2023), chain-of-
thought reasoning (Wei et al., 2022; Liu et al.,
2024a), and iterative retrieval (Jeong et al., 2024;
Shao et al., 2023; Yu et al., 2024). Methods like
ReCite (Sun et al., 2022) and IRCoT (Trivedi et al.,
2022) refine retrieval with progressive reasoning,
while Self-RAG (Asai et al., 2023) adapts retrieval

strategies based on query complexity. Decomposed
prompting (Khot et al., 2022) further enhances re-
trieval for complex queries (Zhang et al., 2024).
MultiHop-RAG (Tang and Yang, 2024) integrates
decomposition and retrieval pipelines but remains
constrained by relevance-based retrieval, leading
to redundancy and limited synthesis of diverse in-
formation.

Vendi scoring. The Vendi Score (VS) (Friedman
and Dieng, 2023) is a similarity-based diversity
metric applied in machine learning (Berns et al.,
2023; Pasarkar and Dieng, 2023; Mousavi and
Khalili, 2025; Nguyen and Dieng, 2024; Kannen
et al., 2024; Jalali et al., 2024; Askari Hemmat
et al., 2024; Rezaei and Dieng, 2025; Bhardwaj
et al., 2025), chemistry (Pasarkar et al., 2023),
materials science (Liu et al., 2024b), and biol-
ogy (Pasarkar and Dieng, 2025). Vendi-RAG in-
tegrates VS into retrieval, balancing diversity and
quality beyond conventional ranking systems (Car-
bonell and Goldstein, 1998; Slivkins et al., 2010).
Unlike standard relevance-based retrieval (Guu
et al., 2020), this approach enhances robustness
and accuracy in multi-hop QA by incorporating
semantic diversity into document retrieval.

3 Method

We now describe Vendi-RAG, including the novel
retrieval process it uses.

3.1 Vendi Retrieval

Diversity in retrieved documents is essential for
multi-hop QA, as it ensures broad semantic cover-
age, reduces redundancy, and incorporates multiple
perspectives (Sun et al., 2022; Carbonell and Gold-
stein, 1998; Thakur et al., 2021). The most used
methods for diverse retrieval are similarity search
(SS) (Thakur et al., 2021) and maximal marginal
relevance (MMR) (Carbonell and Goldstein, 1998).
SS maximizes relevance to the query but retrieves
highly similar documents, leading to redundancy.
MMR balances relevance and novelty using pair-
wise comparisons but also struggles to account for
global semantic diversity.

To overcome these limitations, we propose a
novel retrieval method that leverages the VS (Fried-
man and Dieng, 2023) to explicitly optimize re-
trieval diversity. Let D = {d;,...,d,} be a set
of retrieved documents and k(-, -) a positive semi-
definite similarity kernel such k(d;, d;) = 1 for all
7. Denote by K the corresponding similarity ma-



trix that is such that K;; = k(d;,d;). The VS is
defined as

VS,(D) = exp (— > Ailog Ai> . (D
=1

where A1, ..., A\, are the eigenvalues of the normal-
ized kernel matrix K /n. As argued by Friedman
and Dieng (2023), the VS is the effective number
of unique documents in D, reaching its maximum
value n when all the documents are distinct and its
minimal value 1 when all the documents are the
same.

While accounting for diversity is good for re-
trieval, especially for complex queries, it shouldn’t
be the only criterion. Quality also matters. To bal-
ance these two criteria, the Vendi retrieval process
uses a convex combination of the two,

where VRS stands for Vendi retrieval score and
s € [0,1] is a tunable parameter controlling the
trade-off between diversity and similarity. When
handling complex queries, such as those with mul-
tiple possible answers, a higher diversity weight
s promotes the selection of a semantically diverse
set of documents. In contrast, for simpler or more
specific queries that require precise information, a
smaller value of s prioritizes similarity-based re-
trieval.

The similarity score SS(g, D) is computed us-
ing dense vector representations of both the query
and the documents. The document representa-
tions are used to provide a meaningful compari-
son between queries and candidate documents in a
high-dimensional semantic space, ensuring that re-
trieval is based on conceptual similarity. Incorporat-
ing contextual understanding through transformer-
based embeddings ensures semantic matching be-
yond simple lexical overlap.

3.2 Vendi-RAG

We integrate the Vendi retrieval process into a flex-
ible RAG pipeline that balances diversity and rele-
vance for improved performance on multi-hop QA.

1. Initial retrieval. The process begins by re-
trieving a set of documents using Vendi retrieval.
This first step prioritizes broad semantic coverage
(we set s = 0.8 initially in all our experiments),
ensuring that the retrieved documents capture mul-
tiple perspectives and to prevent recovering seman-
tically redundant documents. This initial diversity

is particularly critical for multi-hop QA, where
synthesizing information from varied sources is
essential to accurately answering the query.

2. Reasoning generation. Based on the retrieved
documents, the system generates CoT reasoning
steps. These intermediate reasoning steps help con-
textualize the retrieved information, building a co-
herent pathway to the final answer.

3. Candidate answer generation. Using the rea-
soning steps and retrieved documents, the LLM
generates candidate answers. These proposed an-
swers are evaluated to determine their quality and
completeness.

4. Quality evaluation. An LLM judge assesses
the candidate answers. This evaluation considers
factors such as coherence, relevance, and alignment
with the query. A quality score (), is produced at
the end of this quality-check. Here ¢ is used to
indicate the iteration step.

5. Dynamic adjustment of the VRS. Based on
the quality score ()¢, the parameter s is adjusted dy-
namically. We denote by s; the value of the param-
eter s at the t iteration. It controls the trade-off
between diversity (via VS) and relevance (via simi-
larity search). If ); is low, s; should be increased,
to prioritize greater diversity in the subsequent re-
trievals. This ensures broader semantic exploration,
which is beneficial for refining answers in cases
where the retrieved information is already relevant
but lacks coverage. Conversely, if Q); is high, sy
should be decreased to focus more on relevance,
retrieving documents that are closely aligned with
the query to address potential gaps in specificity.
We therefore define s; as

Qi1

B max(Q¢—1)’

st = f(Qi—1) =1 (3)

where f is a simple linear function that maps Q;—1
to the interval [0, 1], ensuring that higher quality
scores correspond to lower diversity scores.

6. Iterative refinement. The retrieval and reason-
ing steps are repeated iteratively, with adjustments
to s dynamically balancing diversity and relevance
at each stage. This process continues until the de-
sired answer quality is reached, ensuring that the
system converges on an optimal set of documents
and reasoning steps.



7. Final answer selection. Once the iterative
refinement process is complete, the final set of doc-
uments and answers are selected based on their
quality scores. This ensures that the output reflects
both broad semantic coverage and high-quality, rel-
evant information. Algorithm 1 summarizes the
procedure.

Why Adjusting s Matters: The dynamic adjust-
ment of s is critical for striking the right balance
between diversity and relevance during the retrieval
process. High diversity is essential for exploring
various facets of a complex query, especially in
multi-hop QA, where information from disparate
sources must be synthesized. However, excessive
diversity can dilute the relevance of retrieved docu-
ments, potentially introducing noise and reducing
the quality of generated answers. On the other hand,
overemphasizing relevance can lead to redundancy
and failure to capture the breadth of information
needed for comprehensive reasoning.

By reducing s when the quality score is high,
the Vendi-RAG pipeline encourages exploration
of less-redundant, semantically diverse documents.
This ensures that even if the current answer is suf-
ficient, the model explores additional perspectives
that may enhance the depth and breadth of the final
response. Conversely, increasing s when quality is
low allows the system to focus on retrieving docu-
ments that are more closely aligned with the query,
addressing gaps in specificity or relevance.

The strength of Vendi-RAG lies in this adaptive
approach to document retrieval. Unlike traditional
RAG systems that use fixed retrieval strategies,
Vendi-RAG’s dynamic adjustment of the diversity-
relevance trade-off (the parameter s) allows it to
respond to the specific requirements of each query
and intermediate reasoning step. When the sys-
tem detects that current retrievals are yielding high-
quality but potentially narrow responses, it auto-
matically shifts toward greater diversity, exploring
complementary perspectives. Conversely, when
responses lack precision, the system can focus on
more closely related documents to improve speci-
ficity.

Performance characteristics. In practice, Vendi-
RAG exhibits distinctive performance patterns that
reflect its sophisticated design. The system natu-
rally adapts its computational effort to query com-
plexity, requiring more iterations for intricate multi-
hop queries while converging quickly for simpler
ones. Though the computational overhead exceeds

Algorithm 1 Vendi-RAG Inference Pipeline

Require: Query g, Knowledge base D, Max iterations N,
Quality threshold 7
Ensure: Final answer a*
Initialize context: q1 <— g, set initial parameter: s1 <— 0.8
fori =1to N do
VRS; < si - VSk(qi, D) + (1 — s:) - SS(gi, D)
D; + Vendi-Retrieval(g;, scores;; D)
Generate reasoning steps: 7; < CoT(q;, D;)
Produce answer: a; < LLM(q, D;, r1::)
if LLM-Judge(a;) > 7 then
return a;
end if
Update query: g;+1 < RewriteQuery(q;, Gs, 7:)
Update weight parameter: s;+1 < f(Q;)
end for
return ay

that of basic RAG systems, the improved retrieval
quality often results in better final answers. The
system maintains reasonable scalability with doc-
ument corpus size, as the primary computational
bottleneck—eigenvalue computation—depends on
the number of retrieved documents rather than the
total corpus size. These characteristics make Vendi-
RAG particularly suitable for complex tasks such
as multi-hop QA.

4 Experiments

This section presents a comprehensive evaluation
of Vendi-RAG on multi-hop QA datasets. First, we
investigate the effectiveness of the Vendi retrieval
process in enhancing retrieval diversity. Next, we
evaluate the Vendi-RAG pipeline, demonstrating its
ability to handle complex queries requiring multi-
step reasoning compared to the baselines.

Datasets. Our experiments are conducted on
three challenging benchmark multi-hop QA
datasets: MuSiQue (Trivedi et al., 2022), Hot-
potQA (Yang et al., 2018), and 2WikiMultiHopQA
(Ho et al., 2020).

MuSiQue evaluates a model’s ability to synthe-
size facts spread across across multiple document
sources. It includes questions spanning diverse do-
mains such as history, science, and culture, requir-
ing logical reasoning and synthesis of interdepen-
dent information. Given its emphasis on multi-step
comprehension, this dataset challenges models to
accurately identify and integrate relevant informa-
tion to generate correct answers to queries. This is
the most challenging dataset among the three.

HotpotQA assesses reasoning and fact verifi-
cation across various domains, including geog-
raphy, entertainment, and history. Its questions



Table 1: Retrieval diversity as measured by the Vendi Score (VS) and Max Pairwise Distance (MPD) for Vendi-RAG,
Adaptive-RAG, and Adaptive Retrieval across different datasets. Vendi-RAG achieves higher diversity than the

baselines across all datasets and both metrics.

Adaptive Retrieval Adaptive-RAG  Vendi-RAG
Dataset

VS MPD VS MPD VS MPD
MuSiQue 6.13 1.25 6.55 1.42 712 195
HotpotQA 4.95 1.10 5.21 1.31 6.82 1.89
2WikiMultiHopQA 5.34 1.32 5.81 1.45 6.68 1.78

necessitate reasoning over two or more intercon-
nected documents linked via hyperlinks. Addition-
ally, the dataset includes “comparison” questions
that require juxtaposing information from multi-
ple sources, making it a challenging benchmark
for evaluating both retrieval quality and reasoning
ability.

2WikiMultiHopQA leverages Wikipedia’s com-
plex structure to pose complex reasoning chal-
lenges. Questions are derived from real-world
knowledge graphs and require navigating reason-
ing paths across multiple documents. Topics span
science, politics, and sports, emphasizing logical
relationships such as cause-effect dependencies,
making it an essential tool for evaluating structured
knowledge reasoning.

Vendi retrieval improves document retrieval di-
versity. To assess the impact of the Vendi re-
trieval process on retrieval diversity, we compared
the diversity of outputs from Vendi-RAG against
Adaptive-RAG and Adaptive Retrieval. We mea-
sured diversity using two different metrics, the
VS and the max pairwise distance (MPD). Ta-
ble 1 summarizes the results. Vendi-RAG achieves
higher diversity compared to Adaptive Retrieval
and Adaptive-RAG on all dataset, demonstrating
its ability to retrieve documents that capture mul-
tiple perspectives relevant to the query. This is a
crucial advancement, as increased diversity in re-
trieval directly correlates with improved robustness
in multi-hop reasoning (see Table 2). Adaptive-
RAG, which incorporates iterative refinement but
lacks explicit diversity control, shows moderate
retrieval diversity improvement over Adaptive Re-
trieval.

Accuracy on multi-hop QA tasks. We fur-
ther evaluated the performance of the Vendi-RAG
pipeline, to assess its ability to reason across multi-
ple documents. The results in Table 2 indicate that

Vendi-RAG consistently outperforms other meth-
ods in response accuracy across all datasets, show-
casing the efficacy of balancing retrieval diversity
with quality. Additionally, Vendi-RAG achieves
competitive performance in Exact Match (EM) and
F1 score. These findings highlight Vendi-RAG’s
capability to enhance answer correctness for com-
plex reasoning tasks through improved document
retrieval.

Impact of the number of retrieved documents
on performance. To further examine the impact
of document size on retrieval effectiveness, we ana-
lyze the performance of Vendi-RAG and Adaptive-
RAG across varying document sizes. Figure 2 il-
lustrates the relationship between document size
and performance on the HotPotQA dataset. Vendi-
RAG consistently outperforms Adaptive-RAG in
accuracy for document sizes greater than two. As
document size increases, accuracy improves for
both methods, but the gain is notably higher for
Vendi-RAG. Similar to accuracy, EM and F1 scores
exhibit an increasing trend as document size grows.
Vendi-RAG shows a more pronounced improve-
ment, underscoring its capacity to retrieve more
informative and relevant documents, thereby en-
hancing answer quality.

The VS also increases with document size. This
is evidence that Vendi-RAG alleviates redundancy
since the VS is known to be invariant under dupli-
cation (Friedman and Dieng, 2023). An increasing
VS indicates less redundancy in the retrieved docu-
ments. By leveraging the VS in its retrieval process,
Vendi-RAG avoids the redundancy issue that often
plagues RAG pipelines.

These results indicate that increasing document
size enhances both retrieval diversity and answer
correctness. However, the degree of improvement
varies across methods, with Vendi-RAG achieving
superior gains in all metrics. However, we are com-
putationally bottlenecked primarily by the LLM’s



Table 2: Performance on multi-hop QA datasets using GPT-3.5 (Turbo). Here we use three different flavors of
accuracy: exact match (EM), Fl-score (F1), and traditional accuracy (Acc). Vendi-RAG outperforms the baselines
in all 3 datasets, except in terms of F1-score, where it performs similarly to Adaptive-RAG.

MuSiQue HotpotQA 2WikiMultiHopQA
Steps Types Methods EM Acc EM F1 Acc EM F1 Acc
Single-step ~ Simple No Retrieval 2040 31.30 2440 3740 51.04 4320 37.00 48.50 43.40
Single-step Approach  16.40 26.70 23.60 39.60 5044 4560 4680 57.69 52.60
Multi-step ~ Adaptive  Adaptive Retrieval 18.80 3030 24.80 38.60 50.70 4320 4420 55.11 50.60
Adaptive-RAG 21.80 32.60 29.60 40.40 5256 47.00 46.60 60.09 56.80
Vendi-RAG 244 3252 304 422 57.04 584 472 589 614
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Figure 2: Performance comparison of Vendi-RAG and Adaptive-RAG across different document sizes in terms of Exact
Match, F1-score, Accuracy, and Vendi Score on HotPotQA. The backbone LLM here is GPT-40-mini. Vendi-RAG consistently
outperforms Adaptvie-RAG on all the metrics. In particular, performance improves as the number of documents increases.

context window limitation and processing time. As
the number of retrieved documents increases, we
must either truncate documents to fit within the
model’s maximum context length or process docu-
ments in multiple batches, both of which have sig-
nificant computational overhead. The bottleneck
occurs specifically in the final stage of the pipeline
where the LLM processes the retrieved documents
to generate answers.

Performance for different LLM Backbones and
retrieval strategies. To evaluate the impact of
different LLM backbones and retrieval strategies on
the performance of the Vendi-RAG framework, we
conducted experiments using three LLMs: GPT-4o,
GPT-40-mini, and GPT-3.5, across all the multi-
hop QA datasets described above. The results,
shown in Figure 3, highlight the effectiveness of
Vendi-RAG compared to Adaptive-RAG, the best
baseline, across all datasets and backbones, except
for F1-score on the 2WikiMultiHopQA dataset. In
general, larger LLM backbones, such as GPT-4o,
achieve superior performance across all datasets,
particularly for tasks requiring complex reasoning

and synthesis across multiple documents. However,
even with smaller models like GPT-40-mini, the
Vendi-RAG model maintains competitive perfor-
mance, demonstrating its effectiveness.

5 Conclusion

While retrieval-augmented generation (RAG) has
proven effective in enhancing large language model
(LLM) performance for domain-specific question-
answering (QA) tasks, traditional RAG frameworks
often struggle with redundancy, particularly in
multi-hop reasoning tasks. To address this short-
coming, we introduce Vendi-RAG, a novel frame-
work that jointly optimizes retrieval diversity and
answer quality through an iterative refinement pro-
cess. Vendi-RAG leverages the Vendi Score and
an LLM judge to promote semantic diversity while
maintaining relevance during retrieval. Our experi-
ments on HotpotQA, MuSiQue, and 2WikiMulti-
HopQA demonstrate Vendi-RAG’s effectiveness.
Specifically, Vendi-RAG outperforms the best base-
line by +4.2% on HotpotQA, +4.1% on 2Wiki-
MultiHopQA, and +1.3% on MuSiQue. These
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Figure 3: Performance comparison of Vendi-RAG and Adaptive-RAG variants across the three datasets using three evaluation
metrics: Fl-score, Exact Match, and Accuracy. Results show that Vendi-RAG-40 consistently outperforms other variants across
all datasets and metrics, with a particularly strong performance on HotpotQA.

gains become even more pronounced as the num-
ber of retrieved documents increases, highlighting
the importance of retrieval diversity in complex
reasoning tasks. Furthermore, we evaluated Vendi-
RAG across multiple LLM backbones, including
GPT-3.5, GPT-4, and GPT-40-mini, and observed
consistent performance improvements, demonstrat-
ing that the framework is model-agnostic. These
findings establish Vendi-RAG as an effective and
adaptable solution for multi-hop QA.

6 Limitations

Vendi-RAG introduces computational overhead
due to LLM-based quality scoring, which may limit
scalability in real-time applications. Additionally,
like all RAG approaches, its performance depends

on the quality and completeness of external knowl-
edge sources, making it susceptible to biases or
gaps in the retrieved information.

7 Ethics Statement

The deployment of LL.Ms, including their use in
Vendi-RAG, necessitates careful ethical considera-
tion. Since the model relies on external knowledge
sources, concerns arise regarding the credibility
and accuracy of retrieved content. Ensuring the
reliability and factual integrity of information is
crucial to mitigating risks related to bias and misin-
formation.
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A Evaluation Metrics

To compare model performance across different
datasets, we employ the following key evaluation
metrics:

¢ Exact Match (EM): This metric calculates
the percentage of predictions that exactly
match the ground truth answers. It is defined
as:

Number of exact matches
EM =

1 4
Total number of queries x 100 (4)

EM is a strict metric that grants credit
only when the predicted answer matches the
ground truth exactly in both content and for-
mat. It is particularly useful for assessing a
model’s precision in generating accurate re-
sponses.

* F1 Score (F1): The F1 score captures the
harmonic mean of precision and recall at the
token level, providing a balanced measure of
correctness. It is defined as:

Fl — 9 Precision - Recall

" Precision + Recall ®)
where precision is the fraction of retrieved to-
kens that are relevant, and recall is the fraction
of relevant tokens that are retrieved. The F1
score is particularly relevant for multi-hop QA
tasks, where partial correctness (e.g., retriev-
ing some but not all supporting evidence) is
informative.

* Accuracy (Acc): Accuracy measures the pro-
portion of correct predictions over all evalu-
ated queries. It is defined as:

Number of correct predictions

Acc = x 100

(6)
Unlike EM, which requires exact matches, ac-
curacy provides a broader assessment by cap-
turing overall correctness, including responses
that convey the intended meaning.

Total number of queries

¢ Max Pairwise Distance (MPD): This metric
evaluates the maximum Euclidean distance
between pairs of retrieved data points, mea-
suring diversity. It is defined as:

MPD:HZ;%XH%—%H% i3 (D
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where z; and x; represent document embed-
dings in the feature space. Higher values in-
dicate greater diversity among retrieved docu-
ments.

Each of these metrics offers a unique perspective
on model performance. EM is a stringent measure
of precision, F1 balances precision and recall, and
accuracy provides an overall correctness measure.
Meanwhile, MPD and diversity-based metrics as-
sess the variety and independence of retrieved doc-
uments—ecritical for multi-hop QA tasks requiring
integration of diverse information.

B Implementation Details for Dataset
Ingestion and Vector Database

Preparing datasets for question-answering requires
transforming data into a searchable vector database
to enable efficient retrieval. This workflow includes
document chunking and semantic embedding to
optimize performance.

B.1 Dataset Processing and Chunking

The dataset, provided in JSON format with context
paragraphs and metadata, is processed by splitting
each document into smaller chunks. Each chunk
has a maximum size of 512 tokens, with a 50-token
overlap to preserve context across chunk bound-
aries and facilitate multi-hop reasoning in long doc-
uments.

B.2 Embedding Model and Vector Database

We use the SentenceTransformer model, specifi-
cally all-mpnet-base-v2, to generate dense vec-
tor representations for documents and queries.
These embeddings are stored locally to avoid re-
dundant downloads and improve reusability. The
Chroma vector database efficiently stores and
retrieves these vectorized documents along with
metadata, such as document titles and chunk IDs.

B.3 Batch Processing and Database
Population

To efficiently populate the vector database, doc-
ument chunks are processed in batches of up to
10,000. This approach optimizes memory usage
while ensuring completeness in the ingestion pro-
cess. The total number of processed chunks is
logged for verification.



B.4 Query Answering Workflow

For queries such as "Who is the father-in-law of
Queen Hyojeong?", relevant chunks are retrieved
using Chroma’s similarity-based search mecha-
nism. The system ranks the top 10 chunks based on
their semantic similarity to the query, leveraging
embeddings generated by all-mpnet-base-v2 to
ensure precise and relevant results.

B.5 Key Configuration Details

The system is configured with the following param-
eters:

¢ Embedding Model: all-mpnet-base-v2,
optimized for semantic similarity tasks.

* Vector Database: Chroma, persisted to disk
for efficient reuse.

e Chunk Size: 512 tokens per chunk, with a
50-token overlap.

* Batch Size: Up to 10,000 chunks per batch.
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