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Abstract

Generating free-text rationales is among the001
emergent capabilities of Large Language Mod-002
els (LLMs). These rationales have been found003
to enhance LLM performance across various004
NLP tasks. Recently, there has been growing005
interest in using these rationales to provide in-006
sights for various important downstream tasks.007
In this paper, we analyze generated free-text008
rationales in tasks with subjective answers, em-009
phasizing the importance of rationalization in010
such scenarios. We focus on pairwise argument011
ranking, a highly subjective task with signifi-012
cant potential for real-world applications, such013
as debate assistance. We evaluate the persua-014
siveness of rationales generated by nine LLMs015
to support their subjective choices. Our find-016
ings suggest that open-source LLMs, partic-017
ularly Llama2-70B-chat, are capable of pro-018
viding highly persuasive rationalizations, sur-019
passing even GPT models. Additionally, our020
experiments show that rationale persuasiveness021
can be improved by controlling its parameters022
through prompting or through self-refinement.023

1 Introduction024

Large Language Models (LLMs) (Brown et al.,025

2020; Chowdhery et al., 2022; Scao et al., 2022;026

Touvron et al., 2023) have demonstrated a strong027

ability to generate free-text rationales to explain028

and support their decisions in plain natural lan-029

guage, which adds an essential layer of trans-030

parency and interpretability to their outputs. Re-031

cently, there has been a growing interest in utilizing032

these rationales to enhance the usability and relia-033

bility of LLM-based applications, thereby reducing034

the risks posed by LLMs in decision-making pro-035

cesses (Bender et al., 2021).036

Existing research on evaluating and analyzing037

free-text rationales has primarily focused on tasks038

where there is an expected factual ground truth039

answer that the model should achieve even with-040

out further explanation. Most of this work has041

Topic
Gambling should be banned

Argument 1
To fight gambling we should find other ways, 
like educating younger generations about the 

expected harms.

Least persuasive

Most persuasive

Annotated  answer 
Argument 1

Argument 2
People don't really get addicted to gambling. 
they just enjoy it - why should you ban that?

Rationale 1
Argument 1 provides 

a more effective and practical
 solution to the issue of gambling

Rationale 2 
Argument 1 suggests a proactive approach to

 addressing the issue of gambling by focusing on
 education and prevention rather than simply 

banning it.

Rationale 3 
Argument 1 is being comprehensive, focusing on

 education to address gambling harms while
 Argument 2 downplays addiction,potentially

alienating informed audiences.

Llama2-13B-chat

GPT4

Llama2-70B-chat

Contrastive rationales were found to be
persuasive

Figure 1: Given two arguments with the same stance on
a topic, the model selects the higher quality argument
and generates a convincing rationale. We analyze the

persuasiveness of these rationales.

focused on assessing the plausibility (Wiegreffe 042

and Marasovic, 2021; Marasović et al., 2022) and 043

faithfulness (Wiegreffe et al., 2021) of these ra- 044

tionales to produce accurate answers. Recently, 045

studies have been introduced to also analyze ra- 046

tionales for their utility in learning new concepts 047

(Joshi et al., 2023a) and truth verification (Si et al., 048

2023). 049

In this work, we analyze free-text rationales in 050

subjective tasks where annotations, despite agree- 051

ment, remain subjective. We focus on rationale 052

persuasiveness to understand how different LLMs 053

convincingly justify their choices. Specifically, we 054
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examine rationales in pairwise argument ranking055

(Gretz et al., 2020; Toledo et al., 2019), a task056

with inherent subjectivity and significant poten-057

tial for applications like debate assistance tools058

(Wachsmuth et al., 2024). In this task, the model059

recommends one argument from a pair on a con-060

troversial topic. We believe that adding persuasive061

rationales to argument recommendations can en-062

hance their utility in downstream applications. Fig-063

ure 1 shows examples of rationales generated by064

various models. While these models agree on the065

pairwise ranking, their rationales reveal different066

levels of persuasiveness in supporting Argument 1.067

We provide a comprehensive analysis of the per-068

suasive nature of free-text rationales by address-069

ing the following research questions (RQs): RQ1:070

How do different LLMs compare in generating071

persuasive rationales? RQ2: Can we automati-072

cally detect the more persuasive rationales? RQ3:073

Which characteristics of a rationale contribute to074

its persuasiveness? RQ4: Can we control the per-075

suasiveness of generated rationales? To address076

these questions, we: (1) Prompt 9 different LLMs077

to perform zero-shot pairwise ranking and provide078

rationales for their choices. (2) Use manually an-079

notated rationales to evaluate automatic persuasive-080

ness detection methods, specifically GPT4 (Ope-081

nAI, 2023), for ranking rationale persuasiveness,082

enabling large-scale analysis. (3) Conduct a hu-083

man evaluation study to rank the persuasiveness084

of generated rationales and examine the influence085

of the rationale’s content. (4) Experiment with086

enhancing rationale persuasion by prompting the087

model with key aspects for persuasion learned from088

prior steps and explore automatic self-improvement089

techniques to assess if the model can improve its090

persuasiveness.091

Our findings can be summarized in four key092

points: (1) Open-source LLMs, particularly093

Llama2-70B-chat, excelled in generating persua-094

sive rationales, even outperforming GPT4. (2)095

GPT4 closely matched human rankings of the per-096

suasiveness of the rationales, although a perfect097

agreement was unattainable due to the inherent098

subjectivity of the task. (3) Contrastive rationales,099

which justify why the alternative argument was not100

chosen, emerged as the most influential factor in101

persuasiveness. (4) Prompting the model with per-102

suasiveness factors can enhance the persuasiveness103

of the generated rationales.104

2 Related Work 105

Argument Quality Ranking Argument quality 106

ranking is a key task in argument quality estima- 107

tion, which can be approached in two main settings: 108

(1) pointwise ranking, where arguments are individ- 109

ually assessed based on a quality score like inter- 110

pretability (Swanson et al., 2015), human quality 111

annotations (Toledo et al., 2019; Gretz et al., 2020); 112

and (2) pairwise ranking, where the quality of the 113

arguments is estimated in comparison to each other, 114

using factors such as persuasiveness (Habernal and 115

Gurevych, 2016; Simpson and Gurevych, 2018) or 116

aggregated preferences (Toledo et al., 2019). Our 117

work adopts the pairwise ranking framework in a 118

zero-shot setting. 119

LLMs for Argument Quality Ranking Despite 120

their strong performance in various tasks, Wang 121

et al. (2023a) demonstrated that LLMs, particu- 122

larly the GPT-3.5-turbo, struggle to match super- 123

vised models in point-wise and pair-wise ranking 124

tasks, even in few-shot settings. Instead of relying 125

solely on existing benchmarks, Mirzakhmedova 126

et al. (2024) showed that LLMs, especially PALM2 127

and GPT-3, are effective in annotating argument 128

quality, particularly when combined with human 129

annotations. Recently, Wachsmuth et al. (2024) 130

suggested that LLMs could open new directions in 131

argument quality research, such as fact-checking 132

and argument optimization. In this work, we ana- 133

lyze the persuasiveness of rationales generated by 134

different LLMs, proposing that LLMs can enhance 135

argument quality-based applications by providing 136

users with persuasive explanations to support their 137

decisions. 138

Evaluating Free-Text Rationalization Evalu- 139

ating free-text rationales has primarily focused 140

on their ability to aid models in reaching correct 141

answers. Metrics such as accuracy differences 142

between predictions with and without rationales 143

(Hase et al., 2020; Wiegreffe et al., 2021) and 144

information-theoretic measures (Chen et al., 2023) 145

assess how rationale content supports model per- 146

formance. Wiegreffe and Marasovic (2021) estab- 147

lished criteria for evaluating rationales, including 148

surface form for validity and grammatical correct- 149

ness, support for association between the rationale 150

and the label, and contrast with alternative labels. 151

Building on this, Joshi et al. (2023a) introduced 152

novelty, measuring the extent of new information 153

provided by the rationale, enhancing its utility in 154
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Dataset # Argument Pairs (Unfiltered) # Argument Pairs (Filtered) # Rationales # Rationale Pairs for Persuasion
Annotated Full

IBM-9k 400 30 270 204 1080
IBM-30k 1534 144 1296 - 5184

Table 1: Summary of datasets for evaluating free-text rationales. Unfiltered is the total argument pairs sampled,
Filtered is the subset with unanimous LLM agreement, and Annotated is the subset used for human evaluation.

human-ai collaboration tasks. In the context of per-155

suasiveness, Ajwani et al. (2024) found that LLMs156

can convincingly support incorrect predictions in157

the NLI task. Given our study’s focus is close to ra-158

tionale utility, we adopt the dimensions introduced159

by Joshi et al. (2023a) to evaluate our rationale160

content. We focus on persuasiveness for subjective161

tasks like pairwise argument ranking. We also in-162

cluded a large number of models and evaluation163

measures.164

Persuasiveness in LLMs Prior research on the165

persuasiveness of LLMs has compared generated166

arguments with those written by humans. Bai167

et al. (2023) conducted a randomized control trial168

showing that GPT-3 can write persuasive politi-169

cal arguments comparable to human ones. Sim-170

ilarly, Palmer and Spirling found that GPT-3’s171

texts on controversial topics were as persuasive as172

those written by crowdsource workers. Salvi et al.173

(2024) demonstrated that personalization enhances174

GPT4’s persuasiveness in conversations. Rescala175

et al. (2024) also showed that GPT4 can detect176

persuasiveness in debates as effectively as crowd-177

source workers. However, most of this research178

has focused on large commercial LLMs and ana-179

lyzing the arguments themselves. We shift the focus180

to the persuasiveness of rationales. Additionally,181

we include a broader range of LLMs for a more182

comprehensive analysis.183

3 Experimental Settings184

3.1 Datasets185

To assemble the free-text rationales evaluation set,186

we used argument pairs from two datasets: IBM-187

ArgQ-9.1kPairs (IBM-9k) (Toledo et al., 2019) and188

IBM-30k-rank (IBM-30k) (Gretz et al., 2020). The189

IBM-9k dataset contains pairs of arguments either190

supporting or opposing a topic, with annotations for191

the higher-quality argument. The IBM-30k dataset192

includes individual arguments annotated with qual-193

ity scores ranging from 0 to 1.194

From the IBM-9k dataset, we randomly selected195

400 argument pairs from the test set, evenly dis-196

tributed across 20 topics. This set was used for 197

manual analysis and evaluation due to its qual- 198

ity control measures, which ensure that argument 199

pairs advocate the same stance, are of high qual- 200

ity, and have comparable lengths to avoid length 201

bias (Potash et al., 2017). These pairs were used to 202

prompt the LLMs for argument predictions and sup- 203

porting rationales. We filtered out pairs where any 204

LLM failed to predict the annotated winning argu- 205

ment, focusing on pairs with unanimous agreement 206

to ensure a fair comparison between the generated 207

rationales. This left us with 30 argument pairs 1, 208

each with rationales generated by 9 models, total- 209

ing 270 rationales. Comparing these rationales for 210

persuasiveness resulted in 1080 rationale pairs for 211

evaluation. 212

For the IBM-30k dataset, we created a pairwise 213

ranking set by sampling arguments that (1) have a 214

similar stance, (2) vary in length by a maximum of 215

20% to avoid bias, (3) each appear at most once to 216

diversify the comparison set while reducing com- 217

putation cost of prompting, and (4) have different 218

quality scores, allowing us to assess the influence 219

of the quality differences on the persuasiveness. 220

This resulted in 1534 pairs. We followed a similar 221

prompting and filtering technique used for the IBM- 222

9k dataset, which left us with 144 unanimously 223

agreed upon pairs, totaling 144 ∗ 9 = 1296 ratio- 224

nales. Comparing these rationales for persuasive- 225

ness resulted in 5184 persuasion pairs. This dataset 226

acts as an extended test set to assess whether our 227

findings on the IBM-9k dataset will generalize to 228

other topics and arguments. Table 1 2 shows the 229

statistics of the datasets included in our work. 230

3.2 Models 231

Considered LLMs Our study employs a set of 232

LLMs to investigate the influence of various fea- 233

tures on the generated rationales. (1) Open-source 234

models include Llama2 (Touvron et al., 2023) 235

and Vicuna (Zheng, 2023), while closed-source 236

1Appendix A shows that considering agreement among
all models leads to a significant reduction in the number of
argument pairs

2Data and code to be released upon acceptance.
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Argument pairs 

Rationale

Make sure that the rationale is valid

Make sure that the rationale isn't repeating
 the input.

4.1 Basic-Form Evaluation

Didn't pass basic form

Unpersuasive 

Is the rationale contrastive?
Is the rationale novel? 

4.2 Content Evaluation

4.3 Persuasive Evaluation

Pairwise rationale persuasive
ranking 

Rationale persuasive rank

Contrast (Yes/No)

Novelty (Yes/No)
Rationale 

passed
 Basic-Form

Labeled
Rationale

Input to
Evaluation

Figure 2: For the input argument pair and rationale, we filter out invalid or repetitive rationales (Section 4.1). The
qualified rationales are then analyzed based on their content (Section 4.2) and persuasiveness (Section 4.3).

models include GPT models (GPT-3.5-turbo and237

GPT4) recognized for superior performance on238

many downstream NLP tasks (Wang et al., 2023b).239

(2) Instruction tuning is represented by the chat240

versions of Llama2 and Vicuna, where the latter is241

primarily fine-tuned based on human preferences242

between pairwise model generations. (3) For each243

LLM family, we test various model sizes, namely244

7-B and 13-B versions of Vicuna and Llama2 (both245

chat and non-chat versions) and Llama2-70B-chat.3246

For all open-source models, we utilized the Hug-247

ging Face library implementations (Wolf et al.,248

2019). As for the OpenAI models, we employed249

the OpenAI API 4 to prompt both GPT-3.5-turbo250

and GPT4. To reduce randomness in generation,251

we set the temperature during decoding to 0.252

Prompting LLMs for Ranking Arguments and253

Generating Rationales Our prompt is structured254

to contain three components. (1) System Mes-255

sage: This includes a designated system setting256

assumed by the model during the task. (2) Task257

Description: We describe the ranking task, assign-258

ing numerical identifiers to arguments as recom-259

mended for LLM-based ranking tasks (Sun et al.,260

2023; Pradeep et al., 2023). To improve clarity,261

we include ranking criteria from prompts used by262

human annotators for assessing argument quality263

(Toledo et al., 2019; Gretz et al., 2020). Addition-264

ally, we instruct the model to generate reasoning265

to support its chosen argument. (3) Formatting266

Examples: We present the model with input for-267

mat and the expected output. To prevent bias, we268

provide two formatting examples, one where ar-269

gument 1 is the winner (the selected argument in270

pairwise ranking) and another where argument 2271

is the winner. This ensures the model includes all272

3GPT4 is reported to have massive parameters, though the
exact details are undisclosed.

4https://openai.com/blog/openai-api

expected components in its output. 5 273

4 Rationale Evaluation 274

Figure 2 outlines our evaluation process, which 275

consists of three key stages: (1) Basic-Form Eval- 276

uation: This initial stage filters out meaningless 277

rationales, ensuring only valid ones proceed for 278

further analysis, similar to the concept of surface- 279

form evaluation (Joshi et al., 2023a). (2) Content 280

Evaluation: We assess the rationale’s content by 281

analyzing its support through contrast and its infor- 282

mativeness through novelty, aiming to understand 283

how rationale content influences its persuasiveness. 284

(3) Persuasiveness Evaluation: We assess the ra- 285

tionale’s persuasiveness relative to other generated 286

rationales supporting the chosen argument. 287

We rely on human annotators to evaluate each 288

stage, using the 270 rationale subset from the IBM- 289

9k described in Table 1. This annotated set is used 290

to: (1) Analyze the influence of rationale content 291

on the rationale persuasiveness, and (2) Explore 292

automatic persuasiveness evaluation methods to 293

reduce the cost of human evaluation, especially in 294

utility-driven tasks (Joshi et al., 2023a). 295

We use Mechanical Turk workers for annotations 296

at each evaluation stage. Each dimension in basic 297

form and content evaluation is assessed with yes/no 298

questions, with the majority vote of three workers 299

determining the final decision on contrast and nov- 300

elty. For persuasiveness, rationales are evaluated 301

through pairwise comparisons, where three work- 302

ers vote on whether a rationale is more, less, or 303

equally persuasive compared to another. Workers 304

also write 1− 2 sentences explaining their choices 305

to ensure critical thinking. Rigorous quality assur- 306

ance methods ensure annotation reliability. 6 307

5The exact prompt is included in Appendix B.
6Appendix C details our annotation guidelines, quality

assurance methods, and annotator reliability.

4
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Analysis Type Examples

Input Argu-
ment Example

Topic: "Flu vaccination should not be mandatory"
Argument 1: "the state ought not intervene in individuals’ right of bodily autonomy regardless
of societal harms. forcing vaccinations is a crude invasion to someone’s body and should therefore not

be done."
Argument 2: "forcing people to participate in a system they do not trust, often with passion and for
irrational reasons, might lead them to distrust conventional medicine as a whole, increasing the risk to
their health."
Decision: "Argument 1".

Invalid reason-
ing

Reasoning: "argument 1 is more convincing than argument 2

Repetitive rea-
soning

Reasoning: "It is a crude invasion to someone’s body and should therefore not be done."

Valid reason-
ing

Reasoning: "The first argument emphasizes the importance of bod-
ily autonomy and the limitation of state intervention in personal choices.
It presents a clear ethical principle that can be applied consistently across different situations.

The second argument highlights potential negative consequences of mandatory vaccination. ,

which, while valid, may not be as persuasive as the ethical principle of bodily autonomy. "

Table 2: Examples of Invalid Reasoning (second row), Repetitive Reasoning (third row) from non-compliant sets,
and Valid Reasoning (fourth row) with highlighted text: Repetitive part , Contrastive part , Novel part .

4.1 Basic-Form Evaluation308

We examine two aspects of the quality of a ratio-309

nale to assess the rationale form: Validity: Is the310

rationale grammatically correct and coherent? Rep-311

etition: Does the rationale merely reiterate the in-312

put argument, either fully or in summary, without313

adding any new insight or justification?314

Examples of rationales that fail to meet these315

criteria are provided in Table 2, with invalid ratio-316

nales shown in the second row and repetitive ratio-317

nales in the third row. If a rationale doesn’t meet318

these basic-form requirements, it is disregarded319

from further evaluation and deemed unpersuasive320

by default.321

4.2 Content Evaluation322

For contrast, we assess the LLM’s ability to re-323

fute the argument it did not choose. Our goal is324

to determine if refuting the alternative argument325

enhances the rationale’s persuasiveness. For nov-326

elty, we evaluate whether the rationale introduces327

new information or a new perspective not explic-328

itly mentioned in the arguments, thereby increasing329

its persuasiveness. An example of a valid ratio-330

nale with highlighted contrastive and novel (new331

perspective) parts can be found in Table 2, row 47.332

7We also analyzed rationale content for support by evaluat-
ing association (Wiegreffe et al., 2021; Wiegreffe and Maraso-
vic, 2021), determining if the rationale highlights key points
in the chosen argument. Most LLMs supported their choices
through association, offering no unique information for per-
suasiveness ranking.

4.3 Persuasiveness Evaluation 333

In recommendation tasks, persuasive explanations 334

help users understand why a certain item or choice 335

is recommended, convincing them to accept it 336

(Wang et al., 2014; Tran et al., 2023). Similarly, in 337

argument ranking, persuasiveness of the rationales 338

can be defined as the ability to convincingly justify 339

the model’s recommendation of one argument over 340

another. Due to the subjective nature of this task, 341

we opted against assigning a single persuasiveness 342

score. Instead, we evaluate persuasiveness through 343

pairwise comparisons, allowing us to assess the per- 344

suasiveness abilities of different models supporting 345

the same choice. 346

Human Evaluation of Persuasiveness Due to 347

the quadratic nature of pairwise comparisons, we 348

randomly select one third of the rationale pairs for 349

persuasion described in Table 1, resulting in 360 350

pairs. After excluding rationales that do not meet 351

basic quality standards, we are left with 204 pairs 352

for human annotations. We refer to this subset as 353

IBM-9k (annotate set). 354

Automatic Evaluation of Persuasiveness To 355

assess persuasiveness rankings on a larger scale 356

across all pairs in our study (both the full IBM-9k 357

and IBM-30k pairs), we utilize GPT4 for automatic 358

persuasiveness ranking. GPT4 is selected for its 359

proven effectiveness in evaluating various down- 360

stream tasks (Liu et al., 2023; Chiang and Lee, 361

2023). We benchmark GPT4’s rankings against hu- 362

man persuasiveness rankings on the annotated set 363
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Model IBM9k (Annotated Set) IBM9k (Full Pairs)
IBM-30k-rank

Quality Differences

Full Pairs 0-0.25 0.25-0.5 0.5-1.

APR (δ) with Human-Eval ↑ APR (δ) GPT4 Eval ↑ APR (δ) GPT4 Eval ↑ APR (δ) GPT4 Eval ↑

Llama2-13B-Chat 2.28(0.48) 2.14(0.37) 3.42(1.95) 3.75(1.74) 3.69(1.73) 3.85(1.69) 3.60(2.02)
Llama2-7B-Chat 3.14(1.46) 3.42(0.78) 3.85(2.20) 4.15(2.09) 4.11(2.07) 4.43(2.13) 3.66(2.12)
Vicuna-7B 3.63(0.80) 4.18(1.72) 4.39(1.49) 3.75(1.36) 3.61(1.38) 3.75(1.28) 4.60(1.24)
Vicuna-13B 4.36(1.56) 3.72(1.10) 4.67(1.46) 4.45(1.41) 4.60(1.37) 4.17(1.41) 4.45(1.55)
GPT-3.5-Turbo 5.18(1.16) 6.00(1.48) 6.14(1.53) 5.08(1.37) 5.11(1.35) 4.95(1.53) 5.00(1.00)
GPT4 5.72(1.55) 5.72(1.19) 5.92(1.27) 5.82(1.06) 5.86(0.93) 5.82(1.18) 5.66(1.34)
Llama2-70B-Chat 7.00 (1.09) 6.18 (1.77) 6.57 (1.66) 6.29 (0.98) 6.14 (1.07) 6.09 (1.71) 5.91 (0.91)

Table 3: Average Persuasive Rank (APR) (δ) for 7 instruction-tuned LLMs and datasets. δ denotes the standard
deviation. ↑ indicates higher persuasiveness. Rows are sorted by Human-Eval APR in ascending order.

and then report its persuasiveness ranking scores364

across all IBM-9k rationale pairs (IBM-9k Full365

Pairs) and the IBM-30k dataset.366

Persuasive Ranking Metric For both human and367

automatic evaluations, we use the scoring formula368

proposed by Qin et al. (2023) in ranking passages369

for retrieval tasks, to rank persuasiveness of the370

rationales. The score si for a rationale ri is given371

by:372

si = 1 ·
M∑
j=1
j ̸=i

Iri>rj + 0.5 ·
M∑
j=1
j ̸=i

Iri=rj (1)373

where M is the total number of considered models374

and ri and rj are the rationales from model i and375

model j, respectively. This formula adds 1 to the376

score si if a rationale ri is considered more per-377

suasive than rj , and 0.5 if it is considered equally378

persuasive. To determine the overall persuasive-379

ness of each model, we use the si scores to rank380

the models’ generated rationales for each argument381

pair and report the Average Persuasiveness Rank382

(APR) of each model as the final persuasiveness383

score, ranging from 1 ranked the least persuasive384

and M , which is the total number of models in-385

cluded in the comparison, as the most persuasive.386

To compute Equation 1 using GPT4, we instruct387

the model to compare the persuasiveness of ratio-388

nale 1 and rationale 2 in supporting the argument.389

Same as human evaluation, we include a third op-390

tion for GPT4 to select if it finds both rationales391

equally persuasive. Furthermore, following the392

method described by Qin et al. (2023), we present393

the rationale pairs to GPT4 twice, each time with394

the order of rationales switched. If GPT4’s deci-395

sion differs between the two prompts, we consider396

the rationales to be equally persuasive and increase397

the s score of each rationale by 0.5 8. 398

5 Results and Analysis 399

5.1 Persuasiveness Rankings of Rationales 400

Human and Automatic Persuasive Rankings 401

(RQ1, RQ2) Table 3 presents the APR in all 402

data sets. Llama2-7B and Llama2-13B were ex- 403

cluded from the rankings because their basic-form 404

annotations indicated a consistent failure in qual- 405

ity check, making them the least persuasive by 406

default9. Therefore the APR is reported across 7 407

LLMs instead of 9. Llama2-70B-chat consistently 408

generated the most persuasive rationales. This was 409

evident in both human and automatic rankings with 410

GPT4, surpassing even closed-source GPT models. 411

This result highlights the potential of open-source 412

models like Llama2-70B-chat in tasks such as pair- 413

wise argument ranking. 414

For the IBM-9k annotated set, GPT4 did not 415

perfectly match the APR with human evaluation. 416

However, GPT4 agreed with human evaluation in 417

the persuasiveness ranking order of the included 418

LLMs, except for the rankings of GPT4 vs. GPT- 419

3.5-Turbo and Vicuna-7B vs. Vicuna-13B. This 420

suggests that GPT4 can differentiate between the 421

persuasiveness of rationales when differences are 422

significant, but may disagree with human judgment 423

when the persuasiveness scores are close. 424

For the IBM-30k data set, the variation in the 425

difference in the quality of arguments had a lim- 426

ited effect on the persuasiveness of the rationale. 427

The rationale generated by Llama2-70B chat re- 428

mained the most persuasive, followed by those of 429

GPT4 and GPT-3.5-turbo. This indicates that dif- 430

ferent LLMs tend to follow a similar rationalization 431

strategy regardless of the quality difference. For 432

8Prompt in Appendix D.
9Appendix E details the basic-form distribution across all

models.
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Figure 3: Persuasion Ranking vs F-score

all datasets, we found that instruction tuning and433

model size improves persuasiveness 10.434

5.2 What contributes to the rationale435

persuasiveness? (RQ3)436

Model Accuracy ̸= Rationale Persuasion Fig-437

ure 3 shows that the LLM’s ability to accurately438

predict the annotated higher-ranked argument, mea-439

sured by the F1 score between the LLM’s predicted440

argument and the annotated argument on the full441

unfiltered argument pairs of the IBM-9k and IBM-442

30k datasets, does not necessarily correlate with443

higher persuasiveness scores measured by GPT4444

across the IBM-9k annotated set and the IBM-30k445

full set. This is further supported by the insignifi-446

cant Pearson correlation results, with p > 0.05 for447

both datasets.448

For example, despite having the highest persua-449

siveness rank, Llama2-70B-chat falls behind GPT4450

in the F1 score for the IBM-9k dataset. This trend is451

more apparent with the IBM-30k pairs, where both452

GPT4 and GPT-3.5-turbo have lower F1 scores453

compared to the Vicuna models, yet achieve higher454

persuasive rankings. The drop in F1 scores can be455

attributed to the quality variation in the IBM-30k456

test set, affecting the LLM’s ability to agree with457

the annotated higher argument, but having limited458

impact on how the model supports its prediction.459

These observations indicate that a model’s abil-460

ity to convincingly support an argument extends461

beyond mere accuracy in predicting the labeled ar-462

gument, suggesting a complex interplay of factors463

that influence a model’s persuasive capabilities.464

10Details are in Appendix F.
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Length

Contrast

Figure 4: SHAPLey values of each feature. The higher
the value , the higher the impact on average

persuasiveness rank.

Rationale Content Analysis In addition to Con- 465

trast and Novelty, we also explore the observable 466

characteristic of rationale Word length on the per- 467

suasiveness ranking of the rationales and inves- 468

tigate the role of these attributes. We formulate 469

this as a regression task, employing a random for- 470

est regressor (f ) to predict persuasiveness ranking 471

based on the features: length (Xlength), contrast 472

(Xcontrast), and novelty (Xnovelty). Ranking = 473

f(Xlength, Xcontrast, Xnovelty). We convert the 474

contrast and novelty majority votes for each ra- 475

tionale into binary values. Upon estimating f , we 476

use the SHAP explainer (Lundberg and Lee, 2017) 477

to determine the impact of each feature on the per- 478

suasiveness ranking. We particularly used SHAP 479

as it takes into consideration the feature interaction 480

when estimating the individual feature impact on 481

the predictions. 482

Figure 4 shows that contrast is the most influ- 483

ential factor in persuasiveness. This aligns with 484

studies advocating for contrastive explanations in 485

truth verification (Si et al., 2023) but deviates from 486

Joshi et al. (2023b), where contrast had minimal 487

influence on rationale utility. We hypothesize that 488

this is intuitive, given the nature of our task. By 489

weakening the alternative arguments, we can make 490

the argument choice more acceptable and enhance 491

the rationale’s persuasiveness. Length is also sig- 492

nificant, indicating that more detailed explanations 493

may improve persuasiveness. Lastly, novelty has 494

a less pronounced impact, suggesting that while 495

new information is valuable, its role is secondary 496

to contrast and length in this context. 497

To understand the content contribution inde- 498

pendent of content length, we cluster rationales 499

into two groups: High-Persuasive (HP) and Low- 500

Persuasive (LP) clusters, using k-means clustering. 501

We then control for length variations by focusing 502

only on rationales with word lengths within 20% 503
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Figure 5: Contrast and Novelty % in different
categories of rationale rating.

of each other. This ensures that any observed dif-504

ferences in persuasiveness are primarily due to con-505

tent, not length. Figure 5 illustrates that in the506

IBM-9k annotated set of rationales , both novelty507

and contrast percentages are significantly higher508

(ANOVA-test, p < 0.05) in the High-Persuasive509

group. However, in the controlled length ratio-510

nale set, only contrast exhibits a significant in-511

crease in the High-Persuasive group (ANOVA-test,512

p < 0.05). These results verify the SHAP anal-513

ysis, emphasizing the importance of contrast in514

persuasion. Conversely, the presence of novelty in515

lengthy rationales may act as a confounding factor,516

potentially inflating its significance.517

5.3 Controlling Persuasiveness (RQ4)518

We aim to use the insights from the previous ses-519

sion to improve the model’s ability to generate520

persuasive rationales. We experimented with Re-521

prompting the LLM: This involved asking the522

model to provide two sentences supporting its cho-523

sen argument and two sentences refuting the alter-524

native argument. The goal was to encourage the525

model to include contrastive rationales with suffi-526

cient length, proven influential for persuasiveness.527

we compare this method against Evaluate and Re-528

fine: which is a form of self-refinement (Huang529

et al., 2022). The model first assesses whether the530

generated rationale was persuasive. If the model de-531

termines that the rationale is not persuasive, it then532

generates a more persuasive one. Both methods533

were applied to the Llama2-7B-chat model, which,534

as shown in Appendix E, had a low rate of gener-535

ating contrastive rationales. We refer to the new536

rationales generated by the model as Llama2-7B-537

chat-persuasion-prompted and Llama2-7B-chat-538

Model APR GPT4 Eval ↑

Llama2-7B-Chat 4.31(2.86)

Llama2-7B-chat-persuasion-prompted 6.65(2.97)
Llama2-7B-chat-persuasion-refined 5.15(2.88)

Llama2-13B-Chat 3.68(2.00)
Llama2-70B-Chat 7.89 (2.05)
Vicuna-7B 5.57(1.74)
Vicuna-13B 5.52(2.06)
GPT-3.5-Turbo 7.63(1.53)
GPT4 7.21(1.39)

Table 4: (APR) LLMs on the IBM9k (Full Pairs)
dataset using GPT4. Italicized rows indicate the

Llama2-7B-chat models experimented for enhanced
persuasiveness.

persuasion-refined, respectively 11. 539

Table 4 shows that Llama2-7B-chat-persuasion- 540

prompted ranks higher in persuasiveness with 541

GPT4-based ranking compared to both Llama2-7B- 542

chat and self-refined rationales (Llama2-7B-chat- 543

persuasion-refined), which emphasizes the impor- 544

tance of contrast and detail in enhancing rationale 545

persuasiveness. However, the new rationales still 546

lag behind Llama2-70B-chat and GPT models, in- 547

dicating that larger models may rely on persuasive 548

factors unexplored in our work. Evaluate and Re- 549

fine method did not improve persuasiveness com- 550

pared to prompting with persuasive parameters, 551

suggesting that LLMs benefit more from alignment 552

on persuasive factors. 553

6 Conclusion and Future Work 554

This paper presents a comprehensive analysis of 555

the persuasiveness of free-text rationales gener- 556

ated by various LLMs. Our results show that 557

open-source models, particularly Llama2-70B-chat, 558

generate highly persuasive rationales, surpassing 559

strong closed-source GPT models. While GPT4’s 560

rankings generally align with human judgments, 561

discrepancies arise due to the task’s inherent sub- 562

jectivity. We proposed a detailed human evalua- 563

tion studying key factors contributing to persuasive- 564

ness. We found that contrastive rationales,where 565

the model justifies its choice and refutes the alter- 566

native, the most significant. We also demonstrated 567

that prompting models with specific persuasive- 568

ness parameters enhances rationale persuasiveness. 569

Future work will explore the user acceptance of 570

model-chosen arguments and investigate other sub- 571

jective tasks beyond pairwise argument ranking. 572

11Prompts are in Appendix G.
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7 Limitations573

This study primarily utilized rationale evaluation574

taxonomies to assess persuasiveness. Future work575

could incorporate additional factors from persua-576

sive theory to gain a deeper understanding of what577

different LLMs rely on to support their choices.578

Our annotated sample size is relatively small, as579

we prioritized quality control over a larger quantity580

of annotations. Although we hypothesize that our581

results would be consistent with a larger sample,582

it would strengthen our findings to re-evaluate our583

methods on a broader dataset. Additionally, ex-584

panding the study to other domains where the task585

is inherently subjective, beyond pairwise argument586

ranking, would provide a more comprehensive eval-587

uation.588

8 Ethical Statement589

Persuasive rationales can enhance transparency,590

particularly in subjective tasks, by making recom-591

mendations more acceptable to users. However,592

there is a potential ethical concern that persuasive593

rationales could be used adversarially to promote594

biased or nonfactual arguments. Therefore, it is cru-595

cial to consider the ethical implications of deploy-596

ing persuasive rationales and to develop safeguards597

to prevent misuse.598
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A Argument Pairs Agreement817

Distribution818

Figure 6 illustrates that the number of agreed-upon819

argument pairs decreases as more models are in-820

cluded in the analysis. The "High Accuracy" cate-821

gory includes GPT-4, GPT-3.5-turbo, and Llama2-822

70B-chat. The "Instruction Tuned" category adds823

the remaining instruction-tuned models to the high-824

accuracy models: Llama2-7B-chat, Llama2-13B-825

chat, Vicuna-13B, and Vicuna-7B. Finally, the826

"All Models" category includes the non-instruction-827

tuned models Llama2-7B and Llama2-13B in addi-828

tion to those in the previous categories. For a more829

comprehensive analysis, we included all models in830

our analysis.831

Obtaining Rationalization Pairs For each argu-832

ment pair, we generate 9 different rationales from833

the included LLMs. Using pairwise comparisons834

to rank these rationales results in 36 combinations835

per argument pair. Consequently, for the total fil-836

tered argument pairs, we have 1080 rationale pairs837

for the IBM-9k dataset and 5184 for the IBM-30k838

dataset.839

High
 Accu

rac
y M

od
els

Ins
tru

cti
on

 Tu
ne

d M
od

els

All M
od

els

Model Categories

0

25

50

75

100

125

150

175

200

225

Ag
re

ed
 U

po
n 

Ar
gu

m
en

t P
ai

rs

207

98

30

Distribution of Agreed Upon Pairs

Figure 6: Distribution of argument pairs across
different categories of models in the IBM-9k sampled

set.

B Pairwise Ranking prompt 840

Table 5 shows the exact prompt used for our first 841

stage pairwise ranking. The "Expected Output" 842

section of the prompt indicates the format in which 843

the model generates responses and not an actual 844

output. 845

C Mechanical Turk HITS 846

C.1 Basic-form Evaluation in Detail 847

Evaluation Process and Worker Reliability We 848

employ Mechanical Turk workers with more than 849

95% approval rate and more than 5000 approved 850

HITS. Workers are instructed to select yes if the ra- 851

tionale is both valid and devoid of any partial or full 852

repetition of the chosen argument. If the rationale 853

violates either of these conditions, Turkers are di- 854

rected to choose no. Additionally, they are required 855

to specify the reason for rejecting the rationale, se- 856

lecting between "invalid rationale" or "repetitive 857

rationale." At first, workers were given 20 exam- 858

ples to help them understand the task requirements 859

and estimate its difficulty. Along with the task 860

description, clear instructions and examples were 861

provided to avoid any possible confusion. Three 862

workers evaluated each sample. The reliability of 863

the workers was measured using Krippendorff’s 864

alpha (α) (Krippendorff, 2011). The initial score 865

of 0.53 was achieved for basic labeling criteria and 866
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Pairwise Ranking Prompt
System message You possess the art of argumentation.

Task definition You will receive two arguments, each identified by a numerical identifier [] and a Topic.
Disregarding your own opinion on the topic, given the arguments, the human decision, and the human reasoning,

decide which argument you would recommend. Choose argument [1] if you recommend argument [1] over
argument [2]. Choose argument [2] if you recommend argument [2] over argument [1]. Format your output in a

JSON format with "decision" and "reasoning" keys.
Reminder: Make sure to choose only one argument and provide a convincing reasoning why you choose this
argument over the other one. Generate only the JSON output with decision and reasoning, do not generate any

additional thought process or discussion.
Formatting Examples

Example 1:

1 {
2 "topic": "topic 1",
3 "1": "argument 1",
4 "2": "argument 2",
5 "model_decision": "argument 1",
6 "model_reasoning": "reason model chose argument 1"
7 }

Output:

1 {
2 "decision": 1,
3 "reasoning": "reason for choosing argument 1"
4 }

Example 2

1 {
2 "topic": "topic 2",
3 "1": "argument 1",
4 "2": "argument 2",
5 "model_decision": "argument 1",
6 "model_reasoning": "reason model chose argument 1"
7 }

Output

1 {
2 "decision": 2,
3 "reasoning": "reason for choosing argument 2"
4 }

Annotation Example

1 {
2 "topic": "{}",
3 "1": "{}",
4 "2": "{}",
5 "model_decision": "argument {}",
6 "model_reasoning": "{}"
7 }

Expected Output (generated by the model in json format)

1 {
2 "decision": "...",
3 "reasoning": "..."
4 }

Table 5: Pairwise argument ranking prompt. italicized part in Task definition is the prompt given to human
annotators described in (Gretz et al., 2020; Toledo et al., 2019) .
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0.27 for identifying reasons for non-compliance.867

To improve the evaluation quality, we disqualified868

workers who failed to answer hidden test questions869

and introduced a set of 20 examples with revised870

guidelines. This led to an improved score of 0.80871

for basic form labeling and 0.66 for identifying872

reasons for non-compliance on the additional set873

of 20 examples. Using these revised guidelines,874

we evaluated the final set of 270 rationales. The875

reliability score for this phase was 0.76 for basic876

form labeling and 0.71 for identifying reasons for877

failure, whether due to validity or repetition (non-878

compliance). The majority votes from workers’879

assessments were used to evaluate each sample.880

Samples that failed to meet basic form criteria, as881

determined by the majority vote, were excluded882

from further evaluation phases.883

Basic-form HIT Figure 7 shows the actual884

MTurk HIT given to Turkers to evaluate the basic885

form. First, workers are asked to select YES/NO886

based on the validity and repetition criteria. If they887

select NO, they are asked to choose a reason be-888

tween Invalid and Repetitive for selecting NO.889

C.2 Content Evaluation HITs890

Annotator Qualification Process Similar to the891

basic-form evaluation, we conduct this step using892

YES/NO questions to determine whether the ratio-893

nale is contrastive or novel. These questions are894

answered by proficient English-speaking Mechani-895

cal Turk workers who have passed our qualification896

test. Content evaluation began with a qualifica-897

tion task for our annotators, all of whom are pro-898

ficient in English. This initial task consisted of899

annotating 10 sample rationales. The samples were900

selected based on their known, expected annota-901

tions in novelty and contrast to ensure the accuracy902

of the qualification process. Each sample was re-903

viewed by 5 workers. Only those workers who904

accurately completed at least 8 out of the 10 ques-905

tions and achieved more than 90% agreement with906

the expected annotations were retained for the sub-907

sequent evaluation.908

Final Content Evaluation For each sample, we909

employ three qualified workers to assess both con-910

trast and novelty aspects, using a binary YES/NO911

selection. The final label for each rationale is de-912

termined by the majority vote among these work-913

ers. For the complete final evaluation set, we com-914

puted Krippendorff’s alpha coefficient, resulting in915

a value of 0.82 for contrast, indicating a high level916

of annotator agreement, while it stood at 0.31 for 917

novelty, suggesting a relatively lower agreement. 918

We attribute this discrepancy to the complexity of 919

determining whether certain information consti- 920

tutes a novel viewpoint or not 12. 921

Figure 8 shows the Mechanical Turk HIT given 922

to Mechanical Turk workers to evaluate contrast 923

while figure 9 shows the Mechanical Turk HIT 924

given to Mechanical Turk workers to evaluate nov- 925

elty. 926

C.3 Persuasiveness Evaluation Details and 927

HIT Guidelines 928

To verify the clarity and efficacy of our instructions, 929

we present workers with a set of 10 pairs selected 930

from distinct topics. Five of these pairs exhibit 931

significant differences in rationale form, includ- 932

ing variations in length and level of detail, while 933

the remaining five pairs are comparable in lengths. 934

We intentionally provide easier examples to en- 935

sure that workers follow the guidelines. Annotators 936

had perfect agreement for the set where rationales 937

varied significantly. For the comparable rationale 938

pairs, the interannotator reliability, as measured 939

by Krippendorff’s Alpha, reached 0.55. The inter- 940

annotator reliability for the full set, reached 0.64. 941

We use these annotation guidelines to obtain the 942

final persuasion set, achieving a Krippendorff’s 943

Alpha score of 0.56. 944

Figure 10 shows the Mechanical Turk HIT for 945

evaluating pairwise persuasiveness. Workers are 946

prompted to choose between rationale 1, and ratio- 947

nale 2, or indicate that both are equally persuasive. 948

Additionally, they are requested to provide 1-2 sen- 949

tences as explanations for their decisions. 950

D Persuasion Evaluation with GPT4 951

Table 6 shows the components of the prompt we 952

have used in pairwise persuasion ranking of the 953

rationale. 954

E Characteristics of the generated 955

rationale per model 956

Basic Form Figure 11 illustrates the percentage 957

of rationales that failed to meet the basic form cri- 958

teria across all models, along with the breakdown 959

12Experiments with random workers (with over 95% ap-
proval rate and over 5, 000 approved HiTs) on the same subset
yielded Krippendorff’s alpha values of 0.17 and 0.18 for con-
trast and novelty, respectively. These findings emphasize the
importance of our qualification process in obtaining reliable
annotations.
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Figure 7: A screenshot form basic-form MTurk HIT for basic-form evaluation.

of reasons for failure between invalidity and repeti-960

tion. The figure shows that Llama-2-7B and Llama-961

2-13B Chat predominantly generated invalid ra-962

tionales, suggesting flaws in their reasoning capa-963

bilities regarding their choices. Conversely, mod-964

els of similar sizes that underwent instruction tun-965

ing, namely Llama2-7B Chat, Llama2-13B Chat,966

Vicuna-7B, and Vicuna-13B, demonstrated profi-967

ciency in generating meaningful rationales. This968

emphasizes the significance of instruction tuning in969

rationalization. Notably, the common observation970

among samples failing to meet basic requirements971

was repetition, indicating a tendency among mod-972

els to reiterate their chosen arguments partially or973

fully.974

Content Evaluation Figure 12 reveals that,975

among all models, Llama2-70B Chat consistently976

provided rationales that justified not choosing the977

alternative argument (contrast). Similarly, GPT4978

predominantly generated rationales characterized979

by contrast. However, the majority of rationales980

generated by other models did not offer justifica-981

tions for not selecting the alternative argument.982

In analyzing novelty, it appears that the model983

scale, demonstrated by Llama2-70B, GPT4, and984

GPT-3.5-turbo, plays a role in enhancing the mod-985

els’ capacity to offer novel information in their gen-986

erated rationales, beyond what is explicitly stated987

in the arguments.988

F Characteristics of Models Capable of 989

Generating Highly Persuasive 990

Rationales 991

(1) Instruction Tuning: Among the models we 992

analyzed, those that had not undergone instruc- 993

tion tuning (Llama2-7B and Llama2-13B) failed 994

to provide valid rationales justifying the models’ 995

choices. This indicates that mere auto-regressive 996

training is insufficient and that instruction tuning 997

is essential for creating effective rationales. (2) 998

Scale: The results also highlight that scaling up 999

the parameters within the same model framework 1000

enhances persuasiveness. For example, Llama2- 1001

70B-chat was found to be more persuasive than 1002

its lower parameter counterparts, Llama2-13B-chat 1003

and Llama2-7B-chat. (3) Further Tuning with 1004

Instructions Obtained from a Stronger LLM: 1005

Vicuna models ranked higher compared to their 1006

Llama2 counterparts in the case of the IBM-ArgQ- 1007

9.1kPairs dataset, while Vicuna-13B consistently 1008

ranked higher on average compared to Llama2-7B- 1009

chat and Llama2-13B-chat in terms of the IBM- 1010

30k-rank dataset. This suggests that further in- 1011

struction tuning, based on more advanced models, 1012

can improve a model’s capability to generate more 1013

compelling rationales. 1014

G Rationale Persuasiveness Improvement 1015

Re-prompt the LLM Table 7 displays the 1016

prompt used to instruct LLMs to generate a more 1017

persuasive rationale. The model was prompted to 1018

compose 2 sentences supporting the chosen argu- 1019

ment and 2 sentences indicating reasons for not 1020

choosing the alternative argument. This approach 1021
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Figure 8: A screenshot form MTurk HIT for contrast evaluation.

ensures that the model includes contrast and suf-1022

ficient detail in its rationalization, which has been1023

shown to enhance persuasiveness.1024

Evaluate and Refine Table 8 shows the prompt1025

used in the evaluate and refine method to let the1026

LLM decide if it needs to improve its rationale1027

persuasiveness or not.1028

Examples of the improved rationales Table 91029

presents examples from various improvement meth-1030

ods. Notably, the evaluate and refine method in-1031

dicated that the original rationale was sufficiently1032

persuasive, suggesting a possible tendency of mod-1033

els to concur with the persuasiveness of their prior1034

outputs. Conversely, when the LLM is explicitly in-1035

structed on how to construct a persuasive rationale,1036

the content changes accordingly.1037
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GPT4 pairwise persuasion ranking Prompt
Task definition You will be presented with a topic and two arguments, labeled as "ARG1" and "ARG2." One of

these arguments, either "ARG1" or "ARG2," is identified as the winner argument ("WINNER_ARG"). Additionally,
two different rationales supporting the winner argument are provided, each indicated by a numerical identifier [1] or
[2]. Your task is to determine which rationale is more persuasive or if they are equally persuasive in supporting the

"WINNER_ARG".

Formatting Examples

1 {
2 //Three formatting examples for each type of output.
3 // Actual formatting examples are truncated to save pace.
4 }

Annotation Example

1 {
2 // Actual input
3 }
4 Think step by step then decide.

Table 6: GPT4 based persuasion ranking prompt.

GPT4 pairwise persuasion ranking Prompt
Task definition You will receive two arguments, each identified by a numerical identifier [] and a Topic.

Disregarding your own opinion on the topic, given the two arguments, decide which argument you would
recommend. Provide a compelling reasoning consists of 2 sentences justifying the argument you choose and 2
sentences stating your reasoning for not choosing the other argument. Choose [1] if you if you recommend

argument [1] over argument [2]. Choose [2] if you recommend argument [2] over argument [1]. Format your output
in a JSON format with "decision" and "reasoning" keys.:

Formatting Examples

1 {
2 // Similar Examples to Table 4
3 // Actual formatting examples are truncated to save pace.
4 }

Annotation Example

1 {
2 // Actual input
3 }

Table 7: Pairwise argument ranking with prompting LLM for a more persuasive rationalization. Bolded part are
intended to prompt LLMs to generate contrastive rationales with enough details.
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Evaluate and Refine Prompt
Task definition You will receive two arguments, each identified by a numerical identifier [] and a Topic. You will
also receive a decission about which argument is better in the format of ARG1 or ARG2 in the format of "WINNER

ARG". You will also receive a "supporting rationale" supporting the "WINNER ARG". Your task is to decide
whether the supporting rationale is "convincing" in terms of supporting the "WINNER ARG". Choose "YES" if you
think the rationale is convincing in supporting the "WINNER ARG". Choose "NO" if you think it’s not convincing

in supporting the "WINNER ARG". If you choose "YES", generate "no further improvement needed" as your
"improved rationale" . If you choose "NO" generate a more persuasive version of the rationale.

Formatting Examples

1 {
2 //2 formatting examples to ensure the model follows them
3 // Actual formatting examples are truncated to save pace.
4 }

Annotation Example

1 {
2 // Actual input
3 }

Table 8: Prompt used to instruct the LLM to decide first if it needs to improve the rationale persuasiveness , then
improve its persuasiveness if necessary.

Inputs
Topic: We should promote autonomous cars
Argument 1: Research into the development of fully autonomous vehicles will invariably produce breakthroughs
in sensor technology, machine vision, and other related domains that will find application in other fields
benefitting society.
Argument 2: Autonomous vehicles will be safer especially trucks. People who say trucking is the most popular
job in America are wrong and only a relatively few people will lose jobs. See https://www.marketwatch.com/
story/no-truck-driver-isnt-the-most-common-job-in-your-state-2015-02-12
Decision: Argument 1
Generated Rationale

Llama2-7B-chat: The argument that research into the development of fully autonomous vehicles will produce
breakthroughs in related domains is more convincing because it highlights the potential for positive impact
across multiple fields, rather than simply focusing on the safety benefits of autonomous vehicles.
Llama2-7B-chat-persuasion-prompted: While argument 2 mentions potential job losses in the trucking
industry, the benefits of promoting autonomous cars far outweigh these potential drawbacks. The development
of fully autonomous vehicles will lead to breakthroughs in sensor technology, machine vision, and other related
domains, which will have a broader impact on society. Additionally, autonomous vehicles will be safer, including
trucks, which will save lives and reduce accidents. Overall, argument 1 presents a more compelling case for
promoting autonomous cars.
Llama2-7B-chat-second-stage The argument that research into the development of fully autonomous vehicles
will produce breakthroughs in related domains is more convincing because it highlights the potential for positive
impact across multiple fields, rather than simply focusing on the safety benefits of autonomous vehicles.

Table 9: Different rationales outputs by different methods.
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Figure 9: A screenshot form MTurk HIT for novelty evaluation.

Figure 10: A screenshot form MTurk HIT for persuasion evaluation.
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Figure 11: Basic-form distribution across models
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Figure 12: Contrast and Novelty distribution among models for samples met basic-form requirements.
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