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Abstract
Access to clean potable water is a fundamental re-
quirement for human well-being. However, numer-
ous challenges arise in water delivery and manage-
ment, particularly in the context of global climate
change. The increasing severity of droughts, social
inequalities, and infrastructure constraints necessi-
tates a concerted effort towards water management.
Despite the rise of Social Media as a platform for
societal engagement across various topics, the in-
clusion of water concerns in this discourse remains
remarkably underutilized, undeveloped, and under-
analyzed.
This paper aims to highlight the untapped oppor-
tunities offered by social media as a valuable tool
for water management. We emphasize the potential
of social media to serve as a versatile medium for
collecting and disseminating information regarding
water-related issues. By leveraging advanced AI
and Machine Learning techniques, we conduct tex-
tual analysis on a comprehensive dataset of water
utility tweets in the United States, extracting perti-
nent and meaningful insights. These insights serve
as a starting point for further advancements in wa-
ter management.

1 Introduction
There are multiple aspects of using social media for water
management [Johns, 2014] which range from customer sen-
timent (such as direct feedback about water quality) to more
regional or global aspects of water anxiety. The former can
be part of a water utility’s engagement with its customer base,
and social media provides a useful path of underutilized com-
munication. However, the latter aspect of general water con-
cerns is of increasing importance given the developing global
water supply issues.

In this paper, we indicate the importance of both ends of
this spectrum, namely how the water utilities need to expand
the immediate outreach for the benefit of their customers [So-
lis and Bashar, 2022], and also how high-level data analysis
can show regional water aspects [Shafiee et al., 2018]. We
focus on the latter regional dimension in this paper, but an

important point is that the full range of this spectrum needs
to be monitored and addressed to improve the overall func-
tioning of water infrastructure management for the benefit of
society in challenging times and that the proper use of social
media can assist in that endeavour.

A recent publication [Foundation, 2017] focused on how
water utilities use social media to reach their customers and
determined that the water sector was behind other industries,
including the electric sector, in using social media. This
study analyzed the social media profiles of utilities across
the United States and showed that only a small percentage of
them were using social media, and an even smaller fraction
reached their customer base. The range of engagement varied
widely and highlighted the challenge of using social media.
We propose that this shortcoming needs to be addressed be-
cause of the potential value of social media for not just mon-
itoring customer satisfaction but for general water manage-
ment using crowd-sourcing and citizen scientist types of en-
gagements. However, given space limitations, our discussion
in this paper focuses on the more global aspect of social me-
dia as reflecting water anxiety or other social concerns from
a more macro perspective. We find that by using a refined
AI/ML approach along with interdisciplinary social science,
we can extract regional expressions which can be important
to the global water community and could lead to improved
overall water management strategies.

The rest of the paper is organized as follows. In Section
Context we introduce the context of water management for
the three states studied in the article. In Section Methods
we present the dataset and the main models used in this arti-
cle. Then, in Section Results, we introduce our clustering and
classification results. Finally, in Section Summary of Results,
we summarize the results obtained and in Section Conclusion
and broader perspective we discuss possible extensions of our
work and its impacts.

2 Context
Water management risks are increasing from a variety of chal-
lenging aspects and they vary by specific location or by re-
gion. In particular, as representative examples, California,
Florida, and Utah all face their own unique set of risks, which
are still common to global risks.

In California, a principal water management risk is due to
climate change. With an increasing demand for water, Cal-



ifornia is facing a dramatic drop in water availability. This
is evidenced by surface water sources like reservoirs, rivers
and lakes which are depleted due to extended droughts. Ad-
ditionally, there is significant demand from the agricultural
sector which constitutes a major part of the water use in the
state. Further, groundwater resources are being over-pumped
which can lead to land subsidence and reduced aquifer levels.
As a result, water management has become one of the most
important issues to date. Drought conservation requirements
have already been implemented.

In Florida, although there is no drought as in the south-
western part of the US, one of the primary water management
risks is related to saltwater intrusion from rising sea levels
associated with climate change. Saltwater intrusion occurs
when saltwater from the ocean enters freshwater aquifers as
sea levels rise due to melting ice caps or storm surge flood-
ing events– this can contaminate drinking water supplies as
well as harm local ecosystems. Additionally, Florida faces
an increased risk of flooding due to sea level rise which can
inundate coastal communities and damage infrastructure as-
sociated with the water supply.

In Utah, one of the primary water management risks is
drought associated with climate change combined with pop-
ulation growth leading to an increased demand for water re-
sources. As decreasing precipitation rates and prolonged dry
spells continue throughout much of the state’s arid regions
this has led to a significant decrease in available surface wa-
ter sources such as rivers or lakes while also reducing ground-
water supplies through over-pumping or depletion of aquifers
by agricultural demands. In addition, many areas throughout
Utah have already seen decreases in snowpack accumulation
(similar to California) which further exacerbates this issue by
reducing runoff into streams or springs that serve as major
sources of drinking water supplies for many rural communi-
ties across the state.

Overall each state has its own unique set of challenges
when it comes to managing their respective watersheds
effectively– however, all three states are facing similar is-
sues related primarily to climate change that could continue
to accelerate existing problems if left unaddressed such as
decreased availability of surface waters sources and regional
droughts. Hence it will be important for all three states to
take proactive steps towards addressing these issues before
they become too complex to address. Multiple tools must be
brought to bear to assist in solving these problems and one
critical tool is the use of collective social resources - crowd-
sourcing. An important aspect to implement social responsi-
bility is the use of social media. It is in this context that we
take a closer look at the aspect of water awareness and how
that is reflected in current social media.

3 Related Work
Already it has become common for disaster management or-
ganizations and for local utilities to use social media (e.g.
Twitter and Facebook) to provide warnings. These are typ-
ically for immediate crisis conditions [Hughes and Palen,
2009; Wu and Cui, 2018]. Since access to traditional sources
(e.g., TV, landlines, radio) can be constrained for individu-

als, emergency management organizations use social media
[Hughes and Palen, 2009; Wu and Cui, 2018]. There is ev-
idence from other studies that social media is underutilized
as a key communication channel during disasters [Smith et
al., 2018]. Also in reverse, social media platforms have also
served as a tool for the public to inform authorities and neigh-
bours that they are safe or that the immediate danger has
passed. As a specific example, Facebook provides individuals
with a mode to declare they are safe using location-based data
when a disaster event occurs nearby [Stephens et al., 2020].

Note further that the typical orientation of social me-
dia is on immediate or imminent disasters. Existing stud-
ies have focused on individual social media behaviours dur-
ing disasters [Bean et al., 2021; Hughes and Palen, 2009;
Jamali et al., 2019], or the development of social media
modes for large-scale emergency management [Houston et
al., 2015; Merchant and Lurie, 2020], and damage assess-
ment using social media activity [Kryvasheyeu et al., 2016;
Nguyen et al., 2017; Wu and Cui, 2018]. While this is impor-
tant, it does not fully capture the relationship between end-
users and the communication received from utility providers
during crisis situations. Water providers are oriented to un-
derstanding the crisis from a local context, specifically in how
everyday water infrastructure services may be impacted by a
given disaster. And further, this has almost entirely been on
immediate issues of a disaster, not the broader types of issues
associated with climate change. It is increasingly necessary
to look at broader issues, such as regional droughts, which
need to be communicated to the community.

4 Methods
This section describes the overall approach of the proposed
application. The details of the implementation are presented
next.

4.1 Data
Dataset collection
The data consisted of water utilities’ tweets in the aftermath
of the COVID-19 pandemic. Examining the tweets shared
by water utilities during this time is crucial in understanding
how they disseminate information and address public con-
cerns regarding the virus’s potential presence in the water.
These tweets provide valuable insights into the communica-
tion strategies employed by utilities to mitigate fears and en-
sure public confidence in tap water safety.

Tweets along with engagement data (likes, retweets) were
extracted directly from water utilities’ Twitter pages utiliz-
ing a Twitter Developer Application Programming Interface
(API) [Makice, 2009]. The water utilities examined in this
study were selected based on whether their county met the
US Center for Disease Control (CDC) hotspot classification
[Oster et al., 2020] at least one time between March 2020
and October 2020 for three states, that is to say, California,
Florida and Utah. It was critical that we captured data early
in the pandemic so that we are analyzing crisis response im-
mediately or shortly after the pandemic began. Water utilities
within the counties were then identified by manually search-
ing county websites.



Figure 1: Number of Tweets per day for the three states.

Over 25000 tweets were extracted from 40 water utilities
from January 01, 2020 ( World Health Organization declared
COVID-19 a public health emergency on January 30, 2020
[Cucinotta and Vanelli, 2020]) to January 30, 2021. Table 1
shows the distribution of tweets and utilities by state. The
database is heterogeneous containing mostly Tweets from
counties in Florida and shows the difference in the propaga-
tion of Covid in each state.

Each Twitter account for the utilities was manually verified
by visiting each profile as many counties had multiple utili-
ties. Utilities without a Twitter presence were excluded from
the study. Additionally, some of the tweets regarding water
utilities were posted by town, city, or county-level Twitter ac-
counts rather than the utilities themselves. This was particu-
larly true for smaller counties where everything was managed
by one entity. These tweets remained in the study and were
treated with the same veracity as those from utilities.

Table 1: Distribution of tweets and utilities by state

State Nb. of tweets Nb. of utilities

California 5521 13
Florida 17957 21

Utah 1657 6

Total 25135 40

Figure 1 shows the Number of tweets per day. We can see
a clear increase in the number of tweets over time. Figure 2
shows the number of new Covid cases per day in the US. It
is interesting to note the similarity of the peaks in the number
of tweets and the number of new Covid cases.

Data preprocessing
We used two distinct strategies for text processing depend-
ing on the algorithm used. For BERT, we kept the text as
it was. However, for other analyses, we lowercase the text
to apply a traditional pre-processing by removing stop-words
and digits, and lemmatisation [Barbaro, 2022]. Then we kept
the N-grams from N = 1 to N = 4 and removed the rare

Figure 2: Number of new Covid cases per day in US.

Figure 3: Word clouds of Water Management for California, Florida
and Utah.

ones (appearing in less than 1% of documents) to obtain 8242
N-grams. Finally, we used the term frequency–inverse docu-
ment frequency (TF-IDF) to weigh the N-grams.

Word clouds are a simple but effective tool for text visual-
ization. They are created by collecting words in a corpus and
presenting them in different sizes. The larger and bolder an
N-gram appears the greater its TF-IDF weight in the corpus.
Figure 3 illustrates the world cloud. This word cloud presents
the dominant topics of water management challenges, includ-
ing terms representing the daily tasks of water management
utilities such as information, help and water. Furthermore,
what is interesting to note in this corpus is the strong pres-
ence of the term-related Covid and the fact that utilities had
to reassure the population about the quality of the water.

4.2 Models
Spherical k-means (Sk-means)
Many models are poorly suited to high-dimensional data, in-
cluding those derived from the vector representation of text
[Barbaro and Rossi, 2021]. When the data is directional
[Mardia and Jupp, 2009], i.e. when it is their correlation
rather than their Euclidean distance that matters, Gaussian-
type models are even less suitable. For such data, it is natu-



ral to carry out a normalisation that places them on the unity
sphere. Then one can use clustering techniques that address
specifically the fact the data are spherical, such as Spherical
k-means [Dhillon et al., 2002].

The Spherical k-means algorithm (Sk-means), originally
proposed in [Dhillon et al., 2002], is a simple adaptation of
the k-means algorithm to the cosine dissimilarity. Let us con-
sider a collection of N observations X = (xi)1≤i≤N on the
hypersphere Sd−1. Given a number of clusters K, Sk-means
tries to find a set of K prototypes (µk)1≤k≤K in Sd−1 and
a clustering/membership Z = (zi)1≤i≤N , that assigns xi to
cluster zi ∈ {1, . . . ,K} such that the coherence

Q((µk)1≤k≤K , (zi)1≤i≤N ) =

N∑
i=1

µT
ki
xi (1)

is maximal.
Several methods have been proposed to maximize the co-

herence (see e.g. [Hornik et al., 2012]).
In the following experience, we used the implementation of

[Kim et al., 2020], which proposes a fast initialization and en-
forces sparsity on the centroid vectors by using a data-driven
threshold that is capable of dynamically adjusting its value
depending on the clusters.

BERT
BERT (Bidirectional Encoder Representations from Trans-
formers) is an embedding layer designed to train deep bidirec-
tional representations from unlabeled texts by jointly condi-
tioning on both left and right context in all layers. The BERT
model consists of two steps: pre-training and fine-tuning [De-
vlin et al., 2019]. During pre-training, the model is trained on
an unlabeled large corpus. For fine-tuning, the model is ini-
tialized with the pre-trained parameters and all the parameters
are fine-tuned using labelled data for specific tasks. BERT’s
model architecture is a multi-layer bidirectional Transformer
encoder [Devlin et al., 2019] based on the original imple-
mentation described in [Vaswani et al., 2017]. This kind of
encoder is composed of a stack of N = 6 identical layers.
Each of these layers has two sub-layers. The first one is a
multi-head self-attention mechanism, and the second one is a
simple position-wise fully connected feedforward network. It
employs a residual connection [He et al., 2015] around both
sub-layers, followed by a layer normalization [Vaswani et al.,
2017].

In the following experience, we used the model pre-trained
in [Hayawi et al., 2022] to tackle the disinformation about
Covid based on bert-large-uncased.

5 Results
This section describes the use of Sk-means for clustering to
analyze the data and then show a binary classification using
BERT for information credibility.

5.1 Clustering using Sk-means
First of all, the main problem when using clustering models is
selecting the number of clusters. To do so, we used the Elbow
method and got K=8.

Then we applied the Spherical k-means to the water man-
agement corpus focusing on three states: Florida, California
and Utah. Table 2 shows the distribution of reports by cluster
obtained. The distribution of Tweets in each cluster is quite
heterogeneous with two important clusters, 2 and 8, a minor
cluster, 3, and the rest of the clusters which are quite homo-
geneous between them.

Table 2: Distribution of tweets by cluster

Clusters Nb. of News

1 2964
2 4965
3 879
4 2604
5 2534
6 2446
7 3500
8 5243

Thanks to the implementation of sk-kmeans from [Kim et
al., 2020] which enforces the sparsity on the centroid vectors,
we are able to retrieve the most important N-grams by cluster.
The table 3 shows the top 10 N-grams for each cluster.

It is interesting to note that these N-grams defining clusters
express notions that are essential to the risks faced by Wa-
ter Management utilities. Cluster 1 is related to water supply
and related environmental issues. Cluster 2 pertains to city
commissions or other forms of local government meetings. It
appears that these entities are convening or discussing vari-
ous issues related to their communities. Clusters 3, 4, 7 and
8 discussed Covid related efforts deployed by their utilities
or counties to stop the spread of the illness and keep people
up to date on the situation. Cluster 5 is related to power out-
ages which could disrupt daily life activities and can cause
problems with Water Management. People are asked to keep
abreast of any news about the restoration efforts of the util-
ities concerned. The focus for Cluster 6 appears centred
around census initiatives, suggesting citizens have been en-
couraged by their governments/local leaders to take part in
this year’s count; they’re also being implored online using
hashtags (#MakeItCount). As well, respondents might be di-
rected towards specific websites where they can fill out de-
tails digitally instead of having face–face interactions dur-
ing door–knocking campaigns traditionally employed by enu-
merators collecting data manually across neighbourhoods na-
tionwide annually every decade since 1790.

Figure 4 shows the distribution of state by cluster. As we
can observe, all clusters contain each state, however with no-
table differences. California, as mentioned earlier, is more
concerned with water supply as shown in Cluster 1 and there-
fore needs to communicate on the many issues that may arise
with Cluster 5. Florida, which is in the majority in clusters 3,
4 and 7, is focusing on monitoring the evolution of Covid and
informing the population. Utah focuses on the responsibil-
ity of informing its citizens about decisions made by public
authorities as well as inviting its citizens to participate in the
state’s public life, as evidenced by clusters 2 and 6. Finally,



Table 3: Top 10 words by cluster for Sk-means

Clusters Top words

cluster 1 water supply, gallon water, wa-
ter wednesday, water news, wa-
ter project, state water project,
water education, save water,
emergency notifications, notifi-
cations

cluster 2 city commission, citystaugtbr,
citystaug citystaugtbr, convene,
city commission meeting, board
director meeting, director meet-
ing, meeting packet, live online,
watch online

cluster 3 latest report, latest report visit,
view latest report, view latest re-
port visit, positivity rate, non-
resident, rate positive, covid test
performed, covid test performed
highlandscounty, dashboard re-
port

cluster 4 local covid case, update lo-
cal covid case, local covid
case currently, currently hospi-
talized death highlandscounty,
death highlandscounty, hospi-
talized death highlandscounty,
covid testing site, open patient,
case reported past, case reported
past day

cluster 5 power restored, restore power,
experiencing power, experienc-
ing power outage, restoration
time, estimated restoration, es-
timated restoration time, power
please, power please check,
check main

cluster 6 take census, makeitcount,
census today, fill census, cen-
sus online, respond census,
makepinellascount, citystaug
census, complete census online,
respond online

cluster 7 board county commissioner,
covid statistic, county covid
statistic, seminole county covid,
seminole county covid statistic,
learn seminole, learn seminole
county, learn seminole county
covid, county government,
commissioner meeting

cluster 8 stop spread, help slow, help
slow spread, wear mask, help
slow spread covid, washing
hand, slow spread covid, slow
spread, wearing mask, face
mask

Figure 4: Distribution of State by cluster.

it should be noted that these three states advise their citizens
to follow the health procedures to protect themselves from
Covid despite different political opinions as shown by Clus-
ter 8.

We note that despite the mix of several states with different
water management policies, essential information for each
state is not diluted and enables localized aspects to be ob-
tained. This is the type of information which could be used by
governments and regional authorities to direct messaging or
resources to engage with the appropriate community. Given
the limitation of resources, correct targeting can be essential.
The fact that no water anxiety is showing up in the social me-
dia for UT is in itself a point of note. In UT there was no
reflection of water anxiety even though there has been a sig-
nificant drought in the just prior 2018-2019 time frame along
with other water supply issues. Importantly, this is a major
developing issue in that experts warn that the Great Salt Lake
is set to disappear in the next five years [Abbott et al., 2023].
Abbott said “The grim climate reality already unfolding in
the Great Salt Lake, is a microcosm of what is happening or
is set to happen around the world on a warming planet. “This
is a bellwether for what’s going on in the larger river basins,”
he said. “We need to lay out some very clear language about
where we’re headed.” The main solution that the authors pro-
pose includes public awareness of conservation and the key
to this type of mobilization is through social media. This is
exactly the type of hybrid of social media and social sciences
which needs to be accelerated. Our analysis of the UT social
media shows the need for more direct social media action to
develop social awareness.

Some of the examples of the tweets are as follows and show
the information neutrality associated with Covid (no misin-
formation) in Figure 5.

5.2 Binary classification using BERT for
information credibility

A critical aspect of social media is the level of credibility
[Barbaro and Skumanich, 2023] and this is a separate focus
of our paper. To do so, we first fine-tuned BERT on a labelled
database and then applied it to our data.



State: Florida
Tweet: Wearing a mask is a sign of respect for our

neighbours and helps you to stop the spread of COVID-19.
Learn more at Let’s work together to prove that

HillsboroughCares.
————————————————————————

State: California
Tweet: COVID-19 will not impact the quality or supply of

your tap water. You can continue to enjoy clean and reliable
water straight from the tap.

Figure 5: Example of tweets that are informationally neutral associ-
ated with Covid

We used BERT fine-tuned on the database from [Hayawi
et al., 2022]. They performed manual annotation of tweets
about vaccine misinformation which was controlled by med-
ical experts. Consequently, a total of 15.073 tweets were la-
belled, 5751 of which were misinformation and 9322 general
vaccine-related tweets. Moreover, we followed the same pro-
cedure. We first trained and validated 75% of the dataset and
then evaluated the remaining 25% of the dataset. BERT was
trained for three iterations with a 20% validation set taken
from a subset of the training set. Finally, we obtained the
same results as presented in [Hayawi et al., 2022] with an
accuracy and an F1-score of 98% on the test set.

We applied it to our database. As we fine-tuned for covid
misinformation, we kept only Covid tweets related, that is to
say, 4344 tweets. Then, we evaluated these tweets regarding
misinformation. In the cases of the water utilities’ social me-
dia, there was no detected misinformation. Instead, the con-
tent provided useful and relevant information. Note that this
finding is important in that it demonstrates that some sources
of Covid information can be socially augmenting. The con-
nection with water utilities is that the water sources can be
post-monitored for viruses and can provide important metrics
regarding infections and local or regional levels (which man-
ifest in the tested wastewater). In principle, this information
could be used as a local health alert.

6 Summary of Results
The key point of note is that key information and crisis aware-
ness aspects for a given region for a given time period, are
manifested by the AI analysis in a detectable way. The AI
analysis of social media provides a critical tool for determin-
ing the current sentiment, or the level of issue awareness, and
also the trending concerns, which may not be reflected by
standard modes.

The clustering shows significant and meaningful results.
The California clustering has a dominant cluster associated
with water anxiety, whereas Florida does not. Instead, the
Florida clusters are associated with Covid anxiety which is an
adjacent social issue. In the case of Utah, there is no water
anxiety but reduced Covid anxiety. Utah does not have the
same level of drought as California, however, it is develop-
ing and would become a major issue. It is important to note
that the Utah data did not show water anxiety. This could
indicate the need for improved social communication about

developing issues.
In addition, we observed that the information published by

the public services was of high quality and could be used for
local health alerts regardless of the political views pursued by
the different states.

Because the key ”crisis awareness” points can be detected,
the Utah government and the US federal government can tar-
get a regional messaging system to increase awareness of the
developing issues with the water supply (i.e. that the Great
Salt Lake will be in dire straits in 5 years). By using AI for
active monitoring of the clusters, it would be possible to de-
termine the level of public awareness development. In this
way, AI can be a key tool to help drive the targeted messag-
ing and evaluate its effectiveness. The modes to get public
sentiment can often be very challenging and this tool gives
policymakers a definite method for assessment.

7 Conclusion and broader perspective

The intent of this paper is meant to be indicative and not
definitive, with the purpose of showing the value of a cross-
cutting combination of social media, social sciences, and AI
analytics to address pressing social considerations and criti-
cal problems which will be affecting the global communities
with a very high level of urgency.

In this article, we observed that with even a limited set of
social media data, key societal and water issues can be ex-
tracted with the appropriate AI/ML analysis along with inter-
disciplinary social science. This conclusion is important as a
starting point given how much in retrograde the water utilities
and water management are with social media and the devel-
oping urgency of water issues. The data we analyze shows
how critical the use of social media will be not just at the cus-
tomer relations level (not developed in detail in this paper),
but at a global level looking at the aspects of, for instance,
water anxiety. This type of analysis can allow governments
and policy organizations to better detect and target optimiza-
tion efforts. In essence, the paper provides a methodology
which can be expanded upon. More robust conclusions can
be derived with larger or more targeted data sets. Note that in
this case, there is an opportunity to use water utilities as vi-
able sources for important social information which can have
a broader impact. In particular, because water utilities can
sample wastewater, they can be partners in identifying vi-
ral spread or occurrence. As the utilities are encouraged to
expand their online messaging, they could provide informa-
tion which can be helpful to larger agencies looking at viral
spread. In addition, the appropriate use of social media can
include crowd-sourcing and citizen scientist inclusion which
is an invaluable asset for managing critical social challenges
such as water distribution. This would be a starting point for
socially inclusive data which can be very important for opti-
mal management of a diminishing or valuable critical human
needs resource. The overarching conclusion is that social me-
dia is now essential for addressing critical issues and that an-
alytics should be exploited to most effectively evaluate where
and how to use social media.
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