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Abstract

For the deployment of Convolutional Neural Networks (CNNs) on battery-powered,
energy-constrained edge devices, both weights and activations in a network can be quan-
tized to reduce the energy consumption associated with CNN inference, as low-precision
integer arithmetic uses less energy to execute than operations on full-precision floating-
point data. However, this quantization of weights and activations incurs a significant
loss in accuracy when weights are quantized to 2-bits. Therefore, we did a thorough
evaluation of mixed-precision quantization of neural networks in this work and propose
Hardware-Friendly Mixed-Precision Neural Networks where this accuracy loss was re-
duced using mixed-precision networks but in a more hardware-friendly manner. Using
INQ method as a base, we explored different weight partitioning schemes. With an un-
structured quantization approach, we can achieve ∼95% quantized weights with only 2%
loss in accuracy as compared to a full-precision model with one of the proposed weight
partitioning methods. Moreover, we explored the fact that if we leave the first and the
last layer unquantized, this drop decreases to only 1%. The drop in accuracy is majorly
contributed by the quantization of the last layer. In order to make it more amenable to
hardware support, we impose a filter-wise structure on the intra-layer quantization. Un-
der this constraint, extensive evaluation of the impact of quantizing the first and the last
layer, order of quantization, and the impact of 8-bit activation quantization for ternary
neural networks was performed. It was observed that quantizing the activations to 8-bits
does not incur a significant loss and leaving the first and the last layer unquantized im-
proves the accuracy significantly. Moreover, quantizing the high magnitude weights first
provides the best final accuracy. Using these observations, one of our proposed hardware-
friendly quantization strategies achieves the Top-1 validation accuracy of 63.6 % on the
ImageNet dataset using Resnet-18 architecture, where 90% weights were quantized and
the remaining 10% were left in full-precision. The accuracy was increased by 1.5 % as
compared to the 100% quantized network using the INQ method. Comparing our results
to the other state-of-the-art CNN optimization methods, the proposed method provides a
reasonable trade-off between a significant reduction of computational demand and energy
required, and an acceptable degradation in the accuracy.
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Chapter 1
Introduction

With rapid progress in the machine learning domain in the past decade, Computers
are capable today of doing many tasks that require humans’ cognitive capabilities, for
example understanding images, processing natural language, or finding complex patterns
in massive datasets. This shift is producing a huge disruption in every aspect of our life
and artificial intelligence or machine learning is at the center of it all.

With the availability of massive datasets like ImageNet[1], COCO[2], KITTI[3] etc. and
graphics processing units (GPUs), researchers were able to train deep neural networks
(DNN) to achieve impressive results for various computer vision problems like image
classification, object detection, semantic segmentation, etc. One of the most prominent
classes of DNNs are convolutional neural networks (CNNs), which have been extensively
researched and have proven capable of solving a wide variety of problems in fields such
as signal processing and computer vision. Convolutional neural networks (CNN) had
been the method of choice for most computer vision tasks since Krizhevsky et al.[4]
demonstrated their power to win the ILSVRC-2012 competition. State-of-the-art results
have been obtained in image recognition, object detection, speech recognition tasks, etc.
using these CNNs. However, it is not easy to deploy these networks on battery-powered,
energy-constrained edge devices as they require a huge amount of computational resources
which makes their execution very energy intensive. To tackle this problem, researchers
came up with the idea of Quantized Neural Networks (QNNs) where the weights and
activations in the network are quantized to low-bit precision. For example, to minimize
the model size and simplify convolution operations Binary Neural Networks (BNN) have
proved themselves to be a great choice. In BNNs, the network weights are quantized
to binary weights. Nevertheless, the drawback of this quantization is that it leads to a
significant decrease in accuracy i.e 42.2% only on ImageNet dataset[1] .

This brings us to an idea of Mixed-Precision Neural Networks where weights and acti-
vations associated to each layer are quantized to a certain(homogeneous) precision tra-
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1. Introduction

ditionally. Mixed-Precision Networks are generally a good trade-off between Quantized
and Neural Networks with full-precision floating-point weights. This thesis conducts an
empirical study of Mixed-Precision Model Space Exploration. Detailed experiments are
conducted to study the structural parameters, ones which affect the final structure of
the network and the computations involved in running it and the transparent param-
eters, which only impact the training process/policy and have no influence on the final
network structure. In order to minimize the hardware complexity overhead to support
these mixed-precision networks, we explore approaches to impose suitable structure on
the quantization patterns.

1.1. Motivation

In recent times, autonomous driving is one of the popular research areas, both in academia
and industry. Even though the idea of autonomous driving is out there for some time now,
only in recent years a significant amount of progress in the field has been achieved, fueled
by the availability of more computational resources to the researchers. Some of the large
automobile manufacturers e.g Tesla, BMW, etc. already offer some driving functions
with a certain level of autonomy e.g. collision prevention by automatic breaking, auto-
parking, blind-spot detection, lane-change detection, etc.. These cars perceive their
surroundings using different sensors and make decisions like trajectory generation, path
planning, obstacle detection, etc to aid the drivers. Autonomous driving is currently
revolutionizing the business model of the automotive industry and the future promises
the idea of mobility being offered as a service, which will benefit not only the automotive
industry but also the common person.

Normally, these autonomous cars use advanced multi-camera systems to capture high-
quality multi-resolution imagery from multiple points of view. The obtained visual in-
formation from these multi-camera systems must be processed in real-time to guarantee
the safety of the driver as well as the other people in the surroundings at all times. Nev-
ertheless, the available compute power in a car is limited, so an energy-efficient solution
is required, especially for processing the extensive amount of visual data, provided by
the advanced camera systems of these cars.

Machine learning algorithms have become a method of choice in many computer vision
tasks, fuelled by the recent advances in Deep Neural Networks(DNNs). As mentioned be-
fore Convolutional Neural Networks (CNNs) achieve excellent results in computer vision
tasks like image classification, object detection, semantic segmentation, and depth esti-
mation. However, most of these successful CNNs exhibit highly complex architectures,
consisting of many layers. These layers introduce a large number of parameters and it
causes large computational and storage overheads. For example, ResNet-18[5] architec-
ture has around 11 million parameters. That is why despite this impressive progress,
existing CNNs face a major problem when we try to deploy these models on embedded
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1. Introduction

systems, mobile, and Internet-of-Things(IoT) devices. For that purpose, it is very com-
mon to deploy these networks in the cloud. However, this introduces additional latencies
as data transfers are required for moving the main computational load from the edge-
device to remote servers. Internet connection has to be established for this data transfer
and it makes things even worse. So, it is unacceptable for a safety-critical application
under real-time constraints, like in an autonomous driving scenario. To tackle this prob-
lem, the prime focus is now on enhancing the efficiency of DNNs themselves in a way that
the computations can be performed on the edge-devices themselves, while still adhering
to the accuracy and stringent timing constraints for inference.

The convolutional layers, which are the basic element of these CNNs are the major con-
tributors towards the execution time during inference [6]. Moreover, each layer consists of
a large amount of weights which depends on its size. For instance, one of the most popular
networks, AlexNet[4] by Krizhevsky et al. comprises more than 60 million weights, which
is approximately equal to 240 MB of storage when using the single-precision floating-point
data format. Hence there is a need to optimize the CNNs so that they can meet the re-
stricted memory and computational resources of an embedded system without making
too much compromise in the accuracy of the model.

1.2. Challenges

To speed up the execution time and reduce the energy requirements of these CNNs,
we have to come up with an efficient alternative to the standard convolutional layer.
This alternative should reduce the number of computations as well as the decrease of
the number of weights or the bits that are required to store these weights. In the past,
research has proved that DNNs have high redundancy with regard to parameterization [7]
and high-bit precision weights and intermediate activation values which can be quantized.
Therefore, it is possible to decrease the model size by either reducing the number of
weights or by reducing the number of bits required to store these weights without
significant loss of prediction accuracy.

For that purpose, several model compression techniques such as Quantization[8], Pruning[9]
and Knowledge distillation[10] have been proposed in the past. Numerous methods pro-
posed by the researchers for optimization of these DNNs provide good results for inference
speedups on a theoretical basis. However, it is hard to take advantage of these theoretical
results on a real hardware. Unstructured Pruning is one the most familiar method used
for model reduction. Unstructured pruning technique,[9] pruned weights and neurons
whose magnitude is below a certain threshold and demonstrated very good theoretical
compression ratio and speedup results. However, just like a lot of other unstructured
pruning techniques, the effects of pruning are not observed in the network architecture
but just in the sparsity of weight matrices. Thus, to take advantage of the resulting
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1. Introduction

pruned or compressed model, specialized software and hardware, like FPGAs1 or ASICs2

are required.

To avoid these limitations and decrease the overhead in deployment of these CNNs on
hardware, an optimization technique is required which results in low computation, energy,
and memory demand.

1.3. Contribution

To resolve these challenges of computational resources and energy demands of these
deep neural networks, we propose a Hardware-Friendly Mixed-Precision Neural
Networks. In the course of this work, we did a thorough evaluation of mixed-precision
quantization of neural networks. To be specific, we focused on "extended TWNs" with
8-bit activations as Ternary Weight Networks (TWNs) provides a reasonable accuracy at
highly reduced compute effort. However, the accuracy loss is still significant and worth
improving. We used the INQ method as the starting point which is an iterative-based
technique where a fraction of weights is quantized at each step.

First, we start of with analyzing the effects of quantizing the activations to 8-bits preci-
sion. As INQ is an iterative quantization method, this work also demonstrates the quan-
titative comparison of quantizing "weights with lower magnitude" first against "weights
with higher magnitude" first. We also analyzed the behavior of both quantization orders
at different stages of the training.

Moreover, a lot of proposed quantization methods in the past leave the first and the
last layer unquantized. Nobody ever presented any quantitative comparison. For that
purpose, quantitative analysis of quantizing both, only first, only last, or none of these
layers was done, which is presented in the Chapter 5.

In the end, we move towards the goal of having a more structural approach when we
do the quantization of our neural network as a very complex hardware is required for
mapping unstructured mixed-precision quantized neural network. We tried two different
approaches, Channel-wise Quantization and Fixed Channel Proportion Quantization. In
the first method, we select the fraction of whole filters instead of weights at each iteration
and quantize them. In the latter, we select the filters that will not be quantized in the
beginning and do the INQ on the rest of the weights.

Sparsity analysis of the network layers after and during the quantization was also per-
formed and is presented in the results chapter.

1FPGA: Field-Programmable Gate Array
2ASIC: Application-Specific Integrated Circuit
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Chapter 2
Background

In this section, we start with giving a brief overview of deep neural networks where
we mainly focus on Convolutional Neural Networks (CNNs). Moreover, a very general
description of image classification is also presented without going into too many technical
details. Further chapters will be focused more on the technical aspects of the problem.

2.1. Deep Neural Networks

Deep Neural Networks are one of the most powerful categories of Machine Learning
algorithms. Machine Learning is an application of artificial intelligence that empowers
computer systems to automatically learn and adapt to solve tasks without being explicitly
programmed to do it by extracting information from existing data.

There are three main paradigms of machine learning, namely supervised learning, unsu-
pervised learning, and reinforcement learning. However, we focus only on the supervised
learning in this work. In supervised learning, the dataset comprises a lot of data
points and each data point is represented by a pair of the form (xi, yi). Variable y is
called dependent variable or target variable x is usually a m-dimensional vector called
independent variables or input. The objective of supervised learning is to approximate
a function or learn a model that maps input variables to the target variable.

Neural networks are currently being used in all the sub-branches of machine learning. A
neural network is a computational graph composed of many small nodes called neurons.
Every neuron performs a simple function on its input and feeds its output to the next
one. The simplest possible neural network consists of a single neuron and is illustrated
in Figure 2.1. The output Y of such a network can be expressed mathematically as given
in Equation 2.1.
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Figure 2.1.: Single Neuron Neural Network.

Y = σ(W ∗X + b) (2.1)

W and b are the learnable parameters while σ is a non-linear function. By concatenating
several such neurons, neural networks today are capable of modeling complex learning
tasks in comparison to other algorithms that achieves the same by employing advance
mathematical concepts.

Figure 2.2.: Deep Neural Network Architecture. [11]

Deep neural networks (DNNs) are neural networks consisting of more than one layer
with each layer containing hundreds of neurons. As mentioned earlier, these layers or
neurons are concatenated to build DNNs. So, each layer could be viewed as a nested
function of the preceding layers and can be approximated as

Y = . . . σ(W2 ∗ (σ(W1 ∗X + b1)) + b2). (2.2)

The first layer of a neural network is the input layer. Normally, it is a stretched column
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2. Background

vector of the pixel values in the computer vision tasks. Then we have several hidden
layers which consist of an enormous amount of neurons. The last layer is the output
layer, which contains neurons equal to the number of classes and generates class scores
for the classification task, as shown in Figure 2.2. Due to such extensive compute power at
one’s disposal these days, more and more deeper architectures[12] [5] are being leveraged
to perform better.

2.1.1. Convolutional Neural Networks

As the input needs to be stretched into a column vector to be fed into the fully connected
neural networks, we lose most of the contextual information and this makes a huge
difference when we are dealing with image data. Moreover, as shown in Figure 2.2,
neurons in each layer of fully connected neural networks are connected to all the neurons
in the previous layer and it introduces a lot of variables to be optimized during training.
This brings us to a special type of deep neural network i.e convolutional neural network
(CNN), which was inspired by the visual cortex of cats[13].

In the mid-twentieth century, Hubel and Wiesel discovered two distinct types of cells
in the visual cortex of cats, namely simple cells and complex cells. The simple cells
(violet) prefer spots (dashed ovals in Figure 2.3) in the image, where they can respond
most strongly to bars of a specific orientation. On the other hand, complex cells (green)
takes input from many simple cells and therefore have more spatially invariant responses.
These operations are replicated in a convolutional neural network as shown in Figure
2.3.

Figure 2.3.: Visual System and Convolutional Neural Network. [13]

Just like the visual cortex, CNNs have a layered structure consisting of neurons that
only look at a local context to compute their outputs and keep the original shape of the
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2. Background

input data intact. Each neuron in a layer is sensitive or responsive to a certain region
in input space which is also known as the receptive field. This feature enables CNNs to
find spatial correlations in compact areas of an image. Overlapping receptive fields of
multiple neurons extend the network’s ability to detect features to the whole image. Due
to this fact, CNNs perform very well when it comes to image processing tasks.

Figure 2.4.: Architecture of first modern-day CNN called LeNet-5.[14]

In 1989, Yann LeCun[14] invented one of the first modern-day CNNs and named it
LeNet-5. Recognition of handwritten and machine-printed digits was performed using
this network. Figure 2.4 illustrates the network architecture of LeNet. The two main
components of a basic CNN, the convolutional and pooling layer are briefly discussed
below.

2.1.2. Convolutional Layer

Generally, the weights in a convolution filter are arranged in quadratic structures, called
kernels. The spatial dimensions of these kernels, height and width are small and the
depth is identical to the depth of the preceding layer’s output. As shown in Figure 2.5,
these kernels are convolved with the input image or the output of the previous layer, and
a dot product is performed on each spatial location to produce a single output in the
activation map. Therefore, each output in the activation map or output feature map is
only connected to a small local segment of the previous layer or input image. The height
and width of the kernel determines the size of this local slice and is known as the receptive
field of the neuron. Moreover, there are multiple filter stacks as shown in Figure 2.5 and
each one of them produces a single output feature map or output channel. As across
all the spatial locations same kernel weights are shared, this leads to a significantly less
number of weight variables in CNNs as compared to fully connected neural networks.

Similar to fully connected neural networks, the non-linear activation functions are also
applied to CNNs. After performing the convolution operation (dot product), usually
“ReLU” non-linearity is applied. It implies that each kernel looks for certain features
and gets activated only on finding those features. The first few convolutional layers in
a CNN look for low-level features like edges and blobs and as we go deeper through the
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2. Background
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Figure 2.5.: Convolution Operation. [15]

network, the deeper layers use the low-level features extracted by initial layers and look
for high-level features like shapes of objects.

2.1.3. Pooling Layer

A pooling layer is another building block of a CNN. As mentioned before, CNN kernels
work as feature extractors, so it is important to select the most dominant features from
each spatial location. For that purpose, the pooling layers are used in CNNs after every
few convolutional layers. The pooling layer also reduces the dimension of the feature
maps and as a result, reduces the number of computations required in the following
layers. Max pooling with kernel and stride each equal to 2 is one of the most common
pooling operations used in CNNs.

Figure 2.6.: Max Pooling with 2 x 2 pooling kernel and stride S = 2 [16]
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2. Background

As shown in Figure 2.6, it selects the maximum value from each unique non-overlapping
2x2 grid and down-samples the spatial-size of each input activation map by half without
the need for any additional parameters. The downside is that we lose some spatial
information, which is why the pooling layer is omitted in some CNN designs. Some of
the CNN architectures that we used for experimentation are shown in the next chapter.

2.2. Image Classification

Image classification is one of the core problems in Computer Vision in which the input
image is assigned one label from a fixed set of categories. The aim is to predict a
distribution over labels to indicate our confidence and the label with the most probability
is assigned to the image.

Figure 2.7.: Linear Classification [17]

Consider an input image withW width, H height and C channels respectively, the aim is
to approximate a model that maps M = H ∗W ∗ C dimensional tensor of input/image
pixel values xi to label yi where yi ∈ 1 . . .K is the label space of the classification problem.
Just like linear regression, linear classification calculates the score of each class yi using
the linear combination of the input variables, which in the case of image classification
are simply the pixel values.

yi =Wxi + b (2.3)

In equation 2.3, b is the bias vector, W is KxM transformation matrix and yi is the
K-dimensional score vector for ith image. As illustrated in Figure 2.7, the output of the
linear classifier is simply the scores for each class in the label space. Generally, a softmax
function is used as the next layer to map these scores to normalized class probabilities.
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Chapter 3
Related Work

In the past decade or so, researchers came up with a lot of methods or proposals to
make CNNs more efficient. The prime focus was to reduce the computational, energy,
and memory demand of a model while keeping the performance as high as possible. As
we are trying to optimize CNN such that it utilizes fewer resources, it is reasonable to
start with a compact model as a baseline. Some of such compact state-of-the-art CNNs
are presented in this section. Architectures of AlexNet[4] and ResNet[5] are briefly dis-
cussed as these CNNs were also used in experiments for the thesis work. Moreover, a
brief overview of the Straight-Through Estimator (STE) is also presented that we used
for the purpose of training activation quantized network. In the last section, Incremental
Network Quantization (INQ)[18], which is the basis of this thesis work is briefly ex-
plained. This is the main weight quantization method that was primarily analyzed in
this research.

3.1. AlexNet

In 2012, a deeper and wider CNN model was proposed by Alex Krizhevesky and others
in their paper “ImageNet Classification with Deep Convolutional Neural Net-
works” as compared to LeNet. The proposed network won the most difficult ImageNet
challenge for visual object recognition called the ImageNet Large Scale Visual Recogni-
tion Challenge (ILSVRC) in 2012 [19].

Until today, it is considered as one of the most significant breakthroughs in the field
of machine learning and computer vision and is the point in history where interest in
deep learning increased rapidly. It was also very interesting as they use multiple GPUs
for training the network and reduced the computation time. This helped for future
research purposes in the deep learning domain. The proposed architecture which was
called “AlexNet” by the authors is illustrated in Figure 3.1.
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Figure 3.1.: AlexNet Architecture [20][4]

3.2. ResNet

In 2015, He et al.[5] evaluated deep residual nets with a depth of up to 152 layers on
the ImageNet dataset. Training of these deep neural networks with high prediction per-
formance was a ground-breaking success. The ResNet-152 model with 152 convolutional
layers proposed by He et al. was winner of ILSVRC 2015 [19] challenge. Deep residual
nets[5] also won the 1st places on the tasks of COCO detection, and COCO segmentation
in COCO 2015 competition.

Figure 3.2.: Residual Blocks; Left: a building block (on 56×56 feature maps) for
ResNet34. Right: a “bottleneck” building block for ResNet-50/101/152. [17]

The main idea was to incorporate residual learning in the network architecture. In order
to achieve this goal, they came up with the design of residual blocks which incorporates
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skip connections or sometimes called shortcut connections. Residual blocks that became
the basic modules of these residual networks are shown in Figure 3.2. ResNet models
consist of these stacked residual units where each residual unit is a small neural network
with a skip connection.

However, the proposed network “ResNet-152” that won the ILSVRC 2015 challenge per-
formed exceptionally well but it is not suitable at all for embedded applications due to
its large size. However, this residual learning can be beneficial even with smaller mod-
els. For that purpose, He et al.[5] also proposed deep residual models ResNet-18 and
ResNet-34, which have only 18 and 34 layers respectively. Both the models require fewer
resources and also achieve competitive results on the ImageNet dataset. ResNet-18 has
8 residual blocks as illustrated in Figure 3.3.

Figure 3.3.: ResNet-18 Architecture [5][21]
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While presenting the results for ResNet[5] architecture on ImageNet[1] dataset, the au-
thors used the ten-crop testing method. Ten-crop testing[22] is a standard procedure
that takes four crops from each corner, as well as one from the center, and then performs
a horizontal flip on each to pass 10 crops from a single test image through the network.
On the other hand, all our experiments were done using single crop testing.

3.3. Straight-Through Estimator

The major hurdle in the quantization aware training is that quantization layers are not
differentiable. The training involves minimizing a piecewise constant function and it
suffers from gradient vanishing problem almost everywhere in the network. Hence, the
standard back-propagation or chain rule cannot be used directly for the training.

STE is useful here as using a straight-through estimator (STE)[23] in the backward pass
only, the "gradient" through the amended chain rule can be made non-trivial. Generally,
we can get a very good derivative approximation using STE for quantization aware
training.

Essentially, it handles the quantization function as if it were an identity function in the
clipping range [α, β] and constant function outside the clipping range. That is why the
resulting derivatives are 0 outside the clipping range and 1 inside it. We use STE with
8-bit quantization in all our experiments for the quantization of activations. The STE
function during forward and backward while training can be illustrated using Figure
3.4.

3.4. Incremental Network Quantization

As discussed in the previous chapters, an enormous amount of computational power and
energy is required to train and deploy CNNs. Reduction in model complexity has become
a necessity for CNN’s practical application in embedded systems, mobile, and Internet-
of-Things (IoT) devices since they do not have extensive power/computational resources
on board. For that purpose, Zhou et al. came up with the idea of Incremental network
quantization (INQ)[18] to have CNNs with low-precision weights. INQ is an innovative
method published at the International Conference on Learning Representations (ICLR)
2017 and using this algorithm, we can convert any pre-trained full-precision CNN model
into a version with low-precision weights by constraining them to either zero or power
of twos. In contrast to the other methods, the authors stated that this method did not
suffer from a significant amount of accuracy loss. Detailed analysis of INQ was done in
this thesis work and the results are presented in the results section.

INQ introduces three interdependent operations, namely weight partition, group-wise
quantization, and re-training. First of all, the weights in each layer of a pre-trained CNN
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Figure 3.4.: Straight-Through Estimator (STE) [24]

model are divided into two distinct groups. The first group of weights is responsible for
forming a low-precision base as these weights are quantized to a certain bit-precision.
The other group of weights is re-trained and tries to compensate for the accuracy loss
from the quantization. These three operations are performed iteratively on the latest
re-trained group until we have all the weights converted into low-precision ones.

Figure 3.5.: Incremental Network Quantization (INQ) method [18]

In Figure 3.5, an overview of the INQ method is shown. Full precision pre-trained model
is depicted in (a) and it is used as a reference. (b) shows the updated model after three
proposed operations: weight partition, group-wise quantization (green connections), and
re-training (blue connections). With all the quantized weights, the low-precision model is
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shown in (c). Moreover, operation (1) illustrates a single iteration of (b), and operation
(2) delineates the iterations of operation (1) on the previously re-trained weight partition
until all the non-zero weights are constrained to either zero or powers of two.

Before INQ, many network quantization methods were proposed like BinaryConnect
[25], BinaryNet [26], XNOR-Net [27] and TWN [28]. However, they all suffered from
significant accuracy loss on deep CNNs, especially when being tested on the ImageNet
large-scale classification dataset[1]. A common factor in all these methods is that they
used a global policy while quantizing the weights. All these approaches convert weights
simultaneously into low-precision, which incurs accuracy loss. On the other hand, accu-
racy loss becomes even worse if we try to train low-precision CNNs from scratch instead
of using a pre-trained model as a starting point.

Another big advantage of using INQ is that it works independently of the network ar-
chitecture and tries to achieve a lossless low-precision network from a pre-trained full-
precision network. To illustrate the incremental strategy of INQ, Figure 3.6 takes a
weight matrix and depicts the working of INQ in steps.

Figure 3.6.: Incremental Network Quantization (INQ) example [18]

The resulting outputs from the 1st iteration of the three basic operations of INQ are
shown in the first row of the Figure 3.6. The cube on the top left depicts the first ba-
sic operation i.e weight partition and it creates two distinct groups. The middle image
in the first row shows the quantization of the weights in the first weight group (green
blocks), and the re-training operation on the second weight group (violet blocks) is il-
lustrated in the top right cube. The second row shows the results from the following
iterations of the INQ. The fraction of weights quantized at each iteration undergoes from
50%→75%→87.5%→100%.
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The whole procedure of INQ is summarized in a form of an algorithm and presented in
the next chapter along with modified algorithms that we also tested.
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Chapter 4
Methodology

This chapter focus on the methodology that we used to convert high-precision networks
into low-precision or mixed-precision networks. First of all, algorithm1 for INQ strategy
is briefly explained. Then the modified algorithms that we used for our experimentation
to create mixed-precision networks are presented, namely Fixed Channel Proportion and
Channel-wise Quantization. In the end, a brief explanation of our modified network
architectures is provided.

To define the algorithm, consider a network with n number of layers. Suppose, for the
lth layer of the network, we have two weight partitions where A(1)

l represents the first
group of weights that will be quantized, and A(2)

l depicts the other group of weights that
requires to be re-trained. In the form of an equation, it can be defined as:

A(1)
l ∪A

(2)
l = {Wl(i, j)}, and A(1)

l ∩A
(2)
l = φ (4.1)

To differentiate between two weight partitions, we define a binary matrix Tl which acts
as a mask. Tl(i, j) = 0 means Wl(i, j) ∈ A(1)

l , and Tl(i, j) = 1 means Wl(i, j) ∈ A(2)
l .

Generation of this binary matrix Tl is not conclusively defined in the INQ method and
Zhou et al. explored random and large magnitude first approaches using this matrix. In
addition to that, we also explored low magnitude first approach in this work.

Coming towards the training of the network’s lth layer, we can convert its weights to be
either powers of two or zero by using the basic optimization problem defined in equation

1The whole algorithm is described in a similar fashion as presented in the original INQ paper[18].
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4.2

min
Wl

E(Wl) = L(Wl) + λR(Wl)

s.t. Wl(i, j) ∈ Pl, if Tl(i, j) = 0, 1 ≤ l ≤ L
(4.2)

Where L(Wl) represents the network loss, R(Wl) denotes the regularization, λ is a
positive coefficient, and the constraint term indicates that each quantized weightWl(i, j)
should be chosen from the set Pl consisting of a specific number of the values, which are
powers of two or zero. The binary matrix Tl acts as a mask that forces zero updates to
the weights that have been quantized.

Using these defined representations, we will now define few algorithms that were used in
the course of this thesis work.

4.1. Incremental Network Quantization

The whole precedure of INQ is summarized in the Algorithm 1.2

Algorithm 1: Incremental network quantization for lossless CNNs with low-precision
weights
input : X: the training data,

{Wl : 1 ≤ l ≤ L} : the pre-trained full-precision CNN model,
{σ1, σ2, · · ·, σN} : the fraction of weights quantized at iterative steps

output: : {Ŵl : 1 ≤ l ≤ L} :
the final low-precision model with the weights constrained to be either powers of two or zero

1 Initialize A(1)
l ← φ, A(2)

l ← {Wl(i, j)}, Tl ← 1, for 1 ≤ l ≤ L
2 for n = 1, 2, ..., N do
3 Reset the base learning rate and the learning policy;
4 for l = 1, 2, ..., L do
5 According to σn, create weight partitions and update Al

(1), Al
(2) and Tl;

6 Based on A(1)
l , determine Pl

7 Quantize the weights in A(1)
l

8 Calculate feed-forward loss, and update weights in {A(2)
l : 1 ≤ l ≤ L};

9 end
10 end

2Algorithm is copied from the INQ paper[18].
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4.2. Fixed Channel Proportion Quantization

In this method, we modified the INQ algorithm to have a more structural approach while
quantizing weights in the network. This helps when we map mixed-precision networks
to hardware. Otherwise, more complex hardware is required to run unstructured mixed-
precision networks. To tackle this problem, we fix a proportion of channels using a
parameter γ in the start and only quantize the weights in those channels while leaving
others unquantized.

Suppose, for the lth layer of the network, we have two channel-wise partitions where C(1)
l

represents the first group of channels that will be quantized, and C(2)
l depicts the other

group of channels that will stay in full precision. In the form of an equation, it could be
defined as:

C(1)
l ∪C

(2)
l = {WBl}, and C(1)

l ∩C
(2)
l = φ and |C(1)

l | = γ × |WBl| (4.3)

Where {WBl} represents all the channels of the layers. However, once we create this
channel partition at the beginning, only the weights in C(1)

l partition will be assigned to
Wl(i, j). The other weights in the channel partition C(2)

l will be trained in full precision
throughout the training phase. For the quantization of the channel partition C(1)

l , we use
the same INQ algorithm. To make it even more clear, the proposed method is explained
in the Algorithm 2

Algorithm 2: Fixed Channel Proportion Quantization
input : X: the training data, γ: channels proportion

{Wl : 1 ≤ l ≤ L} : the pre-trained full-precision CNN model,
{σ1, σ2, · · ·, σN} : the fraction of weights quantized at iterative steps

output: : {Ŵl : 1 ≤ l ≤ L} :
the final low-precision model with the weights constrained to be either powers of two or zero

1 Perform layer-wise channel partition depending on the γ;
2 Initialize A(1)

l ← φ, A(2)
l ← {Wl(i, j)}← C(1)

l , Tl ← 1, for 1 ≤ l ≤ L
3 for n = 1, 2, ..., N do
4 Reset the base learning rate and the learning policy;
5 for l = 1, 2, ..., L do
6 According to σn, create weight partitions and update Al

(1), Al
(2) and Tl;

7 Based on A(1)
l , determine Pl

8 Quantize the weights in A(1)
l

9 Calculate feed-forward loss, and update weights in {A(2)
l : 1 ≤ l ≤ L};

10 end
11 end

20



4. Methodology

This whole process can be further explained in a pictorial fashion as illustrated in Figure
4.1. Two successive iterations are shown in this figure. (a) shows the weights (white
blocks) before any quantization. (b) shows the channels (blue) which are fixed and will
stay in full-precision throughout the training process. Furthermore, the other channels
are quantized using INQ method. Green blocks represents the quantized weights in these
channels. (c) shows the the next iteration and (d) shows the output after final iteration
where all the weights are quantized in the fixed channels.

(a) (b) (c) (d)

Figure 4.1.: Fixed Channel Proportion Quantization
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4.3. Channel-wise Quantization

In this quantization strategy, we make filter partitions instead of weight partitions and
quantize whole filters at each iteration. This helps in doing quantization in a structural
manner as well. The proposed quantization strategy is mentioned in the Algorithm 3. To
keep it simple, you can assume that A(1)

l and A(2)
l represents the filter partition instead

of weight partition and Wl represents the whole filter bank for the lth layer.

Algorithm 3: Channel-wise Quantization
input : X: the training data,

{Wl : 1 ≤ l ≤ L} : the pre-trained full-precision CNN model,
{σ1, σ2, · · ·, σN} : the fraction of weights quantized at iterative steps

output: : {Ŵl : 1 ≤ l ≤ L} :
the final low-precision model with the weights constrained to be either powers of two or zero

1 Initialize A(1)
l ← φ, A(2)

l ←Wl, Tl ← 1, for 1 ≤ l ≤ L
2 for n = 1, 2, ..., N do
3 Reset the base learning rate and the learning policy;
4 for l = 1, 2, ..., L do
5 According to σn, create filter partitions and update Al

(1), Al
(2) and Tl;

6 Based on A(1)
l , determine Pl

7 Quantize the weights in A(1)
l

8 Calculate feed-forward loss, and update weights in {A(2)
l : 1 ≤ l ≤ L};

9 end
10 end

Just like previous approach, this process is also illustrated in Figure 4.2 and two successive
iterations are shown. (a) shows the weights (white blocks) before any quantization. (b)
shows that the whole filters (green) are quantized at each iteration instead of random
weights inside these filters. (c) shows the the next iteration.

4.4. Modified Network Architecture

This section focuses on the Architectures of Neural Network that were used and mod-
ified. As explained earlier, to achieving compression and enhanced performance, both
weight and activations should be quantized. The INQ compression method only quantizes
weights to low-bit precision. However, efficiency can be further enhanced by quantizing
floating-point activations to low-precision fixed point-numbers. In this regard, STE lay-
ers were incorporated in the network architecture and the final architectures for both
ALexNet and ResNet are presented in this chapter.
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(a) (b) (c)

Figure 4.2.: Channel-wise Quantization

Figure 4.4 illustrates the incorporation of STE layers in AlexNet Architecture. For
simplicity, max-pool layers are not shown. On the other hand, modified ResNet-18
architecture is shown in Figure 4.3.

Apart from that, we also incorportated this functionality where we can also synchronize
different STE layers in the network if needed. It means that they can have same clipping
range and we have a uniformity across different activation functions in the network. If
we do not synchronize them, our quantization ranges might differ in different parts of
the network.
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4.5. Partitioning Schemes

Two partition strategies for the weight quantization or the quantization of the whole filter
were explored, namely "low magnitude" and "high magnitude". The idea for selecting
either weights or filters on the basis of these strategies is exactly the same. Vanilla INQ
method uses a pruning-inspired strategy, which is what we call "high magnitude" for our
experimentation. It considers that the weights with a larger magnitude are relatively
more important than the smaller ones to form a low-precision base for the original CNN
model. So, it always chooses the weights with the largest absolute values for the partition
which will be quantized. Unlike random partition strategy, where weights are randomly
chosen for each partition, "low magnitude" partition strategy selects the weight with the
lowest absolute values for the partition which will be quantized.

As far as filter partitions are concerned for channel-wise quantization, the same two
strategies were used as explained before. The absolute values of all the weights in a filter
are added and then the filters are assigned to any partition based on the magnitude of
the sum. In the case of the "low-magnitude" strategy for the channel-wise quantization,
filters with the lowest absolute sum of the weights will be assigned to the partition which
will be quantized, and vice versa.

25



Chapter 5
Results

This chapter presents and analyses all the results of the experiments conducted during the
whole thesis work. The first section describes the general overview of all the experiments.
In the next section, a brief description of our framework and used datasets is given. In
the next part, baseline models were created and compared to the reported results of Zhou
et al.’s work[18]. Moreover, a detailed analysis of quantization of activations were also
performed. Along with that we also draw comparisons of the different partition strategies
for the INQ method. Comparison of different structural quantization approaches that we
used to achieve mixed-precision networks was also performed. Extensive testing is done
on ResNet-18 architecture for an image classification task. It also presents the detailed
analysis of quantizing the first and the last layers of the model as well. In the end, a
brief sparsity analysis is also presented.

5.1. Overview

In general, we explored the intra-layer mixed-precision approaches based on INQ method.
To start off with our experimentation, we first created the baseline using INQ method
where we did 2-bits weight and 8-bits activation quantization. To quantify the effect
of quantization of activations in a neural network, we ran some experiments without
quantizing the activations. In this analysis, we found out that 8-bit quantization of
activations does not have any significant effect on the accuracy of the network.

In the next phase, we explored different weight partitioning strategies for unstructured
quantization using INQ method. We found out that "high magnitude" works best if we
want to fully quantize the network as the accuracy loss rises progressively and settles
at the end. The final accuracy is much better as compared to "low magnitude" based
strategy. However, we observed that "low magnitude" based strategy outperforms the
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"high magnitude" strategy if we partially quantize the network. To be specific, it can
be used to quantize 90-95% of the weights with almost negligible loss in the accuracy.
Nevertheless, the accuracy loss explodes at the very end and becomes even worse than
"high magnitude" strategy if we fully quantize the network. Apart from that, we wanted
to explore the impact of different partitioning schemes on the sparsity throughout the
quantization process. We found out that network sparsity increases heavily in the begin-
ning for "low magnitude" based strategy. So, if we take two different networks which are
90% quantized, the one quantized with the "low magnitude" strategy will have almost
10% more sparsity as compared to the one quantized with the "high magnitude" strategy.
However, the sparsity becomes approximately same for both strategies if we quantize the
network 100%.

As unstructured partially quantized network is harder to exploit in hardware, so we moved
towards the more structured approaches. So, we evaluated our two proposed structured
quantization methods for intra-layer mixed-precision weights based on INQ. So, only
some channels are computed in full-precision while most of them are in 2-bits precision.
Here we also explore two approaches. In the first one, we fix the fraction of channels that
will stay in full-precision and perform the INQ on the rest of the channels. We call it
"Fixed Channel Proportion Quantization". In the second, instead of quantizing individual
weights at each step, we quantize the whole filters to give it a more structured manner.
We call this "Channel-wise Quantization". Both the strategies were explained in detail
in Section 4.2 and 4.3. They were evaluated using both partitioning schemes as explained
earlier in Section 4.5, and we observed that "Fixed Channel Proportion Quantization"
is better when we use "high magnitude" strategy for weight or filter partitioning and
vice versa. If we quantize only 90% of the network using "Fixed Channel Proportion
Quantization", we can gain 1.5% more accuracy than fully quantized network using
unstructured quantization based on INQ. Moreover, the proposed approach is easier to
map on hardware.

In the next phase, we explored the impact of quantizing the first and the last layers of the
network. We used only "low magnitude" weight partitioning scheme and evaluated this
impact using unstructured quantization based on INQ. We found out that quantization
of last layer has a much bigger impact on loss in accuracy as compared to the first one. In
fact quantization of only the first layer does not have that significant effect on accuracy
loss of the network.

In the end, we perform sparsity analysis in different layers of the network. We found out
that initial layers of the network has much more sparasity after quantization and it keeps
on decreasing as we go deeper in the network.
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5.2. Experimental Setup

Although all the experiments conducted and presented in this chapter are unique in
nature, there are certain elements that were common between all the experiments to
make it a fair comparison.

5.2.1. Frameworks

Currently, one of the most popular deep learning frameworks is Pytorch, which is an
open-source machine learning library primarily developed by Facebook’s AI Research
lab (FAIR)[29]. Therefore, all the code base was developed in Python and Pytorch.
In addition to the realization of the hardware-friendly mixed-precision method itself,
several networks were implemented and trained, including the ResNet-18 architecture,
which served as a baseline for the experiments and adaptations for modified quantization
strategies.

As far as hardware platforms for training the networks is concerned, we used two servers.
One of which contains two Intel Xeon CPUs and four Nvidia GeForce GTX-1080 [30]
GPUs with 12 GB of memory each and the other one contains two Intel Xeon CPUs
and four Nvidia GeForce RTX-2080 [31] GPUs with 12 GB of memory each. These were
the majorly used computational resources. However, training DNNs do not only need
high computational and memory resources but an enormous amount of data as well. So,
the datasets used for training and validation of these models are explained in the next
section.

5.2.2. Benchmarking Datasets

When it comes to deep neural networks, high-quality and large datasets are needed to
train robust machine learning models. However, training machine learning model on
these large datasets take a long time. In this regard, it makes sense to start with a
relatively smaller dataset for prototyping and experimenting with neural networks.

So, we chose the CIFAR-10 dataset [32] initially for evaluating models as it saves a
lot of time. This dataset contains 60,000 color images, assigned to 10 different classes,
ranging from various animals to means of transport. Once we were confident with our
approach, we did an evaluation on the ImageNet dataset, which consists of 1,3 million
color images, categorized into 1000 different classes. It is considered one of the most
important benchmarking datasets for visual object classification tasks.
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5.3. Baseline

In this section, we only focus on the image classification task and the ImageNet dataset
served for benchmarking purposes. Extensive experimentation was done using ResNet-18
architecture, which is one of the famous network architectures. However, we did some
initial experimentation on CIFAR-10 to assess the whole approach and save us some
time. To make the time even shorter for our training, we chose AlexNet architecture.

AlexNet and CIFAR-10

After creating the AlexNet baseline for the CIFAR-10 dataset, 8 and 2 bits weight quan-
tization was performed to test our developed framework. As far as hyperparameters
are concerned, we chose vanilla stochastic gradient descent (SGD) as an optimizer and
momentum as 0.9. The initial learning rate (lr) was set to 0.01 and we divide the lr
by 10 when the validation error rate stopped improving with the current learning rate.
Moreover, the chosen batch size was 128 and we trained the network for 90 epochs to
create the full-precision baseline. These hyperparameters are also presented in tabular
form in Appendix in Table B.1.
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Figure 5.1.: Training on CIFAR-10 dataset

For quantization of the weights, we used the "high magnitude" strategy for weight parti-
tioning which is explained in Section 4.5. Moreover, the accumulated portions of quan-
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tized weights at iterative steps were set as {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 1} for both 8 bits
and 2 bits ternary models. Number of epochs after each quantization steps were set as
{24,15,15,15,10,10,5} for both 8 bits and 2 bits respectively. Moreover, the lr is increased
back to initial learning after the quantization and when the validation error rate stopped
improving with the current lr, we reduce it by a factor of 10. This heuristic was used in
all the experiments presented in this chapter. For these initial experiments on CIFAR-10
dataset, the top-1 error(%) on validation set during the whole training is illustrated in
Figure 5.1 and the results are shown in Table 5.1.

Table 5.1.: Benchmarking results on CIFAR-10

Network Weights Activations Top-1 error

AlexNet floating point floating point 8.94%
AlexNet 8 bits 8 bits 9.44%
AlexNet 2 bits 8 bits 11.04%

In addition to that, all the experiments and results mentioned in this chapter also quantize
the activations to 8 bits unless mentioned. However, the first and the last layer of the
network are not quantized for the initial experiments. Later in the next section, we also
observed the effects of quantizing only last, only first, or both laters on the performance
of the model. It can be observed that there is only ∼1% drop in the accuracy for the
CIFAR-10 dataset after quantizing weights and activation to 2 and 8 bits respectively.

ResNet-18 and ImageNet

For the second set of experiments, we created the baseline models for the ResNet-18
model on the ImageNet dataset. As ResNet-18 is a much bigger network as compared to
AlexNet, we did not train the full-precision model, instead, we used the trained weights
from Facebook’s official repository[33]. For this set of experiments, the batch size was
fixed to 256. However, the lr, optimizer and momentum were similar to the experiments
done on CIFAR-10 dataset. All the hyperparamters for these set of experiments are
presented in tabular form in Table B.2 in the Appendix. The results of these experiments
are presented in Table 5.2.

Table 5.2.: Benchmarking results on ImageNet

Network Weights Activations Top-1 error

ResNet-18 full-precision full-precision 31.38%
ResNet-18 8 bits 8 bits 30.61%
ResNet-18 2 bits 8 bits 37.74%
ResNet-18 - INQ1 2 bits full-precision 33.98%
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For 8 bits weight quantization, we set the accumulated portions of quantized weights at
iterative steps as {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 1} while for 2 bits ternary models, we set it
as {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 0.9125,0.925,0.9375,0.95,0.9625,0.975,0.9875,1}. We used
a very conservative schedule with very small steps at the end to see if we can have any
reduction in the error. There is another reason for doing these small steps at the very
end, which is explained in section 5.5. However, it is quite evident from Figure 5.2 that
8-bits weights and activations incur an almost negligible loss in the accuracy when we
leave the first and the last layer unquantized.
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Figure 5.2.: Training on ImageNet dataset

The training on the validation set is illustrated in Figure 5.2, where we quantize the
weights to 2 bits and 8 bits respectively. You can see that we trained the ternary weights
network for a much longer time as it takes more time to converge after each quantiza-
tion iteration. Moreover, ternary weight quantization has a much bigger impact when
we evaluate the network on ImageNet dataset as compared to CIFAR-10 dataset. We
get a significant decrease in the accuracy when we quantize the network for ImageNet
dataset.

We observed that our results has a significant difference from Zhou et al’s work[18] after
doing 8 bit quantization of activations. Table 5.2 shows the difference between our

1These are the numbers that were presented in the Zhou et al.’s work[18]. Moreover, first and the last
layers of the network are quantized as well.
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baseline and the reported results by Zhou et al.[18]. In this regard, the next step we
performed was to quantize the network without quantizing activations.

Fixed Hyperparameters

For all the experiments presented in the next sections, we did 2-bits weight quantization
and the hyper-parameters mentioned in the previous section were used. Moreover, we
quantized the activations to 8-bits fixed-point numbers unless it is explicitly mentioned.
We also fixed the quantization schedule which is shown in Figure 5.3. All the fixed
hyperparameters are given in a tabular form in the Appendix in Table B.3. It can be
seen that it takes ∼3-4 times more epochs as it takes to train a ResNet-18 netowrk from
scratch.
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Figure 5.3.: Quantization Schedule

5.4. Unquantized Activations

To observe the impact of 8-bit activation quantization on the accuracy, we performed
some experiments without quantizing the activations in the network. The results of these
experiments are illustrated in Table 5.3. To be specific, the accuracy achieved after 2-bits
weight and 8-bits activation quantization without quantizing the first and the last layer
was approximately 4% lower than the accuracy reported by Zhou et al.[18].

It is quite evident from Table 5.3 we were not able to reproduce the results reported
by Zhou et al [18]. However, we noticed that 8-bits quantization of activations have

2F: First, L: Last
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Table 5.3.: Impact of quantizing the activations

Quantization Layers Partitioning Activations Top -1 error (%)

0.90 0.95 1.0

Unstructured All low mag. full-prec. 33.46 33.84 64.96
Unstructured All high mag. full-prec. 43.11 44.78 44.99
Unstructured All except F&L low mag. full-prec. 32.07 32.47 48.06
Unstructured All except F&L high mag. full-prec. 37.24 37.8 37.84
Unstructured All low mag. 8-bits 33.57 34.18 64.76
Unstructured All high mag. 8-bits 43.6 45.24 45.67
Unstructured All except F&L2 low mag. 8-bits 31.99 32.47 49.93
Unstructured All except F&L high mag. 8-bits 36.95 37.63 37.74

negligible effect on the accuracy. Here we evaluated two different approaches for weight
partitioning as well which are explained in the Section 4.5.

5.5. Partition Strategy

Top-1 error was monitored throughout the training for unstructured 2-bits weight and 8-
bits activation quantization using vanila INQ method for both the partitioning strategies
as explained in section 4.5. The observed plot is shown in Figure 5.4. One important
observation made from these plots was that "high magnitude" based strategy produce
a greater loss in the accuracy in the initial quantization steps as compared to "low
magnitude" based strategy. The latter works really well until the very end and incurs
minimum accuracy loss.

It is quite evident from Figure 5.4 that there is a huge spike at the very end when we
quantize the remaining 3-4 percent of the network weights using "low magnitude" strat-
egy. It can be seen that the network was never able to recover from this as all the weights
were already quantized. We explored this fact and analyzed the weight distributions at
several stages of training. An example layer from the network was selected and these
weight distributions were plotted for both partitioning strategies using Tensorboard[34]
and are depicted in Figure 5.5 and 5.6. Moreover, it was observed that all the layers
have similar weight distibutions at each iteration. Each line on these charts represents
a percentile in the distribution over the data. For example, the top line shows how the
maximum value has changed over time, and the line in the middle shows how the median
has changed. Reading from bottom to top, the lines have the following meaning: [min-
imum, 7%, 16%, 31%, 50%, 69%, 84%, 93%, maximum]. These percentiles can also be
interpreted as standard deviation boundaries on a normal distribution i.e [maximum, µ
+ 1.5σ, µ + σ, µ + 0.5σ, µ, µ - 0.5σ, µ - σ, µ - 1.5σ, minimum]. Therefore, the colored
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Figure 5.4.: Partitioning strategies

regions, read from inside to outside, have widths [σ, 2σ, 3σ] respectively. On the X-axis,
we have time and on the Y-axis we have the magnitude.

These weight distributions made a lot of clarity in understanding the huge spike in
accuracy loss at the very end of "low magnitude" based strategy. You can see that there
is a minimal change in the weight distribution in the initial steps. So, negligible accuracy
loss is observed. However, when the large values are clamped to -1 and 1 at the very
last iteration, there is a huge quantization error and accuracy loss as well. Moreover, all
the weights are in 2 bits after this iteration, so it is difficult to recover network accuracy
afterward. On the other hand, we quantize weights with higher magnitude first in the
"high magnitude", so the network can still recover from the accuracy loss as there are
still some full-weights in the network. That is why the weight distribution in "high
magnitude" based strategy changes significantly in the beginning and negligibly in the
last iterations.

Table 5.4 summarizes these experiments and report top-1 error at 90, 95 and 100 percent
quantized weights in the network.

To sum it up, we have a negligible loss in accuracy if we quantize 90% weights
in the network. Moreover, we can quantize 95% weights with only ∼1% ac-
curacy reduction. We tried to see how much quantization we can achieve
without a significant loss in accuracy and observed that ∼98% weight quan-
tization can be achieved with only ∼1.8% reduction in accuracy.
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Figure 5.5.: "low magnitude" strategy Figure 5.6.: "high magnitude" strategy

Table 5.4.: Comparison of two different strategies for weight partition.

Network Partition-strategy Bit-width (W/A) Top-1 error (%)

0.9 0.95 1

ResNet-18 low magnitude 2/8 31.99 32.47 49.93
ResNet-18 high magnitude 2/8 36.95 37.63 37.74
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5.6. Mixed-precision Quantization

5.6.1. Unstructured

We saw before that if we use "low magnitude" weight partitioning strategy, we can achieve
95% quantized weights without a significant loss in accuracy for unstructured quantiza-
tion. However, we need a very complex hardware to exploit this method. Therefore, a
more structural approach is needed which is easier to map on to a hardware.

5.6.2. Structured

In this section, we will demonstrate the results of our proposed structured quantization
methods. These approaches are explained in section 4.2 ann 4.3. Moreover, we quantized
weights and activations to 2 and 8 bits respectively. So, it is not explicitly mentioned in
the tables.

Channel-wise Quantization

In the channel-wise quantization, we quantize whole filters based on the absolute sums
of the weights in each filter. The proposed strategy was compared with unstructured
quantization. As the training of each model takes a very long time, so only the models
with all the layers quantized and the one where the first and the last layers were left in
full-precision, were trained. The results are illustrated in Table 5.5. Experiments with
quantizing the first and the last layers of the network using channel-wise quantization
were not performed as they did not provide very promising results in the first place.

Table 5.5.: Structural vs Unstructural quantization

Quantization Layers Partitioning Top -1 error (%)

0.90 0.95 1.0

Unstructured All low magnitude 33.57 34.18 64.76
Unstructured All high magnitude 43.6 45.24 45.67
Unstructured All except F&L low magnitude 31.99 32.47 49.93
Unstructured All except F&L high magnitude 36.95 37.63 37.74
Channel-wise All except F&L low magnitude 38.56 39.74 41.03
Channel-wise All except F&L high magnitude 39.98 39.74 40.78
Fixed Channel All low magnitude 34.47 34.88 54.73
Fixed Channel All high magnitude 43.07 43.67 43.37
Fixed Channel All except F&L low magnitude 31.82 32.1 42.12
Fixed Channel All except F&L high magnitude 36.28 37.3 36.37
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Figure 5.7.: Channel-wise vs Unstructured Quantization

In addition to that, Figure 5.7 shows the whole training process for some of the experi-
ments listed in Table 5.5, where we observe how accuracy is affected when we quantize
the network using channel-wise quantization and unstructured quantization. As whole
filters are quantized in channel-wise quantization and granularity becomes more coarse,
we did not achieve a very good final accuracy. Also, the weights quantized at each step
are a mixture of low magnitude and high magnitude weights regardless of weight par-
titioning strategy, therefore we do not see a big difference in the training plots of "low
magnitude" and "high magnitude" based channel-wise quantization. The final accuracy
after 100% quantization is slightly better for "high magnitude" based strategy and "low
magnitude" based strategy works slightly better for partial quantization. However, there
is no significant differences.

Fixed Channel Proportion Quantization

In this method, we fix some randomly picked channels in the beginning and they are
trained in full precision throughout the training. On the other channels, the INQ strategy
is performed.

The results for this method are also illustrated in Table 5.5 and compared with unstruc-
tured and channel-wise quantization. For all three different quantization strategies, the
training plots for the experiments where we do not quantize the first and the last layers
are illustrated in Figure 5.8. We can see that the top-1 accuracy for "Fixed Channel
Proportion" quantization throughout the training, follows almost the same pattern as
unstructured quantization. However, the final accuracy is better as we still have 10%
weights in full-precision.
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Figure 5.8.: Unstructured vs Structured Quantization

Moreover, "low magnitude" weight partitioning strategy works best in this case as well
for partial quantization. However, the final accuracy loss still explodes in the very end.
The remaining full-precision weights manage to recover it somehow but still the accu-
racy is worse than the final accuracy achieved by "high magnitude" weight partitioning
strategy. Nevertheless, we got an improvement of ∼1.5% accuracy from the
ternary weight baseline model if we use "high magnitude" weight partitioning
strategy.

5.7. Quantizing First and Last Layer

After the structured quantization strategies, research was done on quantizing the first
and the last layers of any given neural network. In most of the research methods proposed
in the past for network quantization, the first and the last layers were left untouched as
it incurs a huge loss in accuracy. However, nobody has ever presented any quantitative
analysis of quantizing the first and the layers of the network. So, a detailed analysis was
performed in this regard in the course of this thesis, and some conclusions were drawn.
All the hyperparameters were kept same as in the previous experiments.

The Table 5.6 summarizes the results of this comparison. Just like previous experiments,
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Table 5.6.: Comparison of quantizing the first(F) and the last(L) layer

Network Layers Quantized partitioning Top - 1 error (%)

0.90 0.95 1.0

ResNet-18 All low magnitude 33.57 34.18 64.76
ResNet-18 All except F low magnitude 35.04 35.73 62.83
ResNet-18 All except L low magnitude 32.22 32.55 51.77
ResNet-18 All except F & L low magnitude 31.99 32.47 49.93
ResNet-18 All high magnitude 43.6 45.24 45.67
ResNet-18 All except F&L high magnitude 36.95 37.63 37.74

top - 1 error is reported at different quantization fractions. To make it clear, we quantize
all the network layers along with the specified layer.
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Figure 5.9.: Comparison of quantizing the first and the last layer

Moreover, Figure 5.9 depicts the whole training for all these experiments where it shows
how the accuracy is affected when we quantize the first layer, last layer, or both along
with all the other layers of the network for "low magnitude" weight partitioning. We also
ran these experiments with more epochs after the final quantization steps. However, it
did not reduce the error significantly.

The first conclusion that can be drawn from the Figure 5.9 is that quantizing both the first
and the last layers reduces the accuracy significantly, no matter which weight partitioning
we use. So, it can be said that networks become uncompetetive if we quantize both the
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first and the last layer for "high magnitude" weight partitioning scheme. However, we
can still achieve 95% quantization in an unstructured way with a loss of approximately
∼2.8% accuracy from full-precision network. Another thing worth mentioning here is
that the quantization of all the layers except the first one incurs a relatively greater loss
in accuracy as compared to quantizing the whole network except the last layer.

5.8. Sparsity analysis

The last analysis that was done on the experiments was about the sparsity in the network
after the quantization. For all the experiments that were performed, it was observed
that sparsity is less in the deeper layers as compared to the initial layers of the network.
To illustrate this even better, the experiment performed to make a ResNet-18 ternary
weights baseline was taken as an example and the fraction of sparsed weights in each
layer was calculated. This is shown in a pictorial fashion in Figure 5.10 to provide a
better understanding.
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Figure 5.10.: Percentage of sparsed weights in each layer

Moreover, after 2-bits weight quantization of all the layers, almost half of the weights
become zero. For that purpose, the total sparsity in the layers that we quantized, was
monitored for the same experiment throughout the training. Figure 5.11 shows the
sparsity in the network at each quantization step. However, the detailed comparison of
how the sparsity in the network evolves throughout the training is presented in section
5.5 as it is highly dependent on the partition strategy for the INQ method.

Last sparsity analysis that we did was on the partitioning schemes and observed how
sparsity evolves throughout the training. Unstructured 2-bits weight and 8-bits activation
quantization using vanila INQ method was chosen again. We conducted two experiments
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Figure 5.11.: Sparsity after each quantization step
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Figure 5.12.: Sparsity comparison for different partitioning schemes

using "low magnitude" and "high magnitude" partioning strategies and the comparison
is illustrated in Figure 5.12. It can be seen that using the low magnitude strategy for
quantization partition, the sparsity in the network increases heavily in the initial steps
and it becomes almost constant after quantizing approximately 60% of the weights. On
the other hand, negligible sparsity is achieved in the initial steps while using a high
magnitude strategy for quantization partition. Nevertheless, the final sparsity in the
network at the end is approximately the same for both strategies.
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Chapter 6
Conclusion and Future Work

Nowadays, visual data is everywhere. A lot of research has been conducted on how the
video and image data is increasing and will continue to increase in the near future. This
visual data can be used to do wonders. CNNs in particular have proved themselves in
solving many computer vision tasks using this visual data. However, it is not an easy
task to deploy these CNNs in reality. This research focuses on a reduction in model
complexity for their practical application in embedded systems, mobile, and Internet-of-
Things (IoT) devices since they do not have extensive power/computational resources
on board. To meet these necessities, various possibilities for partially quantizing CNNs
were explored within the scope of this thesis.

6.1. Conclusion

The prime goal of this work was to impair accuracy as little as possible and come up
with mixed-precision approaches to quantize the network. In this regard, we propose
"Hardware-friendly Mixed-precision Neural Networks", which is a trade-off between fully
quantized and full-precision models. The target bit-precision was 2 and 8 bits for the net-
work weights while the activations were quantized to 8 bits. We analyzed that quantizing
the activations to 8-bits precision does not really affect the accuracy of the network.

Using the INQ method as a baseline, exploration of different weight and filter partitioning
methods based on the magnitude of the weights was done. For the weight partitioning, the
"low magnitude" based strategy works best until the network is almost ∼98% quantized.
We can quantize ∼98% weights in the network with only ∼1.8% decrease in the accuracy.
However, there is a huge drop in accuracy in the end which results in a very bad final
prediction accuracy. This tells that rest of the 1-2% full-precision weights at the very
end are really important to retain the accuracy. So, the high magnitude based strategy
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can be considered as the best strategy for weight partitioning. On the other hand, low
magnitude based scheme for filter partitioning was slightly better. While quantizing the
network with these different schemes, there is a degradation after each step and network
must be able to adapt to the changes. As far as the sparsity is concerned, both the
strategies incur approximately the same amount of sparsity in the network.

The two quantization methods were used to achieve hardware-friendly mixed-precision
networks and do quantization in more structured way. Channel-wise Quantization did
not achieve good results as we quantize the whole filter instead of individual weights
inside the filters and structural granularity becomes more coarse. On the other hand,
Fixed Channel Proportion Quantization where we quantize the 90% channels only, give us
∼1.5% increase in accuracy. Moreover, this proposed method could be relatively much
simpler to map onto the hardware. However, we can clearly see that when we try to
enforce the structure, partial quantization is less advantageous.

While quantizing the network, sparsity analysis was performed on the network and it
was observed that the initial layers of the network are relatively more sparse than the
deeper layers. As far as the quantization of the first and the last layers of the network is
concerned, detailed analysis provides enough evidence that quantization of the last layer
incurs a significantly higher loss in prediction accuracy as compared to the quantization
of the first layer. Moreover, if we quantize the first and the last layer of the networks as
well, it becomes uncompetitive.

6.2. Future Work

Even after this extensive analysis of mixed-precision hardware-friendly neural networks
using the INQ method as a reference, there is still room for a lot of improvement. Es-
pecially, "Fixed Channel Proportion" shows some good results as compared to the un-
structured quantization baseline. In the future, exploration can be done on creating
the initial channel partition based on some strategy. In this work, channels were picked
randomly for the channel partition. Using the "low magnitude" and "high magnitude"
based strategy for that purpose could be a good starting point.

Moreover, as it was observed that we were not able to reproduce the work of Zhou et
al.[18], so switching to some other algorithm for network quantization would be recom-
mended as well. Another important aspect to consider is the robustness of our model
against the quantized fraction of weights in the network as it is also important for safety-
critical applications e.g Autonomous driving, etc. Furthermore, combining the quanti-
zation with other model optimization techniques which are orthogonal to this work can
help in deploying efficient CNNs in near future.
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44



 

Declaration of originality 

respective electronic versions.

Lecturers may also require a declaration of originality for other written papers compiled for their 
courses.
__________________________________________________________________________

I hereby confirm that I am the sole author of the written work here enclosed and that I have compiled it 
in my own words. Parts excepted are corrections of form and content by the supervisor.

Title of work (in block letters):

Authored by (in block letters):
For papers written by groups the names of all authors are required. 

Name(s): First name(s): 

With my signature I confirm that 
 I Citation etiquette

sheet. 
 I have documented all methods, data and processes truthfully. 
 I have not manipulated any data. 

I have mentioned all persons who were significant facilitators of the work.

I am aware that the work may be screened electronically for plagiarism.

Place, date Signature(s) 

For papers written by groups the names of all authors are 
required. Their signatures collectively guarantee the entire 
content of the written paper.

HARDWARE-FRIENDLY MIXED-PRECISION NEURAL NETWORKS

JAVED SAQIB

Zurich, 05.03.2021



Appendix B
Hyperparameters

Table B.1.: Hyperparameters configuration for AlexNet baseline on CIFAR-10.

Hyperparameter Config

base learning rate 0.01
batch size 128
optimizer SGD
momentum 0.9
total epochs 90

Number of epochs after each quantization steps {24,15,15,15,10,10,5}
accumulated portions of quantized weights at iterative steps {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 1}

weight partitioning scheme high magnitude
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Table B.2.: Hyperparameters configuration for ResNet-18 baseline on ImageNet.

Hyperparameter Config

base learning rate 0.01
batch size 256
optimizer SGD
momentum 0.9

total epochs (8-bits) 108
total epochs (2-bits) 392

weight partitioning scheme high magnitude
Number of epochs after each quantization steps (8-bits) {24,15,15,15,10,10,11}
Number of epochs after each quantization steps (2-bits) {70,43,40,40,40,40,15,15,15,15,15,15,15,15}

accumulated portions of quantized
weights at iterative steps (8-bits) {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 1}

accumulated portions of quantized {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 0.9125,
weights at iterative steps (2-bits) 0.925,0.9375,0.95,0.9625,0.975,0.9875,1}

Table B.3.: Fixed Hyperparameters configuration after the baseline.

Hyperparameter Config

base learning rate 0.01
batch size 256
optimizer SGD
momentum 0.9
total epochs 320

Number of epochs after each quantization steps {60,30,30,30,30,30,10,10,10,10,10,10,10,10}

accumulated portions of quantized {0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 0.9125,
weights at iterative steps (2-bits) 0.925,0.9375,0.95,0.9625,0.975,0.9875,1}
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