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ABSTRACT

This paper proposes an automated classification method of COVID-19 chest CT volumes using improved 3D
MLP-Mixer. Novel coronavirus disease 2019 (COVID-19) spreads over the world, causing a large number of
infected patients and deaths. Sudden increase in the number of COVID-19 patients causes a manpower shortage
in medical institutions. Computer-aided diagnosis (CAD) system provides quick and quantitative diagnosis
results. CAD system for COVID-19 enables efficient diagnosis workflow and contributes to reduce such manpower
shortage. In image-based diagnosis of viral pneumonia cases including COVID-19, both local and global image
features are important because viral pneumonia cause many ground glass opacities and consolidations in large
areas in the lung. This paper proposes an automated classification method of chest CT volumes for COVID-
19 diagnosis assistance. MLP-Mixer is a recent method of image classification using Vision Transformer-like
architecture. It performs classification using both local and global image features. To classify 3D CT volumes,
we developed a hybrid classification model that consists of both a 3D convolutional neural network (CNN) and
a 3D version of the MLP-Mixer. Classification accuracy of the proposed method was evaluated using a dataset
that contains 1205 CT volumes and obtained 79.5% of classification accuracy. The accuracy was higher than
that of conventional 3D CNN models consists of 3D CNN layers and simple MLP layers.
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1. INTRODUCTION

Novel coronavirus disease 2019 (COVID-19) was recognized in December 2019. It spreads over the world causing
the large number of infected patients. The total numbers of cases and deaths related to COVID-19 are more
than 670 million and 6 million in the world by January 19, 2023.1 Providing appropriate treatments to a patient
and prevention of infection based on diagnosis result of the patient are important. However, because of the rapid
increase of COVID-19 patients, medical institutions are suffering from a manpower shortage. Development of a
computer aided diagnosis (CAD) system for COVID-19 is pressing demanded to reduce load on medical staffs.
Reverse transcriptase polymerase chain reaction testing (RT-PCR) is used to diagnose COVID-19. However,
the sensitivity of RT-PCR is not high, ranging from 42% to 71%.2 In contrast, the sensitivity of chest CT
image-based COVID-19 diagnosis is reported as 97%.3 Chest CT is effective for diagnosis of viral pneumonia
including COVID-19. CT image-base CAD systems are important in COVID-19 diagnosis. To develop a CAD
system for COVID-19, automated classification method of CT image/volume is necessary.
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Many automated classification method of COVID-19 patients using chest CT images/volumes have been
proposed. Convolutional neural networks (CNN) are commonly used to classify CT images. However, because
receptive field of CNN is limited, local image features are used in classification using CNN. Vision Transformer
(ViT)4 is becoming popular in image classification because it performs classification considering image features
from whole image. However, ViT requires a large number of training data to achieve high classification per-
formance. Recently, MLP-Mixer5 is proposed as a new image classification model. Its architecture is mainly
consists of multi layer perceptrons (MLPs), which is simple and is similar to ViT. The MLP-Mixer achieved
classification performance close to ViT. The MLP-Mixer has potential to improve classification performance of
COVID-19 CAD.

We propose an automated classification method of chest CT volumes for COVID-19 CAD using a hybrid
classification model that consists of both a 3D CNN and a 3D version of the MLP-Mixer. We modified the
original MLP-Mixer (for 2D image processing) to 3D version to process 3D volumes. In our hybrid model, 3D
CNN extracts local image features from CT volumes. We apply the 3D MLP-Mixer to classify the extracted
features into two classes that correspond to high or low likelihoods of COVID-19 cases. In the 3D MLP-Mixer,
all local image features are mixed to perform classification based on global image features. Hybrid use of the 3D
CNN and 3D MLP-Mixer enables volume classification considering both local and global image features.

2. METHOD

2.1 Overview

The proposed method classifies a chest CT volume into two classes that correspond to high or low likelihood of
COVID-19 cases. The likelihood is defined based on CT image findings confirmed by radiologists.

In the pre-processing of the classification, axial slices that do not include lung regions are removed. Then,
we apply our hybrid classification model that consists of both a 3D CNN and a 3D MLP-Mixer to the volume
to perform classification.

2.2 Pre-processing

From chest CT volumes, we obtain lung regions using a lung segmentation method.6 We make a sub-volume by
removing axial slices that do not include lung regions from the chest CT volume. The sub-volume is scaled to
192× 192× 128 voxels.

2.3 Classification using hybrid model of 3D CNN and 3D MLP-Mixer

The sub-volume is classified into two classes that correspond to high or low likelihoods of COVID-19 cases using
the hybrid classification model. The model is trained using a training dataset and then classification is performed
using a testing dataset.

2.3.1 MLP-Mixer

MLP-Mixer5 for 2D image processing takes non-overlapping 2D image patches as input. Each image patch is
reshaped to a 1-dimensional (1D) vector having C components. When S image patches are generated from input
image, the input vector to MLP-Mixer can be represented as X ∈ RS×C . In the MLP-Mixer, the input vector
is processed by multiple layers, each layer consists of two MLP blocks. Two MLP blocks include a cross-patch
feature mixing (token-mixing) and a intra-patch feature mixing (channel-mixing) blocks. The token-mixing and
channel-mixing MLP blocks are applied to every column and row of X. The number of perceptrons in the
token-mixing and channel-mixing MLP blocks are represented as DS and DC , respectively. By applying the
token-mixing and channel-mixing operations, both cross-patch and intra-patch image features are extracted and
utilized to perform image classification. Output of the last layer is forwarded to a global average pooling and
fully-connected layers to make final classification.



2.3.2 Hybrid model of 3D CNN and 3D MLP-Mixer

While the MLP-Mixer has potential to perform image classification based on global image features, it requires
a large number of training data to achieve high classification performance. Commonly, a limited number of
training data is available in medical image processing. We developed a hybrid model for 3D volume classification
that consists of both 3D CNN and 3D MLP-Mixer. Its structure is shown in Fig. 1. The model achieves
high classification performance even from a limited number of training data. The 3D CNN part in the model
performs feature extraction from a 3D volumetric image. The 3D MLP-Mixer part performs integration of local
features extracted from whole 3D volumetric image. This combination enables classification based on volume-
wide integration of local image features.

Input of the model is the scaled sub-volume generated in 2.2. The input is processed by the 3D CNN part that
performs local feature extraction. 3D convolution operations are applied to the input data. We use the dense
pooling connections in this part. The dense pooling connection7 was proposed to utilize spatial information of
multiple scales in CNNs. Mixed poolings7 are used in the dense pooling connections instead of max poolings
to reduce information loss by max poolings. The mixed pooling is implemented as a combination of max and
average poolings. A 3D feature volume is generated as the output of the 3D CNN part.

We make non-overlapping 3D patches from the 3D feature volume. The size of a 3D patch is 4 × 4 × 4
voxels. Each 3D patch is reshaped to a 1D vector having C components (C = 4 × 4 × 4 = 64). A set of all
patches generated from V 3D feature volumes, S 3D patches are generated from each 3D feature volume, can be
represented as X ∈ RSV×C . X is provided to the 3D MLP-Mixer part.

We extend the MLP-Mixer to make it applicable to 3D volumes. We call 3D MLP-Mixer extension as the
3D MLP-Mixer. The 3D MLP-Mixer receives a set of 1D vectors that correspond to 3D patches. It performs
classification based on the set of vectors. In our model, the 3D MLP-Mixer receives X as the input. It is
processed by L layers in the 3D MLP-Mixer similarly to the MLP-Mixer. Output of the last layer is two class
classification result.

3. EXPERIMENTS AND RESULTS

We applied the proposed method to 1205 chest CT volumes including COVID-19 cases and non-COVID-19 cases.
The CT volumes were obtained from multiple medical institutions in Japan. The ground truth class labels of
CT volumes were given by radiologists. We used 80% and 20% of the CT volumes for training and testing,
respectively. Separations of training and testing cases were randomly performed. We set the parameters of the
proposed model as L = 2, C = 64, DS = 1024, and DC = 256. In the training, minibatch size=5, training
epochs=50, and Adam with learning rate=5.0× 10−6 were used.

In our experiment, classification accuracy of the proposed model was 79.5%. Some axial slice images of CT
volumes that were correctly classified into high or low likelihoods classes by the proposed model are shown in
Fig. 2. The confusion matrix of classification result is shown in Table 1.

To confirm effectiveness of the 3D MLP-Mixer part in our model, we made a commonly-used 3D volume
classification model that has a 3D CNN part and simple MLP layers (3D CNN model). We trained and tested
the 3D CNN model using the same dataset as the proposed model. The classification accuracy of the 3D CNN
model was 74.8%, it was lower than the proposed model. The result means that the 3D MLP-Mixer contributes
to improve classification accuracy.

Table 1. Confusion matrix of classification result by proposed model. High and Low indicate high and low likelihoods of
COVID-19 cases.

Estimation result
High Low

Ground truth High 168 18
Low 44 72



Figure 1. Structure of hybrid model of 3D CNN and 3D MLP-Mixer. Input volume is processed by 3D CNN part. 3D
patches are generated from feature extraction result of 3D CNN part to make input vector X of 3D MLP-Mixer. Input
vector is processed by 3D MLP-Mixer part. Finally, classification result is obtained from the last layer.

4. DISCUSSION

The classification result of the proposed model indicated that the hybrid use of 3D CNN and 3D MLP-Mixer
is effective in classification of 3D volumes. The 3D MLP-Mixer performs classification considering global image
features. This characteristic is important in classification of viral pneumonia that causes many ground glass
opacities and consolidations in large areas in the lung. Furthermore, the hybrid model enables achievement of
high classification accuracy even from a limited number of training data. This is an advantage of the hybrid
model while pure MLP-Mixer requires a large number of training data.

Further improvement of classification accuracy will be required to apply the proposed model in clinical use.
Use of data augmentation that enhances variations of anatomical shapes and intensities in training dataset, use
of international dataset, and improvement of the classification model will be necessary to achieve better results.



5. CONCLUSIONS

We proposed a novel classification model for COVID-19 from chest CT volumes. In image-based classification
of viral pneumonia cases including COVID-19, both local and global image features are important because viral
pneumonia cause many ground glass opacities and consolidations in large areas in the lung. The proposed hybrid
model of 3D CNN and 3D MLP-Mixer effectively utilizes such image features in classification. In the evaluation
using 1205 chest CT volumes, the proposed hybrid model achieved classification accuracy of 79.5%, which was
higher than the 3D CNN-based model. Future work includes utilization of data augmentation, improvement of
the number of chest CT volumes for training, and development of a COVID-19 CAD system.
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(a)

(b)
Figure 2. Axial slices of CT volumes. Infection regions are indicated by arrows. (a) cases identified as high likelihood
of COVID-19 cases by radiologists. These cases were correctly classified into high likelihood class by proposed model.
(b) cases identified as low likelihood of COVID-19 cases by radiologists. These cases were correctly classified into low
likelihood class by proposed model.


	Introduction
	Method
	Overview
	Pre-processing
	Classification using hybrid model of 3D CNN and 3D MLP-Mixer
	MLP-Mixer
	Hybrid model of 3D CNN and 3D MLP-Mixer


	Experiments and Results
	Discussion
	Conclusions

